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Abstract — There are two major challenges to overcome when developing a classifier to perform automatic disease diagnosis. First, the amount of labeled medical data is typically very limited, and a classifier cannot be effectively trained to attain high disease-detection accuracy. Second, medical domain knowledge is required to identify representative features in data for detecting a target disease. Most computer scientists and statisticians do not have such domain knowledge. In this work, we show that employing transfer learning can remedy both problems. We use Otitis Media (OM) to conduct our case study. Instead of using domain knowledge to extract features from labeled OM images, we construct features based on a dataset entirely OM-irrelevant. More specifically, we first learn a codebook in an unsupervised way from 15 million images collected from ImageNet. The codebook gives us what the encoders consider being the fundamental elements of those 15 million images. We then encode OM images using the codebook and obtain a weighting vector for each OM image. Using the resulting weighting vectors as the feature vectors of the OM images, we employ a traditional supervised learning algorithm to train an OM classifier. The achieved detection accuracy is 88.5% (89.63% in sensitivity and 86.9% in specificity), markedly higher than all previous attempts, which relied on domain experts to help extract features.

I. INTRODUCTION

Otitis media (OM) is any inflammation or infection of the middle ear and consumes significant medical resources each year [1] [2]. Several symptoms such as redness, bulging, and a perforation may suggest an OM condition. Color, geometric, and texture descriptors may help in recognizing these symptoms. However, specifying this kind of features involves a hand-crafted process, and thereby requires domain expertise. Often times, human heuristics obtained from domain experts may not be able to capture the most discriminative characteristics, and hence the extracted features cannot achieve high detection accuracy. Besides the problem of feature representation, developing a good disease-diagnosis classifier also faces the challenge of limited amount of labeled training data. Under such constraint, even an effective model like deep neural network cannot learn discriminative features. Inevitably, the lack of labeled data is a common issue for almost all medical analysis.

In this work, we tackle the twin problems of feature representation and training-data scarcity using transfer learning. We use OM to conduct our case study. Instead of directly identifying the most discriminative features from the 1,195 OM images collected by seven otolaryngologists at Cathay General Hospital, Taiwan [7], we performed representation learning on an entirely irrelevant image set: ImageNet [6], which is the largest image dataset (15 million images over 22,000 categories) of daily objects (e.g., animals, cars, and people). Our approach consists of four steps:

1. Unsupervised codebook construction. We learn a codebook from ImageNet images. We call our codebook construction unsupervised one in the sense that our construction method is unsupervised with respect to OM.
2. Encoding OM images using the codebook. Each OM image is encoded into a weighted combination of the pivots in the codebook. The weighting vector is the feature vector of the OM image.
3. Supervised learning. Using the transfer-learned feature vectors, we then employ supervised learning to learn a classifier from the 1,195 labeled OM instances.
4. Feature fusion. We also combine some heuristic features (published in [7]) with features learned via transfer learning, and show that further improvement can be achieved.

In summary, this work demonstrates that while the amount of labeled medical images for conducting statistical analysis is typically limited, the underline structures of the images can be learned and transferred from a large, though semantically unrelated, dataset. Not only is the lack of labeled data problem mitigated, but also the lack of domain knowledge to extract features can be remedied. Our scheme outperforms all prior attempts using human heuristics to extract discriminative features.

The rest of the paper is organized into four sections. Section II discusses related work. Section III details our transfer learning scheme. Section IV reports experimental results. Finally, in Section V, we offer our concluding remarks.

II. RELATED WORK

Biomedical image processing is an emerging research topic. Most approaches utilize hand-crafted feature extraction, which encodes human domain knowledge into computer algorithms to extract features. Several OM image-processing papers have proposed such features for OM detection. Mironič et al. [3] compared several color descriptors, and used color coherence histograms to recognize OM with an accuracy of 73.11%. Kuruvilla et al. [4] developed a feature named “vocabulary” to describe the symptoms, which doctors usually use to diagnose whether a patient is OM infected or not. The proposed tree structure “grammar” simulates the decision process used by the otolaryngologist, and achieved 89.9% in recognition accuracy. However, the algorithm only diagnoses acute OM and OM with effusion, but not the more complicated chronic OM cases. Our developed classifier covers all OM cases.
Deep learning in general and deep convolutional neural networks (CNN) [3] [4] in particular, is a composite model of neural networks. Deep learning enjoys good success since 2006, and is shown to achieve improvement in classifying images, audio, and speech data. All deep learning models require a substantial amount of training instances to avoid the problem of over-fitting. Some research works in the medical field have started employing a deep architecture [11] [12]. In this work, we do not use deep learning to directly training an OM classifier. Instead, we use the unsupervised layers (unsupervised with respect to OM) of CNN to learn the structures of non-OM-related images, and then use that learned representation to model OM data. In other words, we use CNN to perform transfer representation learning.

Transfer learning, defined as the ability of a system to recognize and apply knowledge and skills learned in previous tasks to a novel task, is on the rise in recent years and has been applied in several data mining tasks, e.g., [2] [8] [9] [10]. Our work transfers representations learned from one domain to detect OM, and we refer this approach as transfer representation learning.

III. METHODS

As depicted in the introductory section, our scheme is composed of four steps. This section details these steps.

We start with unsupervised codebook construction. On a large ImageNet dataset, we learn the representation of these images using a variant of deep CNN, Alexnet [4]. Alexnet, the winner of the world-wide image recognition competition (ILSVRC) in 2012, contains eight neural network layers. The first five are convolutional and the remaining three are fully-connected. Different layers represent different levels of abstraction concepts. We utilize Alexnet in Caffe [5] as our foundation to build our encoder to capture generic visual features.

For each image input, we obtain a feature vector using the codebook. The information of the image moves from the input layer to the output layer through the inner layers. Each layer is a weighted combination of the previous layer and stands for a feature representation of the input image. Since the computation is hierarchical, higher layers intuitively represent higher concepts. For images, the neurons from lower levels describe rudimental perceptual elements like edges and corners, while higher layers represent object parts such as contours and categories. To capture higher-level abstractions, we extract transfer-learned features of OM images from the fifth, sixth and seventh layer, denoted as pool5, fc6 and fc7 in Fig.1, respectively. The reason why we don’t extract OM features from the eighth layer is that it only produces the probability of the class prediction, and it is not a representation of the input image.

Once we have transfer-learned feature vectors of the 1,195 collected OM images, we perform supervised learning by training a Support Vector Machine (SVM) classifier [14]. We choose SVM to be our model since it is an effective classifier widely used by prior work. As usual, we scale features to the same range and find parameters through cross validation. For comparing to the previous work fairly, we select radial basis function (RBF) kernel.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

We conducted two sets of experiments. Subsection IV-A reports OM classification performance by using our proposed transfer representation learning approach. The effect of transfer representation learning on improving OM classification is evaluated in Subsection IV-B.

A. Results of Transfer Representation Learning

To further improve classification accuracy, we experiment with two feature fusion schemes, which combine features hand-crafted by human heuristics in [7] with features learned from our codebook. In the first scheme, we combine transfer-learned and hand-crafted OM features to form fusion feature vectors. We then deploy the supervised learning upon the fused feature vectors to train a SVM classifier. In the second scheme, we use a two-layer classifier fusion structure mentioned in [7]. Concisely, in the first layer, we train different classifiers upon different feature sets separately. We then combine all the outputs from the first layer to train the classifier in the second layer.

Fig. 2 summarizes our transfer representation learning approaches. On the top of the figure depict two feature-learning schemes: the transfer-learned on the left-hand side and the hand-crafted on the right. The solid lines depict how OM features are extracted via the transfer-learned codebook, whereas the dash-dot lines represent the flow of hand-crafted OM feature extraction. The bottom half of the figure describes two fusion schemes. Whereas the dashed lines illustrate the feature fusion by concatenating two feature sets, the dotted lines show the second fusion scheme at the classifier level. At the bottom of the figure, the four classification flows yield their respective OM-prediction decision. From the left-hand side to the right-hand side, they are transfer-learned features only, feature-level fusion, classifier-level fusion, and hand-crafted features only.

Table 1 compares OM classification results for different feature representations. All experiments are conducted by using 10-fold SVM classification. The measures of results reflect the discrimination capability of the features.

The first two rows in Table 1 show the results of human-heuristic methods (hand-crafted), followed by our proposed transfer-learned approach. The eardrum
segmentation, denoted as ‘seg’, identifies the eardrum by removing OM-relevant information such as ear canal and earwax from the OM images [7]. The best accuracy achieved by using human-heuristic methods is around 80%. With segmentation (the first row), the accuracy improved 3% over that without segmentation (the second row).

Rows three to six show results of applying transfer representation learning. All results outperform the results in rows one and two, suggesting that the features learned from transfer learning are superior to the human-crafted ones. Interestingly, segmentation does not help improve accuracy for learning representation via transfer learning. This indicates that the transfer-learned feature set is not only more discriminative but also more robust. Among three transfer-learning layer choices (layer five (pool5), layer six (fc6) and layer seven (fc7)), fc6 yields slightly better prediction accuracy for OM. We believe that fc6 provides features that are more general or fundamental to transfer to a novel domain than pool5 and fc7 do.

The seventh row in Table 1 shows the result of applying deep learning directly to the 1,195 OM images to train a classifier. The resulting classification accuracy is only 71.8%, much lower than applying transfer representation learning. This result confirms our speculation that even CNN is a good model, with merely 1,195 OM images (without the ImageNet images to facilitate feature learning), it cannot learn discriminative features due to under-fitting.

Two fusion methods, combining both hand-crafted and transfer features, achieve slightly higher OM-prediction F1-score (0.9 over 0.895) than using transfer-learned features only. This statistically insignificant improvement suggests that hand-crafted features do not provide much help.

Figure 2. Four classification flows (otitis media photos are from [19])

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic w/ seg</td>
<td>80.11%</td>
<td>83.33%</td>
<td>75.66%</td>
<td>0.822</td>
</tr>
<tr>
<td>Heuristic w/o seg</td>
<td>76.19%</td>
<td>79.38%</td>
<td>71.74%</td>
<td>0.79</td>
</tr>
<tr>
<td>Transfer w/ seg (pool5)</td>
<td>87.86</td>
<td>89.72%</td>
<td>86.26%</td>
<td>0.89</td>
</tr>
<tr>
<td>Transfer w/o seg (pool5)</td>
<td>88.37%</td>
<td>89.16%</td>
<td>87.08%</td>
<td>0.894</td>
</tr>
<tr>
<td>Transfer w/ seg (fc6)</td>
<td>87.58%</td>
<td>89.33%</td>
<td>85.04%</td>
<td>0.887</td>
</tr>
<tr>
<td>Transfer w/o seg (fc6)</td>
<td>88.5%</td>
<td>89.63%</td>
<td>86.9%</td>
<td>0.895</td>
</tr>
<tr>
<td>Transfer w/ seg (fc7)</td>
<td>85.6%</td>
<td>87.5%</td>
<td>82.7%</td>
<td>0.869</td>
</tr>
<tr>
<td>Transfer w/o seg (fc7)</td>
<td>86.9%</td>
<td>88.5%</td>
<td>84.9%</td>
<td>0.879</td>
</tr>
<tr>
<td>OM-trained codebook</td>
<td>71.8%</td>
<td>95.06%</td>
<td>41.66%</td>
<td>0.818</td>
</tr>
<tr>
<td>Feature fusion</td>
<td>89.22%</td>
<td>90.08%</td>
<td>87.81%</td>
<td>0.90</td>
</tr>
<tr>
<td>Classifier fusion</td>
<td>89.87%</td>
<td>89.54%</td>
<td>90.2%</td>
<td>0.898</td>
</tr>
</tbody>
</table>

B. Codebook Performance Evaluation with Cifar-10

We are curious as to why transferring learning from one domain to a novel domain helps? In this subsection, we evaluate codebook performance by varying the training data quantity and diversity. Since running Alexnet on ImageNet takes weeks to complete one experiment, we used a simpler CNN architecture with Caffe on a smaller dataset, Cifar-10 dataset (10 classes and 5,000 images per class), to achieve our purpose.

In experiment (1), we retain the class number to 10 and assess the OM classification accuracy by increasing the training data quantity in each class. In Fig. 3, ‘1p-class’ refers to one image per class, ‘2p-class’ refers two images per class, etc. As we increase the image number of each class, the accuracy of the OM classification also increases. We can conclude that the more training data that transfer learning can use, the more discriminative features we can obtain to help the target classification task.

In experiment (2), we maintain the same total training data size and assess the OM classification performance by changing the diversity of the training data. Our hypothesis is that the number of classes suggests the diversity of the data, i.e., the more image classes in the training data the higher diversity we obtain from their perceptible features. Our experiment increases the number of classes from one to ten. To maintain the total number of training instances to be the same, we use 5,000 images when dealing with one class, and 2,500 images from each class when dealing with two classes, and so on and so forth.

Fig. 4 suggests that having more diversity in the training dataset can help improve feature quality. When the codebook is constructed by using only one class, the features derived from codebook are much less discriminative. The codebook can offer richer representation when there are at least two image classes in the training data (as shown in Fig. 4). To further verify our diversity hypothesis, we prepared two classes with similar perceptual features – sky and ocean. We used 2,500 images per class in this experiment. The accuracy drops down to 61.5%, which is significantly lower than the
previous accuracy (75%) reported in Fig. 4 of using images from two random classes. Based on this experiment, we conjecture that increasing the diversity of the training data can help the effectiveness of transfer representation learning for our purpose of classifying OM.

![Figure 3. Relationship between the OM classification accuracy and the training data quantity](image)

![Figure 4. Result of diversity of pre-train data experiment](image)

V. CONCLUSIONS AND FUTURE WORK

In summary, this work demonstrates the transfer representation learning can remedy two major challenges of medical image analysis — labeled data scarcity and medical domain knowledge shortage. We constructed codebook based on a large OM-irrelevant dataset and obtained feature representation of OM images via transfer learning. We employed the traditional SVM as our classifier and achieved 88.5% OM detection accuracy (89.63% in sensitivity and 86.9% in specificity). Using transfer representation learning to analyze medical data is very promising, and we consider the potential to be immense. Our ongoing work is using time series data collected from speech and music to help analyzing ECG signals.

Another critical area of further research is improving speed of deep learning training. As we mentioned in the experiment of training data quantity and diversity, it took us weeks to train one cycle using the full set of ImageNet data. We have begun to use distributed CPU and multiple GPUs configured by fast interconnects to speed up our training time. Only under such speed improvement (as previous works speeding up other algorithms, e.g., [15][16][17][18]), we will be able to verify hypotheses quickly for many potential medicine applications.
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