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Abstract

Region-based approach has become a popular research trend in the field of multimedia database retrieval. In this paper, we present the Region Frequency and Inverse Picture Frequency (RF*IPF) weighting, a measure developed to unify region-based multimedia retrieval systems with text-based information retrieval systems. The weighting measure gives the highest weight to regions that occur often in a small number of images in the database. These regions are considered discriminators. With this weighting measure, we can blend image retrieval techniques with TF*IDF-based text retrieval techniques for large-scale Web applications. The RF*IPF weighting has been implemented as a part of our experimental SIMPLIcity image retrieval system and tested on a database of about 200,000 general-purpose images. Experiments have shown that this technique is effective in discriminating images of different semantics. Additionally, the overall similarity approach enables a simple querying interface for multimedia information retrieval systems.

1 Introduction

Content-based image retrieval is the retrieval of relevant images from an image database based on automatically derived features. The need for efficient content-based image retrieval has increased tremendously in many application areas such as biomedicine, crime prevention, military, commerce, culture, education, entertainment, and Web image classification and searching.

There are many general-purpose image search engines. In the commercial domain, IBM QBIC [3, 14] is one of the earliest developed systems. Recently, additional systems have been developed at IBM T.J. Watson [21], VIRAGE [4], NEC C&C Research Labs [12], Bell Laboratory [13], Interpix (Yahoo), Excalibur, and Scour.net. In academia, MIT Photobook [15, 16] is one of the earliest. Berkeley Blobworld [1], Columbia VisualSEEK and WebSEEK [20], CMU Informedia [22], UIUC MARS [11], UCSB NeTra [10], UCSD, Stanford WBIIIS [25], and Stanford SIMPLIcity [24] are some of the recent systems.

Many earlier content-based image retrieval systems used color histogram and color layout to index the content of images. Region-based approach has recently become a popular research trend. Region-based retrieval systems attempt to overcome the deficiencies of color histogram and color layout search by representing images at the object-level. A region-based retrieval system applies image segmentation to decompose an image into regions, which correspond to objects if the decomposition is ideal. The object-level representation is intended to be close to the perception of the human visual system (HVS).

Region-based retrieval systems include the Netra system [10], the Blobworld system [1], the query system with color region templates [21], and our recently developed SIMPLIcity (Semantics-sensitive Integrated Matching for Picture LIbraries). SIMPLIcity uses semantics type classification and an integrated region matching (IRM) scheme to provide efficient and robust region-based image matching [9].

Region-based image matching is a difficult problem because of inaccurate segmentation [19, 7, 8, 23]. The IRM measure [9] developed by Li et al. at Stanford University is a similarity measure of images based on region representations. It incorporates the properties of all the segmented regions so that information about an image can be fully used. With IRM, region-based image-to-image matching can be
performed. The overall similarity approach reduces the adverse effect of inaccurate segmentation, helps to clarify the semantics of a particular region, and enables a simple querying interface for region-based image retrieval systems. Experiments have shown that IRM is comparatively more effective and more robust than many existing retrieval methods.

Similarly, the problem arises in the retrieval of biomedical images. For example, Figure 2 shows three pathology slides. Based on global visual features, the third image is closer to the first image. However, pathologists find it more useful if the image retrieval system returns the second image as a closer image.

In this paper, we present the Region Frequency and Inverse Picture Frequency (RF*IPF) weighting, a relatively simple weighting measure developed to further enhance the discriminating efficiency of IRM based on the characteristics of the entire picture library. The definition of RF*IPF is in some way close to the definition of the Term Frequency and Inverse Document Frequency (TF*IDF) weighting [18], a highly effective techniques in document retrieval. The combination of RF*IPF and IRM is more effective than the IRM itself in a variety of image retrieval applications. Additionally, this weighting measure provides a better unification of content-based image retrieval and text-based image retrieval.

The remainder of the paper is organized as follows. In Section 2, the similarity measure based on segmented regions is defined. In Section 3, we describe the experiments we performed and provide results. We conclude in Section 4.

2 The Similarity Measure

In this section, we focus on the novel similarity measure we developed. We briefly describe the segmentation process and related notations in Section 2.1. The feature space analysis process is described in Section 2.2. In Section 2.3, we give details of the RF*IRF weighting. The new image matching scheme is given in Section 2.4. We describe the combination scheme for RF*IPF-based image retrieval and TF*IDF-based image retrieval in Section 2.5.

2.1 Region segmentation

Like many existing image distance measures, the discriminating power of the IRM measure is limited by the way it functions, i.e., measuring the distance between two images based only on the information within the two images themselves. In Figure 1, we show three pictures, a picture of people with a large area of sky in the background, a picture of a house with similar background, and a picture of people with a small area of sky in the background. Given that the picture library contains only outdoor scenes, most people consider the third image as closer in semantics to the first image than the second image to the first image. However, most image retrieval systems cannot make this distinction because they rely on overall visual similarity.

Similarly, the problem arises in the retrieval of biomedical images. For example, Figure 2 shows three pathology slides. Based on global visual features, the third image is closer to the first image. However, pathologists find it more useful if the image retrieval system returns the second image as a closer image.

In this paper, we present the Region Frequency and Inverse Picture Frequency (RF*IPF) weighting, a relatively simple weighting measure developed to further enhance the discriminating efficiency of IRM based on the characteristics of the entire picture library. The definition of RF*IPF is in some way close to the definition of the Term Frequency and Inverse Document Frequency (TF*IDF) weighting [18], a highly effective techniques in document retrieval. The combination of RF*IPF and IRM is more effective than the IRM itself in a variety of image retrieval applications. Additionally, this weighting measure provides a better unification of content-based image retrieval and text-based image retrieval.

The remainder of the paper is organized as follows. In Section 2, the similarity measure based on segmented regions is defined. In Section 3, we describe the experiments we performed and provide results. We conclude in Section 4.

2 The Similarity Measure

In this section, we focus on the novel similarity measure we developed. We briefly describe the segmentation process and related notations in Section 2.1. The feature space analysis process is described in Section 2.2. In Section 2.3, we give details of the RF*IRF weighting. The new image matching scheme is given in Section 2.4. We describe the combination scheme for RF*IPF-based image retrieval and TF*IDF-based image retrieval in Section 2.5.

2.1 Region segmentation

Semantically-precise image segmentation is extremely difficult and is still an open problem in computer vision. We attempt to develop a robust matching metric that can reduce the adverse effect of inaccurate segmentation. The segmentation process in our system is very efficient because it is essentially a wavelet-based fast statistical clustering process on blocks of pixels.

To segment an image, SIMPLIcity partitions the image into blocks with $t \times t$ pixels and extracts a feature vector for each block. The k-means algorithm is used to cluster the feature vectors into several classes with every class corresponding to one region in the segmented image. Six features are used for segmentation. Three of them are the average color components in a $t \times t$ block. The other three
represent energy in high frequency bands of wavelet transforms [2], that is, the square root of the second order moment of wavelet coefficients in high frequency bands. We use the well-known LUV color space, where L encodes luminance, and U and V encode color information (chrominance). The LUV color space has good perception correlation properties. We chose the block size \( t \) to be 4 to compromise between the texture detail and the computation time.

Let \( N \) denote the total number of images in the image database. For the \( i \)-th image, denoted as \( R_i \), in the database, we obtain a set of \( n_i \) feature vectors after the region segmentation process. Each of these \( n_i \) \( d \)-dimensional feature vectors represents the dominant visual features (including color and texture [Karu:1996]) of a region, the shape of that region, the rough location in the image, and some statistics of the features obtained in that region.

### 2.2 Feature space analysis

Because the definition of the RF*IPF weighting depends on the entire picture library, we process and analyze the characteristics of the \( d \)-dimensional feature space.

Suppose feature vectors in the \( d \)-dimensional feature space are \( \{ x_i : i = 1, ..., L \} \), where \( L \) is the total number of regions in the picture library. Then \( L = \sum_{i=1}^{N} n_i \).

The goal of the feature clustering algorithm is to partition the features into \( k \) groups with centroids \( \hat{x}_1, \hat{x}_2, ..., \hat{x}_k \) such that

\[
D(k) = \sum_{i=1}^{L} \min_{1 \leq j \leq k} (x_i - \hat{x}_j)^2
\]

is minimized. That is, the average distance between a feature vector and the group with the nearest centroid to it is minimized. Two necessary conditions for the \( k \) groups are:

1. Each feature vector is partitioned into the cluster with the nearest centroid to it.

2. The centroid of a cluster is the vector minimizing the average distance from it to any feature vector in the cluster. In the special case of the Euclidean distance, the centroid should be the mean vector of all the feature vectors in the cluster.

These requirements of our feature grouping process are the same requirements as those of the k-means algorithm [5].

If the Euclidean distance is used, the k-means algorithm results in hyper-planes as cluster boundaries. That is, for the feature space \( \mathbb{R}^d \), the cluster boundaries are hyper-planes in the \( d - 1 \) dimensional space \( \mathbb{R}^{d-1} \).

Both the initialization process and the stopping criterion are critical in the process. We initialize the algorithm adaptively by choosing the number of clusters \( k \) by gradually increasing \( k \) and stop when a criterion is met. We start with \( k = 2 \). The k-means algorithm terminates when no more feature vectors are changing classes. It can be proved that the k-means algorithm is guaranteed to terminate, based on the fact that both steps of k-means (i.e., assigning vectors to nearest centroids and computing cluster centroids) reduce the average class variance. In practice, running to completion may require a large number of iterations. The cost for each iteration is \( O(kn) \), for the data size \( n \). Our stopping criterion is to stop after the average class variance is smaller than a threshold or after the reduction of the class variance is smaller than a threshold.

### 2.3 The RF*IPF weighting

The RF*IPF weighting consists of two parameters: the Region Frequency (RF) and the Inverse Picture Frequency (IPF).

For each region feature vector \( x_i \) of the image \( R_j \), we find the closest group centroid from the list of \( k \) centroids computed in the feature analysis step. That is, we find \( c_0 \) such that

\[
\| x_i - \hat{x}_{c_0} \| = \min_{1 \leq c \leq k} \| x_i - \hat{x}_c \|. \tag{2}
\]

Let’s denote \( N_{c_0} \) as the number of pictures in the database with at least one region feature closest to the centroid \( \hat{x}_{c_0} \) of the image group \( c_0 \). Then we define

\[
IPF_i = \log \left( \frac{N}{N_{c_0}} \right) + 1 \tag{3}
\]

where \( IPF_i \) is the Inverse Picture Frequency of the feature \( x_i \).

Now let’s denote \( M_j \) as the total number of pixels in the image \( R_j \). For images in a size-normalized picture library, \( M_j \) are constants for all \( j \). Denote \( P_{i,j} \) as the area percentage of the region \( i \) in the image \( R_j \). Then, we define

\[
RF_{i,j} = \log(P_{i,j}M_j) + 1 \tag{4}
\]

as the Region Frequency of the \( i \)-th region in picture \( j \). Then RF measures how frequently a region feature occurs in a picture.

We can now assign a weight for each region feature in each picture. The RF*IPF weight for the \( i \)-th region in the \( j \)-th image \( R_j \) is defined as

\[
W_{i,j} = RF_{i,j} \times IPF_i \tag{5}
\]

Clearly, the definition is close to that of the TF*IDF (Term Frequency times Inverse Document Frequency) weighting in text retrieval.
2.4 Image matching

After computing the RF*IPF weights for all the L regions in all the N images in the image database, we store these weights for the image matching process.

To define the similarity measure between two sets of regions, we assume that the image \( R_1 \) and image \( R_2 \) are represented by region sets \( R_1 = \{ r_1, r_2, \ldots, r_m \} \) and \( R_2 = \{ r'_1, r'_2, \ldots, r'_n \} \), where \( r_i \) or \( r'_i \) is the descriptor of region \( i \). Denote the distance between region \( r_i \) and \( r'_j \) as \( d(r_i, r'_j) \), which is written as \( d_{i,j} \) in short. To compute the similarity measure between region sets \( R_1 \) and \( R_2 \), \( d(R_1, R_2) \), we first compute all pair-wise region-to-region distances in the two images. Our matching scheme aims to build correspondence between regions that is consistent with our perception. To increase robustness against segmentation errors, we allow a region to be matched to several regions in another image. A matching between \( r_i \) and \( r'_j \) is assigned with a significance credit \( s_{i,j} \) so that the admissible matching yields good similarity measure. The matrix \( S = \{ s_{i,j} \} \), \( 1 \leq i \leq n, 1 \leq j \leq m \), is referred to as the significance matrix.

The distance between the two region sets is the summation of all the weighted matching strength, i.e.,

\[
d_{IRM}(R_1, R_2) = \sum_{i,j} s_{i,j} d_{i,j}.
\]

This distance is the integrated region matching (IRM) distance defined in [9].

We now combine the IRM distance with the RF*IPF weighting in the process of choosing the significance matrix \( S \). A natural issue to raise is what constraints should be put on \( s_{i,j} \) so that the admissible matching yields a good similarity measure. In other words, what properties do we expect an admissible matching to possess? The first property we want to enforce is the fulfillment of significance. We computed the significance \( W_{i,R_1} \) of \( r_i \) in \( R_1 \) and \( W_{j,R_2} \) in \( R_2 \), we require that

\[
\sum_{j=1}^{n} s_{i,j} = p_i = \frac{W_{i,R_1}}{\sum_{i=1}^{m} W_{i,R_1}}, \quad i = 1, \ldots, m
\]

\[
\sum_{i=1}^{m} s_{i,j} = q_j = \frac{W_{j,R_2}}{\sum_{i=1}^{n} W_{i,R_2}}, \quad j = 1, \ldots, n
\]

The fulfillment of these significance constraints ensures that all the regions play a role for measuring similarity. The algorithm is given in [9].

2.5 Combining RF*IPF and TF*IDF in multimedia retrieval

We now consider a database of multimedia documents, such as Web pages. Each document is composed of both images and text. The combination of the RF*IPF weighting, the TF*IDF weighting, and the IRM metric provides a general framework for matching multimedia documents. The distance between an image \( R_1 \) and another image \( R_2 \) can be computed by

\[
d(R_1, R_2) = d_{IRM}(R_1, R_2)d_T(R_1, R_2)
\]

where \( D_T \) is the text distance between the two images using a conventional TF*IDF-based text retrieval method.

3 Experiments

The RF*IPF weighting has been implemented and compared with the first version of our experimental SIMPLcity image retrieval system. We tested the system on a general-purpose image database (from COREL) including about 200,000 pictures, which are stored in JPEG format with size 384 \( \times \) 256 or 256 \( \times \) 384. To conduct a fair comparison, we use only picture features in the retrieval process.

3.1 Speed

On a Pentium III 800MHz PC using the Linux operating system, it requires approximately 60 hours to compute the feature vectors for the 200,000 color images of size 384 \( \times \) 256 in our general-purpose image database. On average, one second is needed to segment an image and to compute the features of all regions. Fast indexing has provided us with the capability of handling outside queries and sketch queries in real-time.

The matching speed is fast. When the query image is in the database, it takes about 1.5 seconds of CPU time on average to sort all the images in the 200,000-image database using our similarity measure. If the query is not in the database, one extra second of CPU time is spent to process the query.

3.2 Accuracy on image categorization

We conducted extensive evaluation of the system. One experiment was based on a subset of the COREL database, formed by 10 image categories, each containing 100 pictures. These categories are africa, beach, buildings, buses, dinosaurs, elephants, flowers, horses, mountains, and food. Within this database, it is known whether any two images are of the same category. In particular, a retrieved image is considered a match if and only if it is in the same category as the query. This assumption is reasonable since the
10 categories were chosen so that each depicts a distinct semantic topic. Every image in the sub-database was tested as a query, and the retrieval ranks of all the rest images were recorded. We computed the precision within the first 100 retrieved images for each query. The recall within the first 100 retrieved images was not computed because it is proportional to the precision in this special case. The total number of semantically related images for each query is fixed to be 100.

We carried out similar evaluation tests for color histogram match. We used LUV color space and a matching metric similar to the EMD described in [17] to extract color histogram features and match in the categorized image database. Two different color bin sizes, with an average of 13.1 and 42.6 filled color bins per image, were evaluated. We call the one with less filled color bins the Color Histogram 1 system and the other the Color Histogram 2 system. Figure 3 shows the performance as compared with the RF*IPF-based SIMPLIcity system. Clearly, both of the two color histogram-based matching systems perform much worse than the RF*IPF-based system in almost all image categories. The performance of the Color Histogram 2 system is better than that of the Color Histogram 1 system due to more detailed color separation obtained with more filled bins. However, the Color Histogram 2 system is so slow that it is impossible to obtain matches on larger databases. SIMPLIcity runs at about twice the speed of the faster Color Histogram 1 system and gives much better searching accuracy than the slower Color Histogram 2 system. The overall performance of the RF*IPF-based system is close to that of the original system which uses area percentages of the segmented regions as significant constraints. However, the two systems return different results for individual queries because they are designed to emphasize different semantics of the images. RF*IPF is better suited to certain applications such as biomedical image databases.

4 Conclusions and Future Work

The Region Frequency and Inverse Picture Frequency (RF*IPF) weighting is a measure designed to combine region-based multimedia retrieval systems with text-based information retrieval systems. The weighting measure has been implemented as part of the IRM metric in the experimental SIMPLIcity image retrieval system. Tested on a database of about 200,000 general-purpose images, the technique has demonstrated high efficiency and robustness. We will further evaluate the method on special image databases (e.g., biomedical), and very large multimedia document databases (e.g., WWW, video).
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Figure 3. Comparing with color histogram methods on average precision \( p \). Color Histogram 1 gives an average of 13.1 filled color bins per image, while Color Histogram 2 gives an average of 42.6 filled color bins per image. SIMPLIcity partitions an image into an average of only 4.3 regions.


