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Introduction,

The QD-algorithm - which stands for the quotient-difference algorithm has been developed by H. Rutishauser, In several papers, the first of which appeared in 1954, Rutishauser has treated the theory and a number of applications of the algorithm. In this treatment the theory is based on properties of continued fractions.

In 1958 Peter Henrici based the theory of the m-algorithm on the theory of analytic functions. Furthermore Henrici gave some new results,

The present article is a new introduction to the subject. In this paper the theory of the $@-a l g o r i t h m$ is treated by means of classical algebraic methods. The present paper however treats only a part of this theory. Although some of the results developed are general the main part of the paper is limited to a special case which, as indicated in the title, may be described as the part of the theory of the QD-algorithm needed for finding the roots of a polynomial the roots of which are known to be positive, by means of the algorithm.

With this limitation it is possible to prove some important results which cannot be proved in the general case, First the existence question of the QD-scheme can be solved; that is the $Q D$-scheme will always exist in the case of positive roots - as may be shown by examples this is not true in the general case.

Furthermore the question of convergence of the columns of the $Q D$-scheme can be solved, In the case of positive roots we can prove that the columns will converge to the roots under all circumstances (and not only in the case of different roots). Again this is not true in the general case, where complex roots may spoil the convergence.

Rutishauser has also developed the so-called LR algorithm which may be considered as a more general method than the QD-algorithm. The LR algorithm may be used to determine the eigenvalues and eigenvectors of matrices., Since - to a given polynomial - there corresponds a matrix the eigenvalues of which are the roots of the polynomial, the roots may be found by means of the LR-algorithm, Furthermore, to most of the results concerning one of these algorithms there corresponds a similar result concerning the other.

Chr. Andersen

## Summary.

In Sections 1 and 2 the QD-scheme, symmetric functions and some results from the theory of Hankel determinants are treated. Most of the results have been known for a long time. Aitken [1] and Henrici [6] have used these for the same purpose of rootfinding as treated here. However, theorem 2.4 by means of which the existence of a positive constant $c$ such that $H_{n}^{k}>c$ (positive roots) may be proved, seems to be new.

Section 3 contains some well known relations expressing the elements of the QD-scheme by means of the Hankel determinants, and the existence theorem mentioned above.

In Section 4 the question of convergence of the columns of the $Q D$-scheme is treated. An exact expression for $q_{n}^{k}$ is developed for the case of different roots. This expression seems to be new. It is proved that the columns of the \&D-scheme will converge not only in the well known case of different roots, but in all cases where the roots are positive,

A part of the present paper was first presented at the Matrix Symposium in Gatlinburg, Tennessee, April 13-18, 1964.

Reproduction in Whole or in Part is Permitted for any Purpose of the United States Government. This report was supported in part by Office of Naval Research Contract Nonr-225(37) (NR 044-211) at Stanford University.

Section 5 contains a detailed examination of the convergence to the smallest root. In this section an exact expression for $q_{n}^{N}$ is developed. This expression, is correct in all cases of multiple positive roots,

It turns out that the convergence of the columns of the $Q, D$-scheme to the roots of the polynomial equation may be slow, and it becomes necessary to speed up the convergence before the $Q D$-algorithm can be of use in practice.

In [ll] Rutishauser uses the principle of replacement as a device for accelerating the QD-algorithm. This principle has also been used by Faddeev and Faddeeva [4]. They remark, that the method may be useful as soon as the QD-scheme "has stabilized". It is however not easy to give general and useful criteria for such "stability? Furthermore, Rutishauser [16] remarks that the computation practice with the method of replacement has not always been successful,,

Numerical experiments in which I have tried to use the Aitken $\delta^{2}$-process on the columns of the $Q D$-scheme has not indicated that this process will be useful in connection with the QD-algorithm in all cases.

In the case of positive roots it is however possible to use the principle of' replacement in such a way that faster convergence will be obtained. Theorems concerning this question are included in Section 5.

Finally, in Section 6, it is shown that the progressive form of the \&D-algorithm is only "mildly unstable".

In Part 2, that is Sections 7 and 8, some ALGOL programs and some results obtained by means of these, are given. The examples show that the $Q D-a l g o r i t h m ~ w o r k s ~$ nicely in practice in cases where the roots are positive, and the difficulties which arise in cases where several roots are equal or almost equal do not give too mach trouble.,

A few words about the practical use of the \&D-algorithm as a general rootfinder may be added. In numerical experiments with real polynomials with complex roots (polynomial with real roots may be transformed into polynomials with positive roots) the algorithm works perfect in many cases; but in cases where several roots were of the same, or almost the same, modulus (apart from conjugate roots) the ALGOL programs written by the present author failed to work properly. This fact does not mean however that the QD-algorithm should not be used in such cases. But it means that the QD-algorithm should be combined with other algorithms. Used in the beginning of a general root-finding program the $Q D$-algorithm may give some very useful information concerning the roots and this information can be used in other algorithm for the final determination of the roots.

Part 1: The Q,D-algorithm.

1. The QD-scheme.
1.1 Formulation of the problem.

Let

$$
\begin{equation*}
p_{N}(x)=a_{N} x^{N}+a_{N-1} x^{N-1}+\cdots+a_{1} x+a_{0} \quad a_{N} \neq 0 \tag{1.1}
\end{equation*}
$$

be a polynomial of degree $N$, let $a_{o} \neq 0$ and let the roots of $p_{N}(x)=0$ be numerated such that

$$
\left|z_{1}\right| \geq\left|z_{2}\right| \geq \cdots \geq\left|z_{N}\right|
$$

The-coefficients $a_{0}, a_{1}, \ldots a_{N}$ may be complex.
The problem we will treat is to find the roots of $p_{N}(x)=0$ by means of the QD-algorithm, or better, to find approximations to the roots by means of this algorithm.

It turns out to be difficult to treat this problem in its full generality; at least it seems to be difficult to use the w-algorithm with success for all polynomials. In the present work the problem to be considered is then limited to the following:

Let $p_{N}(x)$ be a polynomial with real coefficients, and let it be known that all the roots of $p_{N}(x)=0$ are real and positive. Find approximations to the roots by means of the QD-algorithm.

### 1.2 The progressive form of the QD-algorithm.

The QD-scheme.

We begin with the formal rules for constructing a \&D-scheme, which consists of two sets of elements, called $q_{n}^{k}$ and $e_{n}^{k}$, written as follows:


The upper index $k$ in $q_{n}^{k}$ runs from $l \leq k \leq N$ and in $e_{n}^{k}$, $k$ runs from $0 \leq k \leq N$. The lower index $n$ runs from $1<n<\infty$ in both cases. The index k is the column number and n is the row number.

The form and the notation used in this paper is the same as Henrici has used in [7]; it differs from the notation used by Rutishauser and by Henrici in [6].

In the progressive form of the QD-algorithm the elements in the first q-row and the first e-row must be given. Furthermore the first and the last e-column has zeros in all places.

From these quantities we construct the following rows in the $Q D$-scheme by means of the recurrence relations:

$$
\begin{equation*}
c+1=e_{n}^{k}-e_{n}^{k-l}+q_{n}^{k} \tag{1.2}
\end{equation*}
$$

$$
\mathrm{k}=1,2, \ldots \mathrm{~N} ; \quad \mathrm{n}=1,2, \ldots
$$

$$
\begin{equation*}
e_{n+1}^{k}=q_{n+1}^{k+1} / q_{n+1}^{k} \times e_{n}^{k} \quad k=1,2, \cdots, N-1 ; n=1,2, \cdots \tag{1.3}
\end{equation*}
$$

These formulas are used as follows:
First $(1,2)$ for $k=1,2, \ldots, N$ to obtain the "q-part" of a new row and then $(1,3)$ for $k=1,2, \ldots, N-1$ to obtain the remaining "e-part" of the same row.

We remark, that the construction cannot be carried out if $q_{n}^{k}=0$ for some $\mathrm{k} \leq \mathrm{N}-\mathrm{l}$. and some $\mathrm{n}>0$. In this case the $Q, \mathrm{D}$ scheme is said not to exist.

The formulas (1.2) and (1.3) are known as the rhombus rules (Stiefel) since they connect four elements, the configuration of which is a rhombus, in the QD-scheme.
1.3 The forward form_of the $Q D$-algorithm。

The formula (1.3) may be written in the form

$$
\begin{equation*}
q_{n+1}^{k+1}=e_{n+1}^{k} / e_{n}^{k} \times q_{n+1}^{k} \tag{1.4}
\end{equation*}
$$

and by putting $k+1$ instead of $k$ in (1.2) this may be written as

$$
\begin{equation*}
e_{n}^{k+1}=q_{n+1}^{k+1}-q_{n}^{k+1}+e_{n}^{k} \tag{1.5}
\end{equation*}
$$

The formulas (1.4) and (1.5) show, that a new column ( $k+1$ ) may be obtained
 a given $q$-column. In this case the $Q D$-scheme is not limited to the right, and we can only find elements $q_{n}^{k}$ and $e_{n}^{k}$ for which $n>k$. This form of the QD-scheme is obtained by means of the forward form of the \&D-algorithm.

As we will show in Section 6, the forward form of the QD-algorithm is not suited for numerical purposes since this form is unstable.

In the remaining part of the paper we shall only use the progressive form of the QD-algorithm.
1.4 The first_row of the $\& D-s c h e m e$.

When the Q,D-algorithm is used as a method for finding the roots of $p_{\mathrm{N}}(\mathrm{x})=0$ the first row is constructed from the polynomial,

$$
p_{N}(x)=a_{N} x^{N}+a_{N-1} x^{N-1}+\cdots+a_{1} x+a_{0}
$$

as follows:
$-\quad q_{1}^{1}=-\frac{a_{N-1}}{a_{N}}$
(1.7)

$$
\begin{array}{ll}
q_{l}^{k}=0 & 2 \leq k \leq N \\
e_{l}^{0}=e_{l}^{N}=0 & \\
e_{l}^{k}=\frac{a_{N-k-1}}{a_{N-k}} & 1 \leq k \leq N-1
\end{array}
$$

Until now we have assumed that $a_{N} \neq 0$ and $a_{o} \neq 0$. From the last of the formulas (1.7) follows that all the other coefficients must be different from zero in order to start the QD-algorithm.

By means of a simple substitution $x=x_{1}+c$ it is always possible to obtain an equation where all the coefficients are different from zero.

It is more serious if one of the $q$-elements computed by means of the formula (1.3) becomes zero and then spoil the algorithm. By means of an example it is easy to show that this may happen.

Example 1.1

$$
p_{3}(x)=x^{3}+a x^{2}+b x+c
$$

QD-scheme

| $e^{0}$ | $q^{1}$ | $e^{1}$ | $q^{2}$ | $e^{2}$ |
| :---: | :---: | :---: | :---: | :---: |$q^{3} \quad e^{3}$

Now $q_{2}^{1}=0$ if $\frac{b}{a}-a=0$ and $q_{2}^{2}=0$ if $\frac{c}{b}-\frac{b}{a}=0$. In these cases the QD-scheme will not exist.

It is however possible to show, that the $Q D$-scheme always exists, if all roots of $p,(x)=0$ are real and positive. This will be proved in another section.
2. Symmetric functions. Hankel determinants.

In Section 2.1 we state some well known results about the symmetric functions in the roots of a polynomial equation. These results will be used to prove a theorem which is fundamental for the solution of the existence problem.

### 2.1 The elementary and the complete symmetric functions.

The elementary symmetric functions in the roots $z_{1}, \cdots z_{N}$ of the polynomial equation $p,(x)=0$ are defined as follows:
(2.1)

$$
\begin{aligned}
& \sigma_{0}=1 \\
& \sigma_{1}: z_{1} \\
& \sigma_{2}=\mathrm{z}_{1} z_{2}+\mathrm{z}_{1} z_{3}+\mathrm{z}_{\mathrm{N}} \\
& \vdots \\
& \sigma_{N}=\mathrm{z}_{1} z_{2} \cdot \mathrm{z}_{\mathrm{N}} \\
& \sigma_{\mathrm{p}}=0 \text { for } \mathrm{p}<0 \text { or } \mathrm{p}-1 \mathrm{z}_{\mathrm{N}}
\end{aligned}
$$

The polynomial

$$
p_{N}(x)=a_{N} x^{N}+a_{N-1} x^{N-1}+\ldots+a_{1} x+a_{0} \quad\left(a_{N} \neq 0\right)
$$

may be expressed by means of the elementary symmetric functions as

$$
p,(x)=a_{N}\left(\sigma_{0} x^{N-1}+\sigma_{2} x^{N-2}+\cdots+(-1)^{N} \sigma_{N}\right)
$$

that is we have the relation
(2.2)

$$
\sigma_{\mathrm{k}}=(-1)^{\mathrm{k}} \frac{\mathrm{a}_{\mathrm{N}-\mathrm{k}}}{\mathrm{a}_{\mathrm{N}}}
$$

The complete symmetric functions in $z_{1}, \ldots, z_{N}$ are defined as follows
(2.3)

$$
\begin{aligned}
& S_{0}=1 \\
& S_{1}={ }^{z}+\cdots+{ }_{1}+ \\
& S_{2} \cdot z_{1}^{2} z_{1} z_{2} z_{1} z_{3} \cdot z_{N-1} z_{N} z_{N}^{2} \\
& S_{3}=z_{1}^{3}+z_{1}^{2} z_{2}+\cdots+z_{N}^{3} \\
& : \\
& S_{P}=0 \text { for } p<0
\end{aligned}
$$

The complete symmetric function $S_{n}$ of degree $n$ consists of the sum of all different terms of the form

$$
\begin{equation*}
z_{1}^{\alpha_{1}} \ldots z_{N}^{\alpha_{N}} \tag{2.4}
\end{equation*}
$$

where

$$
0 \leq \alpha_{i} \leq N \quad 1 \leq i \leq N \quad \text { and } \quad \sum_{i=1}^{N} \alpha_{i}=n
$$

Theorem 2.1
Let $S_{n}$ denote the complete symmetric function of degree $n$ in the $N$ variable $z_{1}, \cdots z_{N}$, and let $S_{n}^{(r)}$ denote the complete symmetric function in the $(N-1)$ variable $z_{1}, \cdots z_{r-1}, z_{r+1}, \cdots z_{N}$. Then

$$
\begin{equation*}
\left.S_{n}=z_{r} S_{n-1}+S_{n}^{(r}\right) \quad(r-1, \ldots, N ; \text { all } n) \tag{2.5}
\end{equation*}
$$

Proof

The terms of $S_{n}$ may be divided into two sets, the first of which consists of all terms with $Z_{r}$ as a factor and the second set of all other terms. Hence (2.5) is true.

By means of a similar argument we may prove the corresponding relation between the elementary symmetric functions:

$$
\begin{equation*}
\sigma_{n}=z_{r} \sigma_{n-1}^{(r)}+\sigma_{n}^{(r)}, \quad(\bar{r}=1, \ldots, N ; \quad \text { all } n) \tag{2.6}
\end{equation*}
$$ where $\sigma_{n-1}^{(r)}$ and $\sigma_{n}^{(1)}$ denote the elementary symmetric functions of degree $(\mathrm{n}-\mathrm{l})$ and n , respectively in the ( $\mathrm{N}-1$ ) variable $\mathbf{z}_{1}, \ldots, \mathrm{z}_{\mathrm{r}-1}, \mathrm{z}_{\mathrm{r}+1}, \ldots, \mathrm{z}_{\mathrm{N}}$. Theorem 2.2

For all positive values of $n$ the complete and the elementary symmetric functions in $N$ variables are connected by the relation

$$
\begin{equation*}
S_{n}=\sigma_{1} S_{n-1}-\sigma_{2} S_{n-2}+\cdot * *+(-1)^{n-1} \sigma_{n} S_{0} \tag{2.7}
\end{equation*}
$$

Proof
By induction with respect to $N$.
$\underline{N=2}$, In this case $\sigma_{1}=z_{1}+z_{2}, \sigma_{2}=z_{1} z_{2}$ and $\sigma_{p}=0$ for $p \geq 3$. Hence (2.7) has the form

$$
S_{n}=\left(z_{1}+z_{2}\right) S_{n-1}-z_{1} z_{2} S_{n-2}
$$

which, with $S_{n}=z_{1}^{n}+z_{1}^{n+1} z_{2}+\cdots z_{1} z_{2}^{n+1} z_{2}^{n}$ and the corresponding expressions for $S_{n-1}$ and $S_{n-2}$ is true.

We assume (2.7) is true for $2,3, \ldots \mathrm{~N}-1$ variables, respectively and for all values of $n$ in these cases, and consider the case of $N$ variables $z_{1}, z_{2}, \ldots, z_{N}$. We prove that (2.7) holds in the case by induction with respect to $n$. $n=1$; that is $S_{1}=\sigma_{1}$ which is true.

Let (2.7) be true for $1,2, \ldots, n$ and consider the case $n+1$. We have to prove
(2) $108 \quad S_{n+1}=\sigma_{1} S_{n}-\sigma_{2} S_{n-1}+\sigma_{3} \cdot{ }_{n-2} \cdots \cdot+(-1)^{n} \sigma_{n+1}$

By means of (2.5) we have - with the notation $S_{p}^{\prime}$ instead of $S_{p}^{(N)}$ - that

$$
\begin{aligned}
& \sigma_{1} S_{n}-\sigma_{2} S_{n-1}+\sigma_{3} \cdot{ }_{n-2} \cdots+(-1)^{n} \sigma_{n+1} \\
= & \sigma_{1}\left(z_{N} S_{n-1}+S_{n}^{\prime}\right)-\sigma_{2}\left(z_{N} S_{n-2}+S_{n-1}^{\prime}\right)+\sigma_{3}\left(z_{N} S_{n-3}+S_{n-2}^{\prime}\right)-\cdots(-1)^{n} \sigma_{n+1} \\
= & z_{N}\left(\sigma_{1} S_{n-1}-\sigma_{2} S_{n-2}+\sigma_{3} S_{n-3}-\cdots(-1)^{n-1} \sigma_{n}\right) \\
+ & \sigma_{1} S_{n}^{\prime}-\sigma_{2} S_{n-1}^{\prime}+\sigma_{3} S_{n-2}^{\prime}-\cdots+(-1)^{n} \sigma_{n+1} \\
= & z_{N} S_{n} \\
+ & \left(z_{N} \sigma_{0}^{\prime}+\sigma_{1}^{\prime}\right) S_{n}^{\prime}-\left(z_{N} \sigma_{1}^{\prime}+\sigma_{2}^{\prime}\right) S_{n-1}^{\prime}+\left(z_{N} \sigma_{2}^{\prime}+\sigma_{3}^{\prime}\right) S_{n-2}^{\prime}-\cdots+(-1)^{n}\left(z_{N} \sigma_{n}^{\prime}+\sigma_{n+1}^{\prime}\right) \\
= & z_{N} S_{n}+z_{N}\left(\sigma_{0}^{\prime} S_{n}^{\prime}-\sigma_{1}^{\prime} S_{n-1}^{\prime}-\cdots+(-1)^{n} \sigma_{n}^{\prime}\right) \\
+ & \left(\sigma_{1}^{\prime} S_{n}^{\prime}-\sigma_{2}^{\prime} S_{n-1}^{\prime}+\sigma_{3}^{\prime} S_{n-2}^{\prime}-\cdots+(-1)^{n} \sigma_{n+1}^{\prime}\right) \\
= & z_{N} S_{n}+S_{n+1}^{\prime} .
\end{aligned}
$$

In the calculations we have used (2.7) three times, and we have used (2.6) too. The last expression however is equal to $S_{n+1}$ and we have proved theorem 2.2 by induction.

### 2.2 Hankel determinants,

The Hankel determinants will be used as the basic tool in the following treatment of the QD-algorithm. The relation (2.10) which is of special importance is used by Aitken [1] and by Henrici [6] for solving the same problem as we treat, and the sketch of the proof follows the same lines as used in [6] and in Householder [8].

Definition of Hankel determinants.
Let $\cdot . a_{-2}, a_{-1}, a_{0}, a_{1}, a_{2} \cdots$ be any sequence of complex numbers, then we define the Hankel determinants $H_{n}^{k}$, for $n>0$, as follows:

$$
H_{0}^{k}=1 ; \quad H_{n}^{k}=\left|\begin{array}{lll}
a_{k} & a_{k-1} & \cdots \\
a_{k-n+1} \\
a_{k+1} & a_{k} & \\
\\
a_{k+n-1} & \ddots & \\
& & a_{k}
\end{array}\right| \quad n=1,2,3,0.0
$$

We may prove the following relation:

$$
\begin{equation*}
H_{n}^{k-1} \cdot H_{n}^{k+1}-\left(H_{n}^{k}\right)^{2}+H_{n-1}^{k} H_{n+1}^{k}=0 \quad n>1 ; \tag{2.10}
\end{equation*}
$$

Consider the determinant of order $2 \mathrm{n}+2$ :


If we subtract row ( $n+1+i$ ) from row $i$ for $i=1, \ldots, n+1$ and then add column (2+i) to column $(n+i)$ for $i=0,1, \ldots,(n-2)$ we find that this determinant must be equal to zero. On the other hand if we compute the determinant by expanding by $(n+1)$-order minors we obtain two times the left side of (2.10). For further details see Householder [8].
2.3 Hankel determinants in the symmetric functions.

Hankel determinants in the elementary symmetric functions and in the complete symmetric functions are related. We prove

Let
and

$$
H_{n}^{k}=\left|\begin{array}{llll}
\sigma_{k} & \sigma_{k-1} & \cdots \sigma_{k-n+1} \\
\sigma_{k+1} & \sigma_{k} & & \\
\vdots & & \ddots & \\
\sigma_{k+n-1} & & & \sigma_{k}
\end{array}\right| \quad \text { (n order) }
$$

$$
c_{k}^{n}=\left|\begin{array}{lll}
s_{n} & s_{n-1} \cdots s_{n-k+1} \\
s_{n+1} & s_{n} & \\
\vdots & & \\
s_{n+k-1} & 000000 & s_{n}
\end{array}\right| \quad \text { (k order) }
$$

and let $1 \leq k \leq N$
If $H_{n}^{k} \neq 0$ for all non-negative $n$, then
(2011)

$$
\mathrm{H}_{\mathrm{n}}^{\mathrm{k}}=\mathrm{C}_{\mathrm{k}}^{\mathrm{n}} \quad \mathrm{n}=0,1,2, \ldots
$$

Proof

By induction with respect to k .
$\mathrm{k}=1$ : We have to prove that $H_{\mathrm{n}}^{\mathrm{l}}=\mathrm{S}_{\mathrm{n}}$ 。
This may be proved by induction with respect_to $\underline{n}$.
$\underline{n=0}: \quad H_{o}^{1}=S_{o}$ is correct since both sides are equal to 1 .
$\underline{n=1}: \quad H_{1}^{1}=\sigma_{1}=S_{1}$.

Now we may assume that $H_{n}^{l}=S_{n}$ for $n=0,1,2, \ldots, p-1$ and we consider the case $\mathrm{n}=\mathrm{p}$

$$
\begin{aligned}
& =\sigma_{1}{H_{p-1}^{-}}_{-}^{-} \sigma_{2} H_{p-2}^{-1}+\cdots+(-1)^{p-1} \sigma_{p} \\
& =\sigma_{1} S_{p-1}-\sigma_{2} S_{p-2}+\cdots+(-1)^{p-1} \sigma_{p} \\
& =S_{P} \text { - }
\end{aligned}
$$

The last result follows from theorem 2.2. Hence we have proved theorem 2.3 in the case $\mathrm{k}=1$.

Now we assume that (2.11) is true for $k=1,2, \ldots$, band forallnon-negative n in each case. By means of the relation (2.10) we find for $\mathrm{n}>0$;

$$
\begin{aligned}
H_{n}^{p+1} & =\left[\left(H_{n}^{p}\right)^{2}-H_{n+1}^{p} H_{n 1}^{p}\right] / H_{n}^{p-1} \\
& =\left[\left(C_{p}^{n}\right)^{2}-C_{p}^{n+1} C_{p}^{n-1}\right] / C_{p l}^{n} \\
& =C_{p+1}^{n} .
\end{aligned}
$$

We remark that in case $p=1$ we have used $H_{n}^{P-1}=H_{n}^{0}=1=C_{o}^{n}$. For $n=0$ we have $H_{0}^{p+1}=1=C_{p+1}^{0}$, and we have proved theorem (2.3) by induction.

In the following the notation $H_{n}^{k}$ will only be used for Hankel determinants in the elementary symmetric functions.
2.4 A fundamental theorem.

Until now $z_{1}, \cdots z_{N}$ have been arbitrary complex numbers, and this being the case the Hankel determinants may vanish, This cannot happen if $z_{l} \cdots z_{N}$ are real and positive numbers.

## Theorem 2.4

Let $z_{1}, z_{2}, \ldots z_{N}$ be positive. Define

$$
D_{n}^{(N)}=\left|\begin{array}{cccc}
\sigma_{\alpha 11} & \sigma_{\alpha 12} & \cdots & \sigma_{\alpha 1 n} \\
\sigma_{\alpha \_1} & \sigma_{\alpha \Omega 2} & \cdots & \sigma_{\alpha \_n} \\
\vdots & & & \\
\vdots & & & \\
\sigma_{\alpha n 1} & \sigma_{\alpha n 2} & & \sigma_{\alpha n n}
\end{array}\right|
$$

where $\sigma_{a i j}$ are elementary symmetric functions.
Let
(i)

$$
\text { ail }>\alpha \text { i } 2>\ldots>\alpha \text { in }
$$

$$
1 \leq \mathrm{i} \leq \mathrm{n}
$$

$$
\begin{equation*}
\alpha l j<\propto \mathfrak{j}<\cdots<\alpha m j \tag{ii}
\end{equation*}
$$

$$
1 \leq j \leq n
$$

Then

$$
D_{n}^{(N)}>0 \quad \text { for all } \quad n>1
$$

and, if

$$
\alpha i i=k \quad i=1, \ldots, n
$$

where $0 \leq k \leq N$, then $D_{n}^{(N)}>\min \left(1,\left(\sigma_{N}\right)^{n}\right)$.

Proof

By induction with respect to the number of variables $N$.
$\underline{N=1:}$ Then $\sigma_{0}=1, \sigma_{1}=z_{1}$ and $\sigma \underset{\mathrm{p}}{=} 0$ for $p \neq 0,1$. We use induction with respect to $n$.
$\underline{n=1:} D_{1}^{(1)}=\sigma_{\alpha 11}:$ The theorem is obviously true. Assume, that the theorem is true for $n=1,2, \ldots, p-1$ and consider $D_{P}^{(1)}$ 。
If $\alpha p p \neq 0,1$ it follows from the conditions (i) and (ii) that the p-th
row or the p-th column consists of zeros; that is $D_{\mathrm{D}}^{(1)}=0$ 。
If $\alpha p p=0$; that is $\sigma_{\alpha p p}=1$, we have (by means of (ii))

$$
D_{P}^{(1)}=1 \cdot D_{P-1}^{(1)}
$$

If $\alpha p p=1$; that is $\sigma_{\alpha p p}=z_{1}$, we have (by means of (i))

$$
D_{P}^{(1)}=z_{1} D_{p-1}^{(1)}
$$

In all cases the theorem is true for $n=p$ and we have proved theorem (2.4) in the case $\mathrm{N}=1$ 。

Let the theorem be true for ( $\mathrm{N}-1$ ) variable $\mathrm{z}_{1}, \cdots \mathrm{z}_{\mathrm{N}-1}$ and let $\sigma_{\mathrm{p}}^{8}$ denote the elementary symmetric function of degree $p$ in these ( $N-1$ ) variables, Let $z_{1} \geq z_{2}>\ldots \geq z_{N}$. We use a relation between elementary symmetric functions:

$$
\begin{equation*}
\sigma_{p}={ }^{z_{N}} \sigma_{p-1}^{1}+\sigma_{p}^{1} \quad p=0, \pm 1, \pm 2, \ldots \tag{2.12}
\end{equation*}
$$

To prove (2.12) we remark that the terms of $-\sigma_{P}$ may be divided into two sets, the first of which contains all terms with $Z_{N}$ as a factor and the other set of the remaining terms。

By means of (2.12) we may write $D_{n}^{(N)}$ as follows


From (2.13) follows that $D_{n}^{(N)}$ may be written as a sum of $2^{n}$ determinants, The conditions (i) and (ii) show, that each of these determinants may either have proportional columns - and then have the value zero - or the indices will again satisfy (i) and (ii), The non-zero determinants, from which ${ }^{Z}{ }_{N}$ may be removed, are then non-negative and as a sum of these $D_{n}^{(N)}$ must be non-negative itself, Now let aii $=k, 0 \leq k \leq N$.

If $k<N$ we consider the term with $\mathrm{z}_{\mathrm{N}}^{\circ}$, say $\mathrm{D}_{\mathrm{n}}^{(\mathrm{N}-1)}$. By the induction assumption $D_{n}^{(N-1)} \geq \min \left(1,\left(z_{1} \cdot . z_{N-1}\right)^{n}\right)$. Since
$\min \left(1,\left(z_{1} \cdots z_{N}\right)^{n}\right) \leq \min \left(1,\left(z_{1} \cdots z_{N ~}\right)^{n}\right)$ we have

$$
D_{n}^{(N)} \geq D_{n}^{(N-1)} \geq \min \left(1,\left(\sigma_{N}\right)^{n}\right)
$$

If $k=N$ we consider the term with $\mathrm{z}_{\mathrm{N}}^{\mathrm{n}}$, that is $\mathrm{z}_{\mathrm{N}}^{\mathrm{n}} \cdot \Delta_{\mathrm{n}}$ where $\Delta_{\mathrm{n}}$ has ( $\mathrm{z}_{1} . \mathrm{z}_{\mathrm{N}-1}$ ) in the diagonal, and zeros below the diagonal. Hence $\mathrm{z}_{\mathrm{N}}^{\mathrm{n}} \cdot \Delta_{\mathrm{n}}=\left(\sigma_{\mathrm{N}}\right)^{\mathrm{n}}$, and again

$$
D_{n}^{(N)} \geq \min \left(1, \quad(a,)^{\prime \prime}\right)
$$

and we have proved theorem (2.4) by induction.

Theorem 2.5
Let $z_{1} \geq z_{2}>\cdots \geq z_{N}>0$.
Then

$$
\mathrm{H}_{\mathrm{n}}^{\mathrm{k}} \geq \min \left(1,\left(\sigma_{\mathrm{N}}\right)^{\mathrm{n}}\right) \quad 1 \leq \mathrm{k} \leq \mathrm{N} \quad \mathrm{n}>0
$$

## Proof

Since the Hankel determinants satisfy the conditions (i) and (ii) from theorem 2.4, and since the diagonal elements have the same index this result is. nothing but a corollary to theorem (2.4).
3. The existence theorem in the case of positive roots.
3.1 Formulas for $q_{n}^{k}$ and $e_{n}^{k}$

Let the $Q D$ scheme for the polynomial $p_{N}(x)$ be started as in section (1.4) and continued by means of the rhombus formulas (1.2) and (1.3). Then the elements $q_{n}^{k}$ and $e_{n}^{k}$ may be expressed by means of the Hankel determinants $H_{n}^{k}$ in the simple symmetric expressions.

## Theorem 3.1

If the Hankel determinants $H_{I I}^{k}$ are different from zero, then

$$
\begin{equation*}
q_{n}^{k}=\frac{H_{n}^{k} H_{n-2}^{k-1}}{H_{n-1}^{k} H_{n-1}^{k-1}} \quad n=2,3, \ldots, \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{n}^{k}=-\frac{H_{n}^{k+1} H_{n-1}^{k-1}}{H_{n}^{k} H_{n-1}^{k}} \quad n=2,3, \ldots, \tag{3}
\end{equation*}
$$

Proof
By induction with respect to $n$
$n=2$
We have to prove that $q_{2}^{k}=\frac{H_{2}^{k} H_{o}^{k-1}}{H_{1}^{k} H_{l}^{k-1}}$
Now

$$
\begin{aligned}
q_{2}^{k} & =e_{1}^{k}-e^{k-1}+q_{1}^{k} \\
& =\frac{a_{N-k-1}}{a_{n-k}}-\frac{" N-k}{a_{N-k+1}}
\end{aligned}
$$

where we have used (1.7). By means of (2.2) we find

$$
q_{2}^{k}=-\frac{\sigma_{k+1}}{\sigma_{k}}+\frac{\sigma_{k}}{\sigma_{k-1}}
$$

On the other hand

$$
\frac{\mathrm{H}_{2}^{\mathrm{k}} \mathrm{H}_{\mathrm{o}}^{\mathrm{k}-1}}{\mathrm{H}_{1}^{\mathrm{k}} \mathrm{H}_{1}^{\mathrm{k}-1}}=\frac{\left|\begin{array}{ll}
\sigma_{\mathrm{k}} & \sigma_{\mathrm{k}-1} \\
\sigma_{\mathrm{k}+1} & \sigma_{\mathrm{k}}
\end{array}\right|}{\sigma_{\mathrm{k}}} \sigma_{\mathrm{k}-1} \quad=\frac{\sigma_{\mathrm{k}}}{4 \mathrm{k}-1}-\frac{\sigma_{\mathrm{k}+1}}{\sigma_{\mathrm{k}}}
$$

and we have proved (3.1) for $n=2$ 。
Since

$$
\begin{aligned}
& e_{2}^{k}=q_{2}^{k+1} / q_{e}^{k} \times e_{1}^{k} \\
& =\left(\frac{H_{2}^{k+1} H_{0}^{k}}{H_{1}^{k+1}} H_{1}^{k}\right) /\left(\frac{H_{2}^{k} H_{o}^{k-1}}{\mathrm{H}_{1}^{k} H_{l}^{k-1}}\right) \times \frac{a_{N-k-1}}{a_{N-k}} \\
& =-\left(\frac{H_{2}^{k+1} H_{0}^{k}}{H_{1}^{k+1} H_{1}^{k}}\right) /\left(\frac{H_{2}^{k} H_{o}^{k-1}}{H_{1}^{k} H_{1}^{k-1}}\right) \times \frac{\sigma_{k+1}}{\sigma_{k}} \\
& =-\left(\frac{H_{2}^{k+1} H_{o}^{k}}{H_{l}^{k+1}} H_{1}^{k}\right) /\left(\frac{H_{2}^{k} H_{o}^{k-1}}{H_{l}^{k} H_{l}^{k-1}}\right) \times \frac{H_{1}^{k+1}}{H_{1}^{k}} \\
& =-\frac{\mathrm{H}_{2}^{\mathrm{k}+1} \mathrm{Hk}-1}{\mathrm{H}_{2}^{\mathrm{k}} \mathrm{H}_{\mathrm{I}}^{\mathrm{k}}}
\end{aligned}
$$

formula (3.2) is also correct for $\mathrm{n}=2$.
Now assume that (3.1) and (3.2) holds for 2, 3,... n, and all $k$ in question and consider the case $n+1$. We obtain:

$$
\begin{aligned}
& q_{n+1}^{k}=e_{n}^{k}-e_{n}^{k-1}+q_{n}^{k} \\
& =-\frac{H_{n}^{k+1} H_{n-1}^{k-1}}{H_{n}^{k}} H_{n-1}^{k} \quad+\frac{H_{n}^{k} H_{n-I}^{k-2}}{H_{n}^{k-1} H_{n-1}^{k-1}}+\frac{H_{n}^{k} H_{n-1}^{k-1}}{H_{n-1}^{k} H_{n-1}^{k-1}} \\
& =\frac{H_{n}^{k}}{H_{n-1}^{k-1}} \cdot \frac{H_{n-1}^{k} H_{n-1}^{k-2}+H_{n}^{k-1} H_{n-2}^{k-1}}{H_{n}^{k-1} H_{n-1}^{k}}-\frac{H_{n}^{k+1} H_{n-1}^{k-1}}{H_{n}^{k}} H_{n-1}^{k} \\
& =\frac{H_{n}^{k}}{H_{n-I}^{k-1}} \cdot \frac{\left(H_{n-1}^{k-1}\right)^{2}}{H_{n}^{k-1} H_{n-1}^{k}}-\frac{H_{n}^{k+1} H_{n-1}^{k-1}}{H_{n}^{k}} H_{n-1}^{k} \\
& =\frac{H_{n-1}^{k-1}}{H_{n-I}^{k}} \frac{\left(H_{n}^{k}\right)^{2}-H_{n}^{k-1} H_{n}^{k+1}}{H_{n}^{k-1} H_{n}^{k}} \\
& =\frac{H_{n-1}^{k-1}}{H_{n-1}^{k}} \frac{H_{n-1}^{k} H_{n+1}^{k-1}}{H_{n}^{k-1} H_{n}^{k}}=\frac{H_{n+1}^{k}}{H_{n}^{k}} \cdot \frac{H_{n-1}^{k-1}}{H_{n}^{k-1}} ;
\end{aligned}
$$

that is (3.1) holds for $n+1$. We remark, that we have used (2.10) twice. Now

$$
\left.\begin{array}{rl}
e_{n+1}^{k} & =q_{n+1}^{k+1} / q_{n+1}^{k} \times e_{n}^{k} \\
& =\frac{H_{n+1}^{k+1} H_{n-1}^{k}}{H_{n}^{k+1} H_{n}^{k}} \cdot \frac{H_{n}^{k} H_{n}^{k-1}}{H_{n+1}^{k} H_{n-1}^{k-1}} \cdot-\left(\frac{H_{n}^{k+1} H_{n-1}^{k-1}}{H_{n}^{k}} H_{n-1}^{k}\right.
\end{array}\right)
$$

and (3.2) has been proved for $n+1$.

Theorem 3.2. The existence theorem.
Let the roots of $p_{N}(x)=0$ satisfy the conditions $z_{1} \geq z_{2} \geq \ldots \geq z_{N}>0$. Then

$$
q_{n}^{k}>c>0 \quad k=1,2, \ldots N \quad \text { all } n>2
$$

where c is a constant.
Hence the QD-scheme always exists in the case of positive roots.

Proof
From theorem 3.1 we have

$$
q_{n}^{k}=\frac{H_{n}^{k} H_{n-2}^{k-1}}{H_{n-1}^{k} H_{n-1}^{k-1}}
$$

and from theorem 2.5 we know, that

$$
H_{n}^{k} \geq \min \left(1,\left(\sigma_{N}\right)^{n}\right)
$$

Hence we may conclude that $q_{n}^{k}>0$.
In order to prove that $q_{n}^{k}>c>0$ we use the following
Lemma 3.1

$$
\sum_{k=1}^{N} q_{n}^{k}=\sigma_{1} \quad \text { for all } n>1
$$

Proof
For $\mathrm{n}=1$ this follows from the first row in the QD-scheme, where $q_{1}^{1}=\sigma_{1}$ and $q_{1}^{k}=0$ for $2<k<N$.

Let it be true for 1,2 , ... $n$, and consider

$$
\begin{aligned}
\sum_{k=1}^{N} q_{n+1}^{k} & =\sum_{k=1}^{N}\left(e_{n}^{k}-e_{n}^{k-1}+q_{n}^{k}\right) \\
& =e_{n}^{N}-e_{0}^{N}+\sum_{k=1}^{N} q_{n}^{k} \\
& =0+\sum_{k=1}^{N} q_{n}^{k}
\end{aligned}
$$

It follows that the lemma is true for $n+1$.

Lemma 3.2

$$
\prod_{k=1}^{N} q_{n+k-N}^{k}=\sigma_{N} \quad \text { for all } n>N
$$

Proof

$$
\begin{aligned}
\prod_{k=1}^{N} q_{n+k-N}^{k} & =q_{n+1-N}^{1} \cdot q_{n+2-N}^{2} \cdots q_{n}^{N} \\
& =\frac{H_{n+1-N}^{1}}{H_{n-N}^{1}}, \frac{H_{n+2-N}^{2}}{H_{n+1-N}^{2} H_{n-N}^{1}} \cdots \frac{H_{n}^{1}}{H_{n+1-N}^{N}} H_{n-1}^{N-1} \\
& =\frac{H_{n}^{N}}{H_{n-1}^{N}} \\
& =\frac{\sigma_{n-1}^{N}}{\sigma_{N}^{N-1}} \\
& =\sigma_{N}
\end{aligned}
$$

Lemma 3.3

$$
\mathrm{q}_{\mathrm{n}}^{\mathrm{k}}<\sigma_{1} \quad 1 \leq \mathrm{k} \leq \mathbb{N} \quad \mathrm{n}>2
$$

## Proof

$$
\text { Since } q_{n}^{k}>0 \text { and } \sum_{k=1}^{N} q_{n}^{k}=\sigma_{1} \text { the lemma is obviously true. }
$$

Lemma 3.4

$$
\mathrm{q}_{\mathrm{n}}^{\mathrm{k}}>\sigma_{\mathrm{N}} \sigma_{1}^{1-\mathrm{N}} \quad 1 \leq \mathrm{k} \leq \mathbb{N} \quad \mathrm{n}>N
$$

Proof
Since $q_{n}^{k}<\sigma_{1}$ and since $\prod_{k=1}^{N} q_{n+k-N}^{k}=\sigma_{N}$ the lemma is obviously true.
From lemma 3.4 follows that $q_{n}^{k}>c$, where $c=\sigma_{N} \sigma_{1}^{l-N}$ for $n>N$.
We consider $\mathrm{q}_{\mathrm{n}}^{\mathrm{k}}$ for $2<\mathrm{n}<\mathrm{N}$.

$$
\text { Since } H_{n}^{k} \geq \min \left(1,\left(\sigma_{N}\right)^{n}\right), \text { and since } n<N \text { we have }
$$

$$
\mathrm{H}_{\mathrm{n}}^{\mathrm{k}} \geq \min \left(1,\left(\sigma_{\mathrm{N}}\right)^{\mathrm{N}-1}\right)
$$

for the n's in question.
Then

$$
q_{n}^{k} \geq c_{1}=\left[\min \left(1,\left(\sigma_{N}\right)^{N-1}\right)\right]^{2} / M
$$

where

$$
M \underset{2<n<N}{=} \max _{H_{-1}}\left(H_{n-1}^{k}\right)
$$

Hence

$$
\mathrm{q}_{\mathrm{n}}^{\mathrm{k}} \geq \min \left[\sigma_{\mathrm{N}} \sigma_{1}^{1-\mathrm{N}}, \mathrm{c}_{1}\right]>0 \quad l<\mathrm{k}<\mathrm{N} \quad \mathrm{n}>2
$$

and we have proved theorem 3.2.

We remark, that polynomial equations, the roots of which are known to be real but not necessary positive, may be solved by means of the $Q, D$ algorithm as soon as a lower bound for the roots has been found. This being the case a transformation may be carried out and the theory for positive roots can be used.
4. General convergence properties.

In this section we examine the columns of the $Q D$ scheme for a polynomial equation $\mathrm{p}_{\mathrm{N}}(\mathrm{x})=0$. As usual we assume that $\mathrm{z}_{1} \geq \mathrm{z}_{2}>\ldots . \geq \mathrm{z}_{\mathrm{N}}>0$. This being the case we may prove that the $q$-columns converge. Precisely, that $q_{n}^{k} \rightarrow z_{k}$ as $n \rightarrow \infty$ for $I \leq k \leq N$. In order to prove this result we must develop some formulas for the Hankel determinants as functions of the roots $z_{1}, z_{2}, \ldots * Z_{N}$. The formulas used until now seems not to be useful since the number of terms in $H_{n}^{k}$ tends to infinity with $n$.
$4.1 H_{n}^{k}$ as_a function of the _roots.
The basic formula is
(4.1)
and we begin by finding $S_{n}$ as a function of the roots.

Theorem 4.1
Let the roots be different, that is in our case $z_{1}>z_{2}>\cdots{ }^{z}{ }_{N}>0$, then

$$
\begin{equation*}
S_{n}=\sum_{i=1}^{N} \frac{z_{i}^{N-1}}{\prod_{j=1, j \neq i}^{N}\left(z_{i}-z_{j}\right)} Z_{i}^{n} \quad N>2, n=1,2, \ldots \tag{4.2}
\end{equation*}
$$

Proof
By induction with respect to the number of variables $\mathbb{N}$.

## $\mathrm{N}=2$

By definition

$$
\begin{aligned}
S_{n} & =z_{1}^{n}+z_{1}^{n-1} z_{2}+\cdots+z_{2}^{n} \\
& =\frac{z_{1}^{n+1}-z_{2}^{n+1}}{z_{1}-z_{2}} \quad\left(z_{1}>z_{2}\right) \\
& =\frac{z_{1}^{2-1}}{z_{1}-z_{2}} z_{1}^{n}+\frac{z_{2}^{2-1}}{z_{2}-z_{1}} z_{2}^{n} \quad(N=2)
\end{aligned}
$$

which is the right side of (4.2) in this case.
Let the theorem be true for $2,3, \ldots, N$ - 1 variables and for all $n$ in each case. We consider $S_{n}$ of $N$ variables.

From theorem 2.1 we have

$$
\begin{equation*}
S_{n}=z_{1} S_{n-1}+\left(S_{n}^{(1)}=z_{2} S_{n 1}+S_{n}^{(?)}\right. \tag{4.3}
\end{equation*}
$$

where $S_{n}^{(1)}=S_{n}^{(1)}\left[z_{2}, \ldots z_{N}\right] ; S_{n}^{(2)}=S_{n}^{(2)}\left[z_{1}, z_{3}, \ldots z_{N}\right]$.
The formulas (4.3) give

$$
S_{n-1}=\left(S_{n}^{(2)}-S_{n}^{(L)}\right) /\left(z_{1}-z_{2}\right)
$$

or with $n+1$ instead of $n$ :

$$
\begin{equation*}
S_{n}=\left(S_{n+1}^{\left(P_{1}\right)}-S_{n+1}^{(1)}\right) /\left(z_{1}-z_{2}\right) \tag{4.4}
\end{equation*}
$$

Now we may use (4.2) with N - 1 to obtain

$$
\begin{aligned}
& \left.+\frac{z_{N}^{N-2}}{\left(z_{N}-z_{1}\right)\left(z_{N}-z_{3}\right) \cdots\left(z_{N}-z_{N-1}\right)}{ }^{z_{N}+1}-\frac{z_{2}^{N-2}}{\left(z_{2}-z_{3}\right) \cdots\left(z_{2}-z_{N}\right)}\right)_{z_{2}}^{n+1}- \\
& \frac{z_{3}^{N-2}}{\left(z_{3}-z_{2}\right)\left(z_{3}-z_{4}\right) \cdots\left(z_{3}-z_{N}\right)} z_{3}^{n+1} \cdots-\frac{z_{1}^{N-2}}{\left(z_{N}-z_{2}\right)\left(z_{N}-z_{3}\right) \cdots\left(z_{N}-z_{N-1}\right)} z_{N}^{n+1} \\
& =\frac{z_{1}^{N-1}}{\left(z_{1}-z_{2}\right)\left(z_{1}-z_{3}\right) \cdots\left(z_{1}-z_{N}\right)} z_{1}^{n}+\frac{z_{2}^{N-1}}{\left(z_{2}^{-z_{1}}\right)\left(z_{2}-z_{3}\right) \cdots\left(z_{2}^{-z_{N}}\right)} z_{2}^{n} \\
& +\sum_{i=3}^{N} \frac{z_{i}^{N-1}\left[z_{i}^{-z_{2}}-\left(z_{i}-z_{1}\right)\right]}{\left(z_{1}-z_{2}\right)\left(z_{i}^{-z_{1}}\right)\left(z_{i}^{-z_{2}}\right) \cdots\left(z_{i}^{-z_{i-1}}\right)\left(z_{i}^{-z_{i+1}}\right) \cdots\left(z_{1}-z_{N}\right)} z_{i}^{n} \\
& =\sum_{i=1}^{N} \frac{z_{i}^{N-1}}{\prod_{i=1, i \neq j}^{N}\left(z_{i}-z_{j}\right)} z_{i}^{n},
\end{aligned}
$$

and we have proved theorem 4.1 by induction.

Theorem 4.2

$$
\text { Let } z_{1}>z_{2}>\cdots z_{N}>0
$$

Then

$$
\begin{equation*}
\left.H_{n}^{k}=\sum_{\binom{N}{k}}^{\prod_{i=1}^{k} \prod_{j=k+1}^{N}\left(z_{\ell_{i}}{ }^{-z_{\ell}}\right)_{j}}{ }^{\left(z_{\ell_{1}} \cdots z_{\ell_{k}}\right)^{N-k}}{ }^{N}{ }_{\ell_{k}}\right)^{n} \quad 1 \leq k \leq N \tag{4.5}
\end{equation*}
$$

where the sum is taken over all $\binom{\mathbb{N}}{k}$ combinations $z_{\ell_{1}}{ }^{\cdots} z_{\ell_{k}}$ of $k$ roots taken out of the N roots.

Proof
From the general formula (4.2) for $S_{n}$ and the formula (4.1) follows that we may write $H_{n}^{k}$ in the form

where the constants $c_{1} ; i=1, \ldots, N$ are independent of $k$ and $n$. At this point we have used $n \geq k$.

It follows that $H_{n}^{k}$ may be written as a sum of $N^{k}$ determinants
where $1<\ell_{i}<N \quad i=1, \ldots k$.
From (4.6) we know that the determinants, in order to be non-zero must have different roots in all columns; that is $H_{n}^{k}$ may be written as a sum of $\mathrm{p}(\mathrm{N}, \mathrm{k})$ determinants. In (4.7) we then have to take the sum over all $\mathrm{p}(\mathrm{N}, \mathrm{k})$ permutations $\left(\ell_{1}, l_{2}, . . . . \ell_{k}\right)$ taken out of $(1,2, ~ . ~ . ~ . ~ N) ~$ Now the $p(\mathbb{N}, k)$ determinants may be divided into $\binom{\mathbb{N}}{k}$ sets, where the members of each set have the same $k$ roots in their columns. Hence we may write

where the sum $\sum_{\text {II }}$ must be taken over all $k!$ permutations ( $q_{1}$, . . $q_{k}$ ) of $\left(\ell_{1}, \ell_{2}\right.$, • $\ell_{k}$ ) and the sum $\sum_{I}$ must be taken over all $\binom{\mathbb{N}}{k}$ combinations
 the same for all members of the same set, these may be taken out as shown in (4.8). It follows that we may write (4.8) in the form

We introduce the powers $S^{\mathrm{P}}$ of the roots ${ }^{z_{\ell}}{ }_{1}^{\prime}{ }^{\mathrm{z}} \ell_{2}^{\prime} \cdot \cdots{ }_{2}{ }_{\ell_{k}}$ by

$$
S^{p}={ }_{z_{\ell}}^{p}+\cdots z_{\ell_{k}}^{\mathrm{P}} \quad \mathrm{P}=0,1,2, \ldots
$$

Then

It follows that $\Delta$ may be written as a sum of $k^{2}$ determinants. Of these only k! are different from zero and the sum of these is $\sum_{\text {II }}$.
Now

Since the product of the matrices corresponding to the two last determinants is the matrix corresponding to the determinant on the left side.

Since
follows'that

$$
\Sigma_{I I}=\prod_{i=1}^{k} \prod_{j=1, j \neq 1}^{k}\left(z_{\ell}-z_{\ell}\right) \quad\left(=(-1) \frac{k(k-1)}{2} \prod_{j=1, j>1}^{k}\left(z_{\ell}-z_{\ell}\right)^{2},\right)
$$

Hence

$$
H_{n}^{k}=\sum_{I} \prod_{i=1}^{k} c_{\ell} \prod_{i=1}^{k}\left(z_{\ell}\right)_{i}^{n-k+1} \prod_{i=1}^{k} \prod_{j=1, j \neq i}^{k}\left(z_{i}-z_{i} \ell_{j}=\sum_{I} \prod_{i=1}^{k}\left(c_{\ell}^{i} \prod_{i=1, j \neq i}\left(z_{i}-z l_{j}\right) z_{l}^{n-k+l}\right)\right.
$$

where the sum must be taken over all $\binom{N}{k}$ combinations of $k$ roots taken of the N roots.

With

$$
c_{\ell_{i}}=\frac{z_{\ell}^{N-1}}{\prod_{j=l}^{N} \prod_{j \neq \ell_{i}}^{N}\left(z_{\ell_{i}}-z_{j}\right)}=\frac{z_{\ell_{i}}^{N-1}}{\prod_{j=1, j \neq i}^{N}\left(z_{\ell_{i}}-z_{\ell}\right)}
$$

we obtain
or

$$
\begin{equation*}
\left.H_{n}^{k}=\sum_{\substack{\operatorname{all} \\ \operatorname{comb}}}\binom{N}{k} \frac{\left(z_{\ell_{1}} \cdots z_{\ell}\right)^{N-k}}{\prod_{i=1}^{k} \prod_{j=k+1}^{N}\left(z_{\ell_{i}}-z_{\ell}\right)}{ }^{\mathrm{N}} \mathrm{z}_{\ell_{1}} \cdots \mathrm{z}_{\ell_{k}}\right)^{\mathrm{n}} \tag{4.9}
\end{equation*}
$$

and we have proved theorem 4.2.
The formula (4.9) may be written as

### 4.2 General convergence theorems.

By means of the formula (4.10) we may prove
Theorem 4.3
Let $z_{1}>z_{2}>\cdots>z_{N}>0$.
Then

$$
\lim _{n \rightarrow \infty} \frac{H_{n}^{k}}{H_{n-1}^{k}} \quad \mathscr{*}^{\bullet}{ }^{\circ}
$$

Proof
Since the roots are different we have

where the sums now are taken over all $\binom{\mathbb{N}}{\mathrm{k}}-1$ combinations ${ }^{\mathrm{z}}{ }_{\ell_{1}} \ldots{ }^{2}{ }_{\ell_{k}}$ different from $z_{1} \ldots z_{k}$

Since $z_{1}>z_{2}>\cdots>z_{N}>0$ it follows that

$$
\frac{{ }_{1} \cdot\left(\tilde{U}_{1} \mathscr{U}_{1}\right.}{z_{k}}<1
$$

for all combinations in question. This means that all the terms in the sums in both the numerator and the denominator tend to zero, and since there are a finite number of terms in these sums the fraction in (4.11) tends to 1. Hence we have proved theorem 4.3.

## Multiple roots

Theorem 4.4
Let $\mathrm{z}_{1} \geq \mathrm{z}_{2}>\cdots \geq \mathrm{z}_{\mathrm{N}}>0$.
Then

$$
\lim _{n \rightarrow \infty} \frac{H_{n}^{k}}{H_{n-1}^{k}}=z_{1} \quad \cdot . . z_{k}
$$

that is the result from theorem 4.3 is true also for the case where one or several roots of $p_{N}(x)=0$ are of multiplicity greater than one.

## Proof

We begin with the case where one of the $N$ roots, say $z_{r}$, is of multiplicity 2, and the remaining (N - 2) roots are single roots; that is the roots of $\mathrm{p},(\mathrm{x})=0$ are $\mathrm{z}_{1}>\mathrm{z}_{2}>\ldots>\mathrm{z}_{\mathrm{rl}}=\mathrm{z}_{\mathrm{r}}>\ldots>\mathrm{z}_{\mathrm{N}}$.

Now we consider the polynomial equation $p_{N}^{*}(x)=0$, which has the roots $\mathrm{z}_{1}>\mathrm{z}_{2}>{ }_{. * *}>\mathrm{z}_{\mathrm{r}}+\epsilon>\mathrm{z}_{\mathrm{r}}>{ }^{>}{ }^{*}{ }^{*}$

Let $H_{n}^{k}(\epsilon)$ denote the Hankel determinant corresponding to this equation. From the definition of $\mathrm{H}_{\mathrm{n}}^{\mathrm{k}}(\epsilon)$ as a determinant in the complete symmetric
functions follows that $H_{n}^{k}(\epsilon)$ is a continuous function of $\epsilon$. Hence we find $H_{n}^{k}(o)=\lim _{\epsilon \rightarrow \infty} H_{n}^{k}(\epsilon)$.

By means of (4.9) we may write

$$
\begin{equation*}
H_{n}^{k}(\epsilon)=\frac{\left(z_{1} z_{2} \quad \cdots z_{k}\right)^{N+n-k}}{\left.\left(z_{1}-z_{k+1}\right) \cdot \cdot=z_{k}^{-z_{N}}\right)}+\cdots+\frac{\left(z_{N-k+1} \cdot z_{N}\right)^{N+n-k}}{\left(z_{N-k+1}^{-z_{1}}\right) \cdot \cdot\left(z_{N}-z_{N-1}\right)} \tag{4.11}
\end{equation*}
$$

where $z_{r-1}=z_{r}+\epsilon$.
The terms of (4.11) in which $\epsilon$ occurs in the demoninator must be combined;
 not $z_{r}$ is a factor and all combinations where ${ }^{z_{r}}$ but not $z_{r}$ is a factor. There are $\left(\begin{array}{c}N-2 \\ \mathrm{~K}\end{array} \mathrm{l}\right.$ ) combinations of each kind; we take them pairwise as in the following example where we assume $r>k$

where $\quad \prod_{2}=\prod_{i=1}^{k-1} \prod_{j=k, j \neq r, r-1}^{N}\left(z_{i}-z_{j}\right)$.

Then with $z_{r}=z_{r}+\epsilon \quad$ we obtain

Let $t(e)$ and $b \in$ ) denote the numerator and the denominator of the last
fraction, respectively.

$$
\text { Then } t(0)=b(0)=0 ; b^{\prime}(0)=\left(\prod_{j=1, j \neq r, r-1}^{N}\left(z_{r}-z_{j}\right)^{2}\right)
$$

We find

$$
\begin{aligned}
t^{\prime}(0) & =\left(\begin{array}{c}
N+n-k
\end{array}\right) z_{r}^{N+n-k-1}(-1)^{k-1} \prod_{j=1, j \neq r, r-1}^{N}\left(z_{r}-z_{j}\right)-(-1)^{k-1} \sum_{i=1}^{k-1}\left(\frac{1}{z_{i}^{-z} r}\right) \prod_{j=1, j=r, r-1}^{N}\left(z_{r}-z_{j}\right) z_{r}^{N+n-k}- \\
& -(-1)^{k-1} \sum_{j=k, j \neq r, r-1}^{N}\left(\frac{1}{z_{r}-z}\right) \prod_{i=1, j \neq r, r-1}^{N}\left(z_{r}-z_{j}\right) z_{r}^{N+n-k} .
\end{aligned}
$$

Hence
(4.12)

$$
+(-1)^{k} \frac{\left(z_{1} \cdots z_{k-1} z_{r}\right)^{\mathbb{N}+n-k}}{\prod_{j=1, ~}^{N}\left(z_{j \neq r, r-1}-z_{j}\right)^{2} \prod_{i=1}^{k-1} \prod_{j=k, j \neq r, r-1}^{N}\left(z_{i}-z_{j}\right)}\left(\sum_{i=1}^{k-1}\left(\frac{1}{z_{i}^{-z_{r}}}\right)+\sum_{j=k, j \neq r, r-1}^{N}\left(\frac{1}{\left(\frac{k_{r}-z_{j} j}{}\right)}\right),\right.
$$

where lim u is written as the sum of two terms in order to preserve the number of terms in $H_{n}^{k}$. The limits of the remaining pairs obviously have the same structure as (4.12), and we may write a formula for $H_{n}^{k}$ covering the case of N - 1 different roots.

In this formula, which again consists of $\binom{N}{k}$ terms of the form $\left.c_{\ell_{1}}^{(n)} \cdots_{\ell_{k}}^{\left(z_{\ell}\right.} \cdots_{\ell_{k}}\right)^{N+n-k}$, the coefficients may have a factor $\binom{N+n-k}{1}$.

By means of the technique used above we may use the first result to obtain new formulas covering the cases two roots of multiplicity 2 or one root of multiplicity 3 (all other roots single in both cases) etc. until we obtain the following result:

Let $r$ be the number of different roots of $p_{N}(x)=0$, and let the multiplicity of these roots be $m_{1}, m_{2}$, . . $m_{r}$, respectively.

Then we may write $H_{n}^{k}$ in the form

$$
\begin{equation*}
H_{n}^{k}=\sum_{\substack{\text { all } \\ \text { comb. }}}\binom{N}{N_{n}}{ }^{c} \ell_{1}^{(n)} \cdots \ell_{k}\left(z_{\ell_{1}} \cdots z_{\ell_{k}}\right)^{N+n-k} \tag{4.13}
\end{equation*}
$$

In this formula $c_{\ell_{1}}^{(n)} \cdots \ell_{k}$ is of the form

$$
\begin{equation*}
c_{\ell_{1}}^{(n)} \cdots \ell_{k}=\frac{c_{\ell_{1}}^{\cdots} \ell_{k}}{\prod\left(z_{i}-z_{j}\right)} \alpha\binom{N+n-k}{p_{\ell_{1}}} \cdots\binom{N+n-k}{p_{\ell_{k}}} \tag{4.14}
\end{equation*}
$$

where ${ }^{c} \ell_{1} \cdots \ell_{k}$ is a constant; $\prod\left(z_{i}-z_{j}\right)^{\alpha}$ contains powers of the differences between different roots and $0 \leq p_{\ell_{i}} \leq m_{i}-1(1 \leq i \leq r)$. By means of (4.13) we obtain
where the sums are taken over all $\binom{\mathbb{N}}{k}-1$ combinations $\left(z_{\ell_{1}} \cdot{ }^{\left.\cdot{ }_{z} \ell_{k}\right)}\right.$ different from ( $z_{1} \cdot \mathrm{zk}$ ).

Among the combinations $\left(z_{\ell_{1}}{ }^{\cdots}{ }^{\cdot} z_{\ell_{k}}\right)$ there may be some for which ${ }^{z_{\ell}} \cdots_{\ell_{k}}=z_{l} \cdots z_{k}$, and among these we choose the term with $\max \left[\binom{N+n-k}{p_{\ell_{l}}} \cdots\binom{N+n-k}{p_{\ell_{k}}}\right]$. By division in the nominater and the denominater, respectively, with these functions of $n$, the fraction in (4.15) will tend to 1 as $n$ tends to infinity. Since
we have

$$
\lim _{n \rightarrow \infty}\left(H_{n}^{k} / H_{n-1}^{k}\right)=z_{1} \cdots z_{k}
$$

and we have proved theorem 4.4.

Theorem 4.5

$$
\text { Let } z_{1} \geq z_{2}>\cdots \geq z_{N}>0
$$

Then

$$
q_{n}^{k} \rightarrow z_{k} \quad \text { as } \quad n \rightarrow \infty
$$

Proof
From theorem 3.1 we have

$$
\begin{aligned}
q_{n}^{k} & =\frac{H_{n}^{k}}{H_{n-1}^{k}} \frac{H_{n-2}^{k-1}}{H_{n-1}^{n-1}} \\
& =\frac{H_{n}^{k}}{H_{n-I}^{k}} / \frac{H_{n-I}^{k-1}}{H_{n-2}^{k-1}}
\end{aligned}
$$

Hence by means of theorem 4.4 -

$$
\lim _{n \rightarrow \infty} q_{n}^{k}=\left(z_{1} \cdots z_{k}\right) /\left(z_{1} \cdots z_{k-1}\right)=z_{k}
$$

Theorem 4.6

$$
\text { Let } z_{1} \geq z_{2} \geq \cdots \geq z_{N}>0
$$

Then

$$
e_{n}^{k} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

Proof
By induction with respect to $k$.
$k=1$
From (1.2) we have

$$
q_{n+1}^{1}=e_{n}^{1}-\stackrel{\circ}{e}_{n}+q_{n}^{1}
$$

or - since $e_{n}^{0}=0$ -

$$
e_{n}^{1}=q_{n+1}^{1}-q_{n}^{l}
$$

Hence

$$
\begin{aligned}
\lim _{n \rightarrow \infty} e_{n}^{1} & =\lim _{n \rightarrow \infty} q_{n+1}^{1}-\lim _{n \rightarrow \infty} q_{n}^{1} \\
& =z_{1}-z_{1} \\
& =0 .
\end{aligned}
$$

We assume theorem (4.6) holds for k - 1 and consider the case k. Again (1.2) may be used. We obtain

$$
e_{n}^{k}=q_{n+1}^{k}-q_{n}^{k}+e_{n}^{k-1}
$$

Hence

$$
\begin{aligned}
\lim _{n \rightarrow \infty} e_{n}^{k} & =\lim _{n-9} q_{n+1}^{k}-\lim _{n \rightarrow \infty} q_{n}^{k}+\lim _{n \rightarrow \infty} e_{n}^{k-l} \\
& =z_{k}-z_{k}+o \\
& =0
\end{aligned}
$$

and we have proved theorem 4.6 by induction.
In special examples the theorems 4.5 and 4.6 may be proved without using theorem 4.4. We consider two cases.

Example 4.1
$\mathrm{N}=2$
(i) $z_{1}>z_{2}>0$

Now $H_{n}^{1}=S_{n}=z_{1}^{n}+z_{1}^{n-1} z_{2}+\cdots+z_{2}^{n}=\frac{z_{1}^{n+1}-z_{2}^{n+1}}{z_{1}-z_{2}} ; H_{n}^{2}=\left(z_{1} z_{2}\right)^{n}$ and we find directly by means of (3.1) and (3.2):

$$
\begin{aligned}
& q_{n}^{1}=\frac{z_{1}^{n+1}-z_{2}^{n+1}}{z_{1}^{n}-z_{2}^{n}} ; e_{n}^{1}=-\left(z_{1} z_{2}\right)^{n} \frac{\left(z_{1}-z_{2}\right)^{2}}{\left(z_{1}^{n+1}-\tilde{z}_{2}^{n+1}\right)\left({ }_{1}^{n}-z_{2}^{n}\right)} \\
& q_{n}^{2}=z_{1} z_{2} \frac{z_{1}^{n-1}-z_{2}^{n-1}}{z_{1}^{n}-z_{2}^{n}}
\end{aligned}
$$

From these formulas it is obvious that

$$
q_{n}^{1} \rightarrow z_{1}, q_{n}^{2} \rightarrow z_{2} \quad \text { and } \quad e_{n}^{1} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

(ii) $z_{1}=z_{2}>0$

Then $H_{n}^{1}=S_{n}=(n+1) z_{1}^{n} ; \quad H_{n}^{2}=z_{1}^{2 n}$, and we find

$$
\begin{aligned}
& q_{n}^{1}=\frac{n+1}{n} z_{1} ; \quad e_{n}^{1}=-\frac{z_{1}^{2 n} \cdot 1}{(n+1) z_{1}^{n} n z_{1}^{n-1}}=\frac{-z_{1}}{(n+1) n} ; \\
& q_{n}^{2}=\frac{z_{1}^{2 n}}{z_{1}^{2(n-1)}} \frac{(n-1) z_{1}^{n-2}}{n z_{1}^{n-1}}=\frac{n_{11-1}}{n} z_{1} \stackrel{n}{=} \frac{1+-1}{n} z_{2} \cdot
\end{aligned}
$$

Again it is obvious that

$$
q_{n}^{1} \rightarrow z_{1}, q_{n}^{2} \rightarrow z_{2}\left(=z_{1}\right) \text { and } e_{n}^{1} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Example 4.2
N arbitrary; all roots equal, that is

$$
z_{1}=z_{2}=\cdots=z_{N}>0
$$

We have

$$
\sigma_{k}=\binom{\mathrm{N}}{\mathrm{k}} \mathrm{z}_{\mathrm{l}}^{\mathrm{k}} \quad \mathrm{k}=1, \ldots, \mathrm{~N}
$$

Now
(4.16)

$$
q_{2}^{k}=\frac{H_{2}^{k} H_{o}^{k-1}}{H_{l}^{k} H_{1}^{k-1}}=\frac{\sigma_{k}^{2}-\sigma_{k-1} \sigma_{k+1}}{\sigma_{k} \sigma_{k-1}}
$$

$$
=\frac{\binom{N}{k}^{2}-\binom{N}{k-1}\binom{N}{k+1}}{\binom{N}{k-1}\binom{N}{k}} \quad z_{1} \quad k=1,2, \ldots . N
$$

and

$$
\begin{aligned}
& e_{2}^{k}=-\frac{H_{2}^{k+1} H_{1}^{k-1}}{H_{2}^{k}}=-\frac{\left(\sigma_{k+1}\right)^{2}-\sigma_{k} \sigma_{k+2}}{H_{I}^{2}} \cdot \frac{\sigma_{k-1}}{\sigma_{k}}-\sigma_{k-1} \sigma_{k+1} \\
& \sigma_{k} \\
&=-\frac{\binom{N}{k+1}^{2}-\binom{N}{k}\binom{N}{k+2}}{\binom{N}{k}^{2}-\binom{N}{k-1}\binom{N}{k+1}} \cdot \frac{\left(\begin{array}{c}
N-1
\end{array}\right)}{\binom{N}{k}} z_{1} \quad k=1,2, \ldots, N-1
\end{aligned}
$$

Since

$$
\binom{N}{k}^{2}-\binom{N}{k-1}\binom{N}{k+1}=\binom{N}{k-1}^{2} \frac{N-k+1}{k} \cdot \frac{N+1}{k(k+1)}
$$

(4.16) and (4.17) may be written in the following form:

$$
\begin{array}{ll}
q_{2}^{k}=\frac{N+1}{k(k+1)} z_{1} & k=1, \ldots \ldots N \\
e_{2}^{k}=-\frac{(N-k) k}{(k+1)(k+2)}{ }^{z_{1}} & k=1, \ldots N
\end{array}
$$

By induction we may prove that

$$
q_{n}^{k}=\frac{(n-1)(N+n-1)}{(k+n-2)(k+n-1)} z_{1} \quad k=1, \ldots, N
$$

$$
\begin{equation*}
e_{n}^{k}=-\frac{(N-k) k}{(k+n-1)(k+n)} z_{I} \quad k=1, \ldots \ldots N-1 \tag{4.19}
\end{equation*}
$$

For $\mathrm{n}=2$ (4.18) and (4.19) holds as we have shown above.
Now we assume that (4.18) and (4.19) holds for n and consider the case
n +1 :

$$
\begin{aligned}
q_{n+1}^{k} & =e_{n}^{k}-e_{n}^{k-1}+q_{n}^{k} \\
& =\left[\frac{(N-k+1)(k-1)}{(k+n-2)(k+n-1)}-\frac{(N-k) k}{(k+n-1)(k+n)}+\frac{(n-1)(N+n-1)}{(k+n-2)(k+n-1)}\right] \\
& =\frac{n(N+n)}{(k+n-1)(k+n)}{ }^{z_{1}}
\end{aligned}
$$

which is (4.18) with $n+1$ instead of $n$.
Then

$$
\begin{aligned}
e_{n+1}^{k} & =\left(q_{n+1}^{k+1} / q_{n+1}^{k}\right) e_{n}^{k} \\
& =-\frac{(N-k) k}{(k+n)(k+n+1)} z_{1}
\end{aligned}
$$

which is (4.19) with $n+1$ instead of $n$.
From the formulas (4.18) and (4.19) we find

$$
q_{n}^{k} \rightarrow z_{k}\left(=z_{1}\right) \quad \text { and } \quad e_{n}^{k} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

## 5. The convergence to the smallest root

The formulas developed in section 4 show that the convergence of the q-columns may be very slow. In this section we shall examine the question of the speed of convergence to the smallest root $z_{N}$ of $p,(x)=0$. Furthermore we shall show that it is possible to use an acceleration technique to obtain faster convergence to the smallest root.
5.1 A formula for $q_{n}^{N}$

In 'section 4 we have given a qualitative formula for $H_{n}^{k}$ valid for the case of multiple roots. In order to examine the convergence of $q_{n}^{\mathbb{N}}$ to $z_{N}$ in detail we need a precise formula for $q_{n}^{N}$ which cover the case of multiple roots. As usual we assume that $z_{1} \geq \ldots . \geq z_{N}>0$.

Lemma 5.1

$$
\begin{equation*}
H_{n}^{N-1}=\sigma_{N}^{n} S_{n}\left[\frac{1}{z_{1}}, \frac{1}{z_{2}}, \cdots, \frac{1}{z_{N}}\right] \tag{5.1}
\end{equation*}
$$

## Proof

By definition

In the proof of theorem 2.3 we have shown that the last determinant has the value $S_{n}\left[\frac{1}{z_{1}^{\prime}}, \frac{1}{Z_{2}^{\prime}}, \frac{l_{2}}{N}\right]$ and we have proved lemma 5.1.

Lemma 5.2
Let $p(N, n)$ denote the number of terms in the complete symmetric function $S_{n}$ in $N$ variables.

Then

$$
\begin{equation*}
p(N, n)=\binom{N+n-1}{N-1}=\binom{N+n-1}{n} \quad N>2 \quad n \geq 0 \tag{5.2}
\end{equation*}
$$

proof
By induction with respect to n .
$\underline{n}=0$
Since $S_{o}=1$ and $\left(\frac{N-1}{N-1}\right)=1$ (5.2) is correct for $N \geq 2$. We assume that (5.2) holds for $0,1,2$. . . $n-1$ and $a l l \mathrm{~N} \geq 2$ and consider the case
n. By means of the relation $S_{n}\left[z_{1} \cdots z_{N}\right]=z_{1} S_{n}\left[z_{1} \cdots z_{N}\right]+S_{n}\left[z_{2} \cdots z_{N}\right]$, which has been proved in theorem 2.1 , we may obtain

$$
\begin{aligned}
p(N, n) & =p(N, n-1)+p(N-1, n) \\
& =\binom{N+n-2}{N-1}+p(N-1, n) \\
& =\cdots \\
& =\binom{N+n-2}{N-1}+\binom{N+n-3}{N-2}+\cdots+\binom{n}{1}+1
\end{aligned}
$$

where we have used that $p(1, n)=1$.

$$
\begin{aligned}
& 1+\binom{n}{1}+\binom{n+1}{2}+\cdots *+\binom{N+n-2}{N-1} \\
&=\binom{n+1}{1}+\binom{n+1}{2}+\cdots+\binom{N+n-2}{N-1} \\
&=\binom{n+2}{2}+\cdots+\binom{N+n-2}{N-1} \\
&=\cdots \\
&= \quad\binom{N+n-1}{N-1},
\end{aligned}
$$

we have proved lemma 5.2.

## Lemma 5.3

Let $z_{1}$ be of multiplicity $m(1 \leq m \leq N)$ and let the other roots be different. Then

$$
\begin{aligned}
& S_{n}\left[z_{1}, \ldots z_{1}, z_{m+1}, \ldots z_{N}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{j=m}^{N} \\
& \frac{z_{i}^{N+n-1}}{\left(z_{i}-z_{1}\right)^{m} \prod_{j=m+1}^{N}\left(z_{i}-z_{j}\right)} .
\end{aligned}
$$

## Proof

The proof may be given by means of the limit technique used in section 4 . In this case however the notation is so much handier that we may prove (5.3) by induction with respect to N .
\# 2

If $z_{1}>z_{2}$ (5.3) is nothing but (4.9) which is correct and if $z_{1}=z_{2}$ we find $S_{n}\left[z_{1} z_{1}\right]=(n+1) z_{1}^{n}$ which is correct too. We assume (5.2) is true in all cases with $\mathrm{N}-1$ roots and consider the case with N roots.

If $z_{1}$ is of multiplicity $N$, we find by (5.3) that $S_{n}\left[z_{1} \ldots z_{1}\right]=\binom{N+n-1}{N-1} z_{1}^{n}$.
From lemma 5.1 follows that this is correct. If $m=1$ (5.3) again is (4.9)
and we may assume that $1<m<N$.
By means of (4.4) we have

$$
\begin{aligned}
& S_{n}[\underbrace{z_{1}, \ldots z_{1}}_{m}, z_{m+1}, \ldots z_{N}] \\
& =[S_{n+1}[\underbrace{z_{1}}_{m}, \ldots z_{1}, z_{m+2}, \ldots z_{N}]-S_{n+1}[\underbrace{z_{1}, \ldots z_{1}}_{m-1}, z_{m+1}, \ldots z_{N}]] /\left(z_{1}-z_{m+1}\right)
\end{aligned}
$$

The complete symmetric functions in the parentheses are functions of N -l variables and we may use (5.3) to obtain

$$
\begin{aligned}
& \left.S_{n}=\left[-\frac{z_{1}^{N+n-m}}{\prod_{j=m+2}^{N}\left(z_{1}-z_{j}\right.}\right)^{\binom{N+n-1}{m-1}}-S_{1}\left[\frac{1}{z_{1}-z_{m}}, \ldots, \frac{1}{z_{1}-z_{N}}\right]\binom{N+n-1}{m-2} z_{1}+\ldots\right] \\
& +\sum_{i=m+2}^{N} \frac{z_{i}^{N+n-1}}{\left(z_{i}-z_{l}\right)^{m} \prod_{j=m+2, j \neq i}^{N}\left(z_{i}-z_{j}\right)} \quad \sum_{i=m+1}^{N} \frac{z_{i}^{N+n-1}}{\left(z_{i}-z_{l}\right)^{m-1} \prod_{j=m+1, j \neq i}^{N}\left(z_{i}-z_{j}\right)} \\
& \left.\prod_{j=m+1}^{z_{1}^{N+n-m+1}\left(z_{1}-z_{j}\right)}\left[\binom{N+n-1}{m-2}-S_{1}\left[\frac{1}{z_{1}-z_{m+1}}, \ldots \frac{1}{z_{1}-z_{N}}\right]\binom{N+n-1}{m-3} z_{1}+\cdots\right]\right] /\left(z_{1}-z_{m+1}\right)
\end{aligned}
$$

By reduction of corresponding terms and by use of the formula $s_{r}\left[\frac{1}{z_{1}-z_{m+2}}, \ldots, \frac{1}{z_{1}-z_{N}}\right]+\frac{1}{z_{1}{ }^{-z}} \quad S_{m+1}\left[\frac{1}{z_{1}-z_{m+1}}, \ldots \frac{1}{z_{1}-z_{N}}\right]=s_{r}\left[\frac{1}{z_{1}-z_{m+1}}, \ldots, \frac{1}{z_{1}-z_{N}}\right]$ we end up with (5.3). Lemma 5.3 has been proved by induction.

As an obvious consequence of lemma 5.3 we have the following general result

## Lemma 5.4

Let $p_{N}(x)=0$ have $r$ different roots $z_{1}>z_{2}>\ldots 0>z_{r}>0$ of. multiplicity $m_{1}, m_{2}$, ..., $m_{r}$ respectively. $\left(\sum m_{i}=N\right)$. Then - with the notation $S_{p}\left[\frac{m_{j}}{z_{i}^{-z_{j}}}\right]=S_{p}[\underbrace{\frac{1}{z_{i}^{-z_{1}}}, \frac{1}{z_{i}^{-z_{1}}}, \cdots \frac{1}{z_{i}^{-z} 1}}_{m_{1}}, \ldots \underbrace{\left.\frac{1}{z_{i}^{-z_{r}}}, \ldots \frac{1}{z_{i}-z_{r}}\right]}_{m_{r}}(j \neq i)-$

$$
\begin{aligned}
& S_{n}\left[z_{1} \ldots z_{1}, \ldots, z_{r} \ldots z_{r}\right] \\
& =\sum_{i=1}^{r} \frac{z_{i}^{N+n-m_{i}}}{\prod_{j=1, j \neq i}^{r}\left(z_{i}-z_{j}\right)}\left[\binom{N+n-1}{m_{i}-1}-S_{1}\left[\frac{m_{j}}{z_{i}-z_{j}}\right]\left({ }_{n}^{N+n-1}\right) z_{i-2}+\cdots+(-1)^{m_{i}-1} s_{m_{i-1}}^{\left[\frac{z_{j}-z_{j}}{m_{j}}\right] z_{i}} m_{i-1}\right]
\end{aligned}
$$

Now

$$
\begin{array}{r}
q_{n}^{N}=\frac{H_{n}^{N} H_{n-2}^{N-1}}{H_{n-1}^{N} H_{n-1}^{N-1}} \\
\quad \sigma_{N} \cdot \frac{H_{n-1}^{N-1}}{H_{n-1}^{N-1}},
\end{array}
$$

which by means of lemma (5.1) may be written as

$$
\begin{equation*}
q_{n}^{N}=\frac{s_{n-2}\left[\frac{1}{z_{1}}, \ldots, \frac{1}{z_{N}}\right]}{s_{n-1}\left[\frac{1}{z_{l}}, \ldots, \frac{1}{z_{N}}\right]} . \tag{5.5}
\end{equation*}
$$

We use the notation from lemma 5.4 and obtain

$$
\left.q_{n}^{N}=\sum_{i=1}^{r} \frac{\left(\frac{1}{z_{1}}\right)^{N+n-m_{i}-2}}{\prod_{j=1, j \neq i}^{r}\left(\frac{1}{z_{i}}-\frac{1}{z_{j}}\right)^{m_{j}}}\left[\binom{N+n-3}{m_{i}-1}+\cdots\right] / \sum_{i=1}^{r} \frac{\left(\frac{1}{z_{i}}\right)^{N+n-m_{i}-1}}{\prod_{j=1, j \neq i}^{r}\left(\frac{1}{z_{i}}-\frac{1}{z_{j}}\right)^{m_{j}}}\binom{N+n-2}{m_{i}-1}+\cdots\right]
$$

In this formula $z_{r}$ denotes the smallest root of $p_{N}(x)=0$. Furthermore, both the denominator and the numerator consists of N terms.
5.2 The monotonic convergence of $q_{n}^{N}$

We consider

$$
\begin{aligned}
\epsilon_{n} & =q_{n}^{N}-z_{N} \\
& =q_{n}^{N}-z_{r}
\end{aligned}
$$

and treat the two cases $m_{\Upsilon}=1$ and $m_{n_{\perp}}>1$ separately.
$\mathrm{m}_{r}=1$; that is the smallest root is a single root.
By means of (5.5) we find

$$
\epsilon_{n}=[(\frac{\left(\frac{1}{z_{r}}\right)^{N+n-3}}{\prod_{j=1}^{r-1}\left(\frac{1}{z_{r}}-\frac{1}{z_{j}}\right)^{m_{j}}}+\frac{\left(\frac{1}{z_{r-1}}\right)^{N+n-m_{r-1}-2}}{\prod_{j=1, j \neq r-1}^{r}(\frac{1}{\left.z_{r-1}-\frac{1}{z_{j}}\right)^{m}}[(\overbrace{m_{r-1}}^{N+n-3})+\ldots 0}+\sum_{i=1}^{n-2} n u m)
$$

$$
\begin{align*}
& -z_{r}\left(\frac{\left(\frac{1}{z_{r}}\right)^{N+n-2}}{\prod_{j=1}^{r-1}\left(\frac{1}{z_{r}}-\frac{1}{z_{j}}\right)^{m}}+\frac{\left(\frac{1}{z_{r-1}}\right)^{N+n-m r-1-1}}{\prod_{j=1, j \neq r-1}^{r}\left(\frac{1}{z_{r-1}}-\frac{1}{z_{j}}\right)^{m_{j}}}\left[\left(\left(_{m_{r-1}}^{N+n-2}\right)+\cdots\right]+\sum_{i=1}^{r-2} d e n o m\right)\right] /  \tag{5.6}\\
& \\
& \left(\frac{\left(\frac{1}{z_{r}}\right)^{N+n-2}}{\prod_{j=1}^{r-1}\left(\frac{1}{z_{r}}-\frac{1}{z_{j}}\right)^{m_{j}}}+\cdots\right) .
\end{align*}
$$

From (5.6) follows, that $\epsilon_{\mathrm{n}}$ may be written in the form

$$
\begin{equation*}
\epsilon_{\mathrm{n}}=\mathrm{c}\left(\frac{\mathrm{z}_{\mathrm{r}}}{z_{r-1}}\right)^{\mathrm{n}} \mathrm{~b}(\mathrm{n}), \tag{5.7}
\end{equation*}
$$

where $b(n) \rightarrow 1$ as $n \rightarrow \infty$.
Hence we have proved

Theorem 5.1

$$
\text { Let } \mathrm{z}_{1} \geq \mathrm{z}_{2} 3 . * * \geq \mathrm{z}_{\mathrm{N}-1}>\mathrm{z}_{\mathrm{N}}>0
$$

Then

$$
\frac{\epsilon_{\mathrm{n}+1}}{\epsilon_{\mathrm{n}}} \approx \frac{{ }^{2} \mathrm{~N}}{z_{N-1}}
$$

$m_{r}->1$; that is the smallest root is a multiple root.
By means of (5.5) we find

$$
\begin{aligned}
& \epsilon_{n}=\left[\left(\frac{\left(\frac{1}{z_{r}}\right)^{N+n-m_{r}-2}}{\left.\prod_{j=1, j, j(i, i}^{z_{i}}-\frac{1}{z_{j}}\right)^{m_{j}}}\left[\binom{N+n-3}{m_{r}-1}+\cdots\right]+\sum_{i=1}^{r-1} n u m\right)\right. \\
& \left.-z_{r}\left[\frac{\left(\frac{1}{z_{r}}\right)^{N+n-m r-1}}{\prod_{j=1}^{r}\left(\frac{1}{z_{i}}-\frac{1}{z_{j}}\right)^{m_{j}}} \cdot\left[\binom{N+n-2}{m_{r}-1 .}+\cdots\right]+\sum_{i=1}^{r-1} d e n o m\right)\right] / \\
& \left(\frac { ( \frac { 1 } { z _ { r } } ) ^ { N + n - m _ { r } - 1 } } { \prod _ { j = 1 } ^ { r } ( \frac { 1 } { z _ { i } } - \frac { 1 } { z _ { j } } ) ^ { m _ { j } } } \left[\left(\begin{array}{l}
\left.\left.m_{r}^{N+n-2}\right)+\cdots\right] \\
\sum_{i=1}^{r-1} \\
\\
\text { denom }
\end{array}\right)\right.\right. \text {. }
\end{aligned}
$$

From (5.8) follows, that $\epsilon_{\mathrm{n}}$ may be written in the form

$$
\begin{aligned}
\epsilon_{n} & =c \frac{\binom{N+n-3}{m_{r}-2}}{\binom{N+n-2}{m_{r}-1}} z_{r} b(n) \\
& =c \frac{m_{r}-1}{(N+n-2)}
\end{aligned}
$$

where $b(n) \rightarrow 1$ as $n \rightarrow \infty$.
We have proved
Theorem 5.2
Let,$z_{1} \geq z_{2}>. a^{*} \geq z_{N}{ }_{1}=z_{N}>0$, that is the smallest root is a multiple root.

Then

$$
\epsilon_{\mathrm{n}} \text { tends to zero as } \frac{1}{\mathrm{n}}
$$

## Theorem 5.3

The last column of the $Q D$ scheme forms a monotonically increasing sequence:

$$
0=q_{1}^{N}<q_{2}^{N}<\ldots<q_{n}^{N} \cdot q_{n+1}^{N}<\ldots
$$

Proof
Since

$$
\begin{aligned}
q_{n+1}^{N} & =e_{n}^{N}-e_{n}^{N-1}+q_{n}^{N} \\
& =-e_{n}^{N-1}+q_{n}^{N}
\end{aligned}
$$

we have

$$
q_{n+1}^{N}-q_{n}^{N}=-e_{n}^{N-l}>0
$$

$$
\mathrm{e}_{\mathrm{n}}^{\mathrm{N}-1}<0 \quad \text { for all } \mathrm{n} .
$$

From theorem 5.3 and the convergence of $q_{n}^{N}$ to $z_{N}$ follows

$$
\begin{equation*}
0<q_{n}^{N}<z_{N} \quad n>2 \tag{5.10}
\end{equation*}
$$

We remark, that a similar theorem concerning the convergence of $q_{n}^{l}$ to the largest root $z_{1}$ may be proved:

Let $z_{1} \geq z_{2} \geq \cdots \geq z_{N}>0$. Then

$$
q_{1}^{1}>q_{2}^{1}>\ldots>q_{n}^{1} \cdot q_{n+1}^{1} \cdot \cdots z_{1}
$$

Theorem 5.4
Let $\mathrm{z}_{1} \geq \mathrm{z}_{2}>. * * \geq \mathrm{z}_{\mathrm{N}}>0$, and let $\mathrm{N}>2$.
Then

$$
\begin{equation*}
(N-1) q_{n}^{N} \geq z_{N}-q_{n}^{N} . \tag{5.11}
\end{equation*}
$$

Proof
The proof is based on the following

## lemma 5.5

For symmetric functions of $N$ positive variables, where $N \geq 2$, and all $\mathrm{n}>1$
(5.12)

$$
S_{n} \leq n 1 S_{n-1}
$$

For $N=2$ (5.12) may be proved to hold for all $n$ by direct calculation. Now we assume, that (5.12) holds for N - 1 positive variables
$z_{1} \geq z_{2} \geq \ldots z_{N}>$ For $n=1$ (5.12) holds. We assume (5.12) holds for N variables and for n and we have to prove that
(5.13)

$$
S_{n+1} \leq \sigma_{1} S_{n}
$$

Now

$$
\begin{aligned}
S_{n+1} & =z_{N} S_{n}+S_{n+1}^{\prime} \\
& \leq z_{N} S_{n}+\sigma_{1}^{\prime} S_{n}^{\prime} \\
& \leq\left(z_{N}+\sigma_{1}^{\prime}\right) S_{n} \\
& =\sigma_{1} S_{n},
\end{aligned}
$$

where we have used

$$
S_{n}=z_{N} \quad S_{n-1}+S_{n}^{\prime} ;
$$

that is

$$
S_{n}^{\prime} \leq S_{n}
$$

Hence we have proved lemma 5.5 by induction.
The equation (5.11) may be written in the form

$$
\mathrm{Nq}_{\mathrm{n}}^{\mathrm{N}} \geq \mathrm{z}_{\mathrm{N}}
$$

Since $N \geq \frac{z_{N}}{z_{l}}+\frac{z_{N}}{z_{2}}+\cdots+\frac{z_{N}}{z_{N}}$, we have by means of (5.5):

$$
\begin{aligned}
N q_{n}^{N} & =N \frac{s_{n-2}\left[\frac{1}{z_{1}}, \ldots, \frac{1}{z_{N}}\right.}{s_{n-1}\left[\frac{1}{z_{1}}, \ldots, \frac{1}{z_{N}}\right.} \\
& \geq z_{n} \frac{\left.\sigma_{1} \frac{r_{z_{1}}}{1} \ldots, \frac{1}{z_{N}}\right] s_{n-2}\left[\frac{1}{z_{1}} \ldots \frac{1}{z_{N}}\right]}{s_{n-1}\left[\frac{1}{z_{1}} \ldots \frac{1}{z_{N}}\right]}
\end{aligned}
$$

which result by means of lemma (5.5) shows that $N q_{n}^{N} \geq z_{N}$, and we have proved Theorem 5.4.

### 5.3 An_acceleration device

The formulas (5.7) and (5.9) , in which $z_{r}$ denotes the smallest root of $p_{N}(x)=0$, proves the following

## Theorem 5.5

Let $z_{1} \geq z_{2} \geq \cdots \geq z_{N}>0$ be the roots of $p_{N}(x)=0$, let $0<c<z_{N}$, and let $p_{N}^{*}(x)=0$ have the roots

$$
z_{1}-c \geq 2_{2}-c \geq \cdots \geq z_{N}-c>0 .
$$

Then the convergence of the last column of the $Q, D$ scheme corresponding to $\mathrm{p}_{\mathrm{N}}^{*}(\mathrm{x})$ will be faster than the convergence of the last column in the scheme corresponding to $\mathrm{p}_{\mathrm{N}}(\mathrm{x})=0$.

In order to use theorem 5.5 we have to find a constant $c$ in the interval $0<c<z_{N}$. The formula (5.10) shows that an arbitrary element $q_{n}^{N}(n \geq 2)$ from the last column of the QD scheme may be used as the constant $c$ in theorem 5.5.

The results from theorem 5.4 and 5.5 prove that the following algorithm may be used to find $z_{N}$ within a prescribed error $\epsilon$.

## Algorithm

Let $z_{1} \geq z_{2}>. e m>z_{N}>0$ be the roots of $p,(x)=0$, and let $\epsilon>0$ be an arbitrary real number.

Compute $r_{1}$ rows of the Q,D scheme. If ( $N-I$ ) $\times q_{r_{1}}^{N} \leq \epsilon$ then $z_{N}-q_{r_{1}}^{N} \leq \epsilon$ otherwise compute $r_{2}$ rows of the $Q D$ scheme corresponding to the polynomial with roots $z_{1}-q_{r_{1}}^{\mathbb{N}} \ldots . . z_{N}-q_{r_{1}}^{N}$ 。 If (N-1) $\times q_{r_{2}}^{N} \leq \epsilon$ then $z_{N}-q_{r_{1}}^{N}-q_{r_{2}}^{N} \leq \epsilon$ otherwise compute $r_{3}$ rows of the $Q D$ scheme corresponding to the polynomial with roots $z_{1}-\left(q_{r_{1}}^{N}+q_{r}^{N}\right), \ldots, z_{N}-\left(q_{r_{1}}^{N}+q_{r_{2}}^{N}\right)$, etc.
6. - Stability of the $Q D$-algorithm
6.1 The stability of the progressive form of the _O, D -algorithm

In the following considerations concerning the numerical stability of the $Q D$ algorithm we assume that the computations are carried out in floating point arithmetic on a computer for which the basic formulas of Wilkinson [18] holds. In Wilkinson notation, if x and y are floating point numbers, then

$$
\begin{aligned}
& f l(x+y)=(x+y)(l+\epsilon) \\
& f l(x-y)=(x-y)(1+\epsilon) \\
& f l(x y)=x y(1+\epsilon) \\
& f l(x / y)=(x / y)(l+\epsilon),
\end{aligned}
$$

where $I \in I<2^{\cdot t}$, if the mantissa has $t$ binary places. Since our examination will be quantitative only, the statements obtained in this section will also hold for computers for which the floating point addition and subtraction are less accurate than supposed in (6.1).

In this section we use the following notation:
(6.2) $Q_{n}^{k}$ and $E_{n}^{k}$ for the floating point numbers which actually are in the computer instead of $q_{n}^{k}$ and $e_{n}^{k}$, respectively.

$$
\begin{equation*}
r\left(q_{n}^{k}\right)=q_{n}^{k}-q_{n}^{k} \tag{6,3}
\end{equation*}
$$

$$
\begin{equation*}
r\left(e_{n}^{k}\right)=E_{n}^{k}-e_{n}^{k} \tag{6.4}
\end{equation*}
$$

$$
\begin{equation*}
\delta\left(q_{n+1}^{k}\right)=Q_{n+1}^{k}-\left(E_{n}^{k}-E_{n}^{k-1}+Q_{n}^{k}\right) \tag{6,5}
\end{equation*}
$$

$$
\begin{equation*}
\delta\left(e_{n+1}^{k}\right)=E_{n+1}^{k}-\left(Q_{n+1}^{k+1} / Q_{n+1}^{k} \times E_{n}^{k}\right) \tag{6.6}
\end{equation*}
$$

We want to express the errors on $q_{n+1}^{k}$ and $e_{n+1}^{k}$, that is $r\left(q_{n+1}^{k}\right)$ and $r\left(e_{n+1}^{k}\right)$ by means of the errors from row $n$.

The formulas used in the progressive form of the $Q D$ algorithm are

$$
\begin{align*}
& q_{n+1}^{k}=e_{n}^{k}-e_{n}^{k-1}+q_{n}^{k}  \tag{6.7}\\
& e_{n+1}^{k}=q_{n+1}^{k+1} / q_{n+1}^{k} \times e_{n}^{k}
\end{align*}
$$

In the computer these formulas may be substituted by means of

$$
\begin{equation*}
Q_{n+1}^{k}=\left[\left(E_{n}^{k}-E_{n}^{k-1}\right)\left(1+\epsilon_{1}\right)+Q_{n}^{k}\right]\left(1+\epsilon_{2}\right) \tag{6.9}
\end{equation*}
$$

$$
\begin{equation*}
E_{n+1}^{\mathrm{K}}=\left[\left(Q_{\mathrm{n}+1}^{\mathrm{k}+1} / Q_{\mathrm{n}+1}^{\mathrm{k}}\right)\left(1+\epsilon_{3}\right) \times \mathrm{E}_{\mathrm{n}}^{\mathrm{k}}\right]\left(1+\epsilon_{4}\right) \tag{6.10}
\end{equation*}
$$

Now

$$
\begin{aligned}
r\left(q_{n+1}^{k}\right) & =Q_{n+1}^{k}-q_{n+1}^{k} \\
& \left.=\left(E_{n}^{k}-E_{n}^{k-1}+Q_{n}^{k}\right)+\delta\left(q_{n+1}^{k}\right)-e_{n}^{k}-e_{n}^{k-1}+q_{n}^{k}\right) \\
& =\left(E_{n-}^{k} e_{n}^{k}\right)-\left(E_{n}^{k-1}-e_{n}^{k-1}\right)+\left(Q_{n}^{k}-q_{n}^{k}\right)+\delta\left(q_{n+1}^{k}\right) .
\end{aligned}
$$

and we obtain

$$
\begin{equation*}
r\left(q_{n+1}^{k}\right)=r\left(e_{n}^{k}\right)-r\left(e_{n}^{k-1}\right)+r\left(q_{n}^{k}\right)+\delta\left(q_{n+1}^{k}\right) . \tag{6.11}
\end{equation*}
$$

Furthermore

$$
r\left(e_{n+1}^{k}\right)=\frac{Q_{n+1}^{k+1}}{Q_{n+1}^{k}} \times E_{n}^{k}+\delta\left(e_{n+1}^{k}\right)-\frac{q_{n+1}^{k+1}}{q_{n+1}^{k}} \times e_{b}^{k}
$$

which may be approximated by

$$
\begin{equation*}
r\left(e_{n+1}^{k}\right) \approx \frac{e_{n}^{k}}{q_{n+1}^{k}} r\left(q_{n+1}^{k+1}\right)+\frac{q_{n+1}^{k+1}}{q_{n+1}^{k}} r\left(e_{n}^{k}\right) \frac{q_{n+1}^{k+1} e_{n}^{k}}{\left(q_{n+1}^{k}\right)^{2}} r\left(q_{n+1}^{k}\right)+\delta\left(e_{n+1}^{k}\right) \tag{6.12}
\end{equation*}
$$

Before we draw any conclusions from the formulas (6.11) and (6.12) we consider the terms $\delta\left(q_{n+1}^{k}\right)$ and $\delta\left(e_{n+1}^{k}\right)$. By means of (6.5) and (6.9) we find

$$
\begin{aligned}
\delta\left(q_{n+1}^{k}\right) & =\left[\left(E_{n}^{k}-E_{n}^{k-1}\right)\left(1+\epsilon_{1}\right)+Q_{n}^{k}\right]\left(1+\epsilon_{2}\right)-\left(E_{n}^{k}-E_{n}^{k-1}+Q_{n}^{k}\right) \\
& =\left(E_{n}^{k}-E_{n}^{k-1}\right)\left(\epsilon_{1}+\left[\left(E_{n}^{k}-E_{n}^{k-1}\right)\left(1+\epsilon_{1}\right)+Q_{n}^{k}\right] \epsilon_{2}\right.
\end{aligned}
$$

(6.13)

$$
\begin{aligned}
& \approx\left(E_{n}^{k}-E_{n}^{k-1}\right)\left(\epsilon_{1}+\epsilon_{2}\right)+Q_{n}^{k} \epsilon_{2} \\
& \approx\left(e_{n}^{k}-e_{n}^{k-1}\right)\left(\epsilon_{1}+\epsilon_{2}\right)+q_{n}^{k} \epsilon_{2} .
\end{aligned}
$$

(6.6) and (6.10) may be used to obtain

$$
\begin{aligned}
\delta\left(e_{n+1}^{k}\right) & =\left[\left(Q_{n+1}^{k+1} / Q_{n+1}^{k}\right)\left(1+\epsilon_{3}\right) \times E_{n}^{k}\right] \times\left(1+\epsilon_{4}\right)-\left(Q_{n+1}^{k+1} / Q_{n+1}^{k} \times E_{n}^{k}\right) \\
& =\left(Q_{n+1}^{k+1} / Q_{n+1}^{k} \times E_{n}^{k}\right) \epsilon_{3}+\left[\left(Q_{n+1}^{k+1} / Q_{n+1}^{k}\right)\left(1+\epsilon_{3}\right) \times E_{n}^{k}\right] \epsilon_{4} \\
& \approx\left(Q_{n+1}^{k+1} / Q_{n+1}^{k} \times E_{n}^{k}\right)\left(\epsilon_{3}+\epsilon_{4}\right) \\
& \approx e_{n+1}^{k}\left(\epsilon_{3}+\epsilon_{4}\right) .
\end{aligned}
$$

From the limit theorems we know that $e_{n}^{k} \rightarrow 0$ and $q_{n}^{k} \rightarrow z_{k}$ as $n \rightarrow \infty$. Hence

$$
\delta\left(e_{n+1}^{k}\right) \approx 0
$$

and

$$
\delta\left(q_{n+1}^{k}\right) \approx z_{k} \in
$$

$$
\begin{equation*}
r\left(e_{n+1}^{k}\right) \approx \frac{z_{k+1}}{z_{k}} r\left(e_{n}^{k}\right) \tag{6.15}
\end{equation*}
$$

These results together with (6.11) show that although the error $r\left(q_{n+1}^{k}\right)$ may not decrease with increasing $n$ this error will not increase very rapidly.

Hence we may conclude:
The progressive form of the \&D-algorithm is only "mildly" unstable.
6.2 The stability of the forward $\mathrm{f}_{\mathrm{P}} \mathrm{rm}_{\mathrm{m}}$ of the QD-algorithm,

When the formulas (1.4) and (1.5) from the forward form of the algorithm are used instead of (6.7) and (6.8) we find the relations

$$
\begin{equation*}
r\left(q_{n+1}^{k+1}\right) \approx \frac{e_{n+1}^{k}}{e_{n}^{k}} r\left(q_{n+1}^{k}\right)+\frac{q_{n+1}^{k}}{e_{n}^{k}} r\left(e_{n+1}^{k}\right)-\frac{e_{n+1}^{k} q_{n+1}^{k}}{\left(e_{n}^{k}\right)^{2}} r\left(e_{n}^{k}\right)+\delta\left(q_{n+1}^{k+1}\right) \tag{6.16}
\end{equation*}
$$

$$
\begin{equation*}
r\left(e_{n}^{k+l}\right) \approx r\left(q_{n+1}^{k+l}\right)-r\left(q_{n}^{k+l}\right)+r\left(e_{n}^{k}\right)+\delta\left(e_{n}^{k+l}\right) \tag{6.17}
\end{equation*}
$$

Since $e_{n}^{k} \rightarrow 0$ and $q_{n+1}^{k} \rightarrow z_{k}$ as $n \rightarrow \infty$ we may conclude from (6.16) that the forward form nof the $Q D$ algorithm is "strongly" unstable.

Part 2: ALGOL procedures and numerical experiments
7. The procedure QDPOSITIVE

### 7.1 Introduction

The numerical experiments with the QD-algorithm were carried out on the Burroughs B 5000 computer at Stanford. The programs were written in

Extended ALGOL for the B 5000. The part of this language used in the programs is so close to the corresponding part of the ALGOL 60, that I have chosen to show the B 5000 procedures which have been used in practice instead of ALGOL 60 procedures. In fact, the only changes needed in the following B 5000 procedure QDPOSITIVE in order to have a correct ALGOL 60 procedure are:

1) The basic symbol+ should be changed to $:=$.
2) BEGIN, COMMENT etc. should be begin, comment etc.
3) The brackets following the array identifiers in the specification should be removed.

### 7.2 Description of the procedure

In order to avoid to many comments in the procedure a description of the parameters, the main features of the algorithm, the' storage; requirements -etc.are given below:

## 1. Parameters

Input parameters:

N

POLY

EPS

MAX

JUMP
the degree of the polynomial. an array which holds the $(N+1)$ coefficients of $a_{N} x^{N}+\cdots+a_{1} x+a_{0}$ with $a_{N}$ in POLY[0], $a_{N-1}$ in POLY[1] etc.
a real number specifying "the tolerance." cf. section 3 below.
an integer specifying the maximum numbers of rows of the $Q D$ scheme to be used.
a label to which exit is made when the roots are not found by means of less than MAX rows.

R00TS

ROWS
an array which upon exit holds the $N$ roots of the polynomial equation. an integer which upon exit holds the number of rows used in the calculations.

## 2. Method

In the general case Q,DPOSITIVE computes $N$ rows of the $Q D$ scheme. Then a translation from 0 to $q_{N}^{N}$ is carried out, and $N$ rows of the new $Q D$ scheme are computed etc., until ( $N-1$ ) $q_{N}^{N}<E P S$. Now the smallest root is computed, and the process is continued with (N - 1) rows until the next root is computed etc.

Before the $Q D$ schemes are computed the procedure checks if all the remaining roots are equal. This check is carried out by means of a very simple device which consists of a comparison of the arithmetic and the geometric mean of the remaining roots. When the roots are positive these means will be equal if and only if the remaining roots are equal.

## 3. Accuracy

The theory of the algorithm used (chapter 5) says that the maximum error should be less than or equal to the value of the parameter EPS. Since the progressive form of the QD-algorithm is mildly unstable and since the translations used will introduce other errors this will in general not be true. In numerical experiments with equations of degrees between 4 and 10 the first five digits have been correct in all cases (see the examples in 7.4).
4. Btorqgei rements

The procedure uses approximately ( $N+4$ ) XN cells for storing local variables.

PROCEDURE QDPOSITIVE(N,POLY,ROOTS,EPS,MAX,JUMP,ROWS) B VALUEN,EPS,MAX 3 INTEGER N,MAX,ROWSBARRAY POLY\{O\},RDOTSTI]BREALEPSBLABEL JUMP\}

BEGIN INTEGERS,K,R,I,TIREAL AM,GM,COR,COILABELSTOP,AGAIN; ARRAY Q[IIN,IBN],E,POL,POLI\{O:N]\} FOR S\&O STEP 1 UNTILN DO POL[SJ\&POLITSJ+POLY(SJ $\operatorname{COR+CO+OBR+OS~}$ FORS\&NSTEP-IUNTIL 2 DO BEGIN AM*ABS(POL:[1]/S)BGM*ABS(POL[S)*(1/5))B
'IF ABS(AM-GM)<EPS THEN
BEGINFORT\&IS TEPIUNTILS DOROOTSITI+AM+COR3 go TO STOP

## ENDJ

AGAINI
FORI+1STEP 1 UNTILS-1 DO
BEGINQ[I,I]+0sE[I]+POL[I+1]/POL[I]s
END:
$R \not R+1 J$
O[1, 1$\}+\operatorname{POL}[1] / P O L[0] s O[1, S]+E[0]+E[S]+0\}$
FOR T+2 STEPIUNTILSDO
BEGINFORI+ISTEP 1 UNTILS DO $0[T, I]+E[I]-E[I-1]+Q[T-1, I]\} R+R+1\}$ FORI+1 STEP 1 UNTILSEIDO E[I]+Q[T,I+I]/Q[T,I]XE[I]

## END J

IF (N-1) $\times Q(S, S)$ SEPS THEN
BEGIN ROOTS[S\}+AM+Q[S,S]+COR\}
IF SくN THEN AM\&AM•ROOTSES+13B
FOR I+S STEP-IUNTILIDO
F O R T+1 STEPIUNTILIDO
POLI(T]+POLI(T)+AM XPOLITT-1])
IF S:2 THEN ROOTS[1]+Q[2:1]+COR
END ELSE
BEGIN COR+COR+Q[S,S])CO4Q[S,S])
IFRZ MAX THEN GO TO JUMP!
FORI+S STEP -I UNTILIDO
FOR T+1STEP 1 UNTIL I D 0POL[TG+POL[T]+COXPOL[T-1]s
go to again
ENDS
ENDJ
S̄TOP: ROWS\&RS
END ODPOSITIVES

### 7.4 Examples

1. $p_{4}(x)=x^{4}-8 x^{3}+24 x^{2}-32 x+16$

Exact roots: 2, 2, 2, 2.
The following output was obtained:
Table 1
COEFFICIENTS:
$\begin{array}{lllll}1.00000000 & -8.00000000 & 24.00000000 & -32.00000000 & 16.00000000\end{array}$
ERS $=0.00000001$ NUMBER OF ROWS $=0$
ROOTS:
$\begin{array}{llll}2.00000000 & 2.00000000 & 2.00000000 & 2.0000000\end{array}$
2. $p_{4}(x)=x 4-8 x^{3}+23.98 x^{2}-31.92 x+15.9201$

Exact roots: 2.1, 2.1, 1.9, 1.9.
The following output was obtained:
Table 2
COEFFICIENTS:
$\begin{array}{llllll}1.00000000 & -8.00000000 & 23.98000000 & -31.92000000 & 15.92010000\end{array}$
ERS $=0.00000001$ NUMBER OF ROWS $=54$
ROOTS:

$$
\begin{array}{llll}
2.09999999 & 2.09999999 & 1.90004137 & 1989995865
\end{array}
$$

The details of the computation in example 2 are shown on the next pages where the 54 q-rows and the 54 e-rows are printed.


3. $p_{4}(x)=x^{4}-8 x^{3}+23.9999 x^{2}-31.9996 x+15.9996$

Exact roots: 2.01, 2, 2, 1.99.
The following output was obtained:
Table 3
COEFFICIENTS:
$\begin{array}{lllll}1.00000000 & -8.00000000 & 23.99990000 & -31.99960000 & 15.99960000\end{array}$
EPS $=0.00000001$ NUMBER OF ROWS $=72$
ROOTS:
$2.00996394 \quad 2.00087089 \quad 1.99912488 \quad 1.99004029$
4. $p_{10(x)}=x^{10}-20 x^{9}+171 x^{8}-816 x+2380 x^{6}-4368 x^{5}$ $+5005 \frac{4}{x}-3432 x^{3}+1287 x^{2}-220 x+11$.

The following output was obtained:
Table 4
COEFFICIENTS:
$1.00000000-20.00000000171 .00000000-816.00000000 \quad 2380.00000000$
$\begin{array}{llllll}-4368.00000000 & 5005.00000000 & -3432.00000000 & 1287.00000000 & -220.00000000\end{array}$
11.00000000

EPS $=0.00000001$ NUMBER OF ROWS $=191$
ROOTS:

| 3.91898807 | 3.68250232 | 3.30972557 | 2.83082807 | 2.28463026 |
| :--- | :--- | :--- | :--- | :--- |
| 1.71537022 | 1.16916998 | 0.69027853 | 0.31749293 | 0.08101405 |

The polynomial $\mathrm{p}_{10}(\mathrm{x})$ is the characteristic polynomial corresponding to the matrix considered in example 8.1 in the next chapter. In all cases the first six figures are correct and all eight figures are correct in the three smallest roots.
8. Examples of computation of eigenvalues.

### 8.1 Introduction

The following two examples ought to be considered as illustrations of the QD-algorithm as a rootfinder, and not as examples of the QD-algorithm as a method for finding eigenvalues. The reason for this point of view is simply that the method used in the examples merely consist of a computation of the characteristic polynomial followed by the use of a QD-procedure similar to QDPOSITIVE. This does not mean that the QD-algorithm in general cannot be considered as a good method for finding eigenvalues, but it means that the
 the given matrix and not via the coefficients of the characteristic polynomial.

### 8.2 An example of the computation of the eigenvalues of a symmetric three-

## diagonal matrix.

The matrix used was the following $10 \times 10$ matrix


The eigenvalues of $A$ are given by means of the formula,

$$
\begin{equation*}
E_{p}=2 \sin ^{2}\left(\frac{p \prod}{2(N+1)}\right), \quad p=1,2, \ldots N \tag{8.1}
\end{equation*}
$$

where N is the order of the matrix ( $\mathrm{N}=10$ ).
The following output was obtained (the numbers in the column "CORRECT EV" were computed by means of (8.1))

THE CHARACTERISTIC POLYNOMIAL HAS THE COEFFICIENTS:
$1.00000000 @+00$
$-2.00000000 @+01$
$1.71000000 @+02$
$-8.16000000 @+02$
$2.38000000 @+03$
$-4.36800000 @+03$
$5.00500000 @+03$
$-3.43200000 @+03$
$1.28700000 @+03$
$-2.20000000 @+02$
1.10000000@+01

NUMBER OF ROWS $=138 \quad$ EPS $=0.00000001$

EIGEN-VALUE NR

1

2

3
4
5
6
7

8

9
10

EV COMP QD-ALGORITHM
$3.918986773 @+00$
$3.682505627 @+00$
$3.309722197 @+00$
$2.830829878 @+00$
$2.284629734 @+00$
$1.71537-294 @+00$
1.16916997~00
6.902785321@-01
$3.174929343 @-01$
8.101405277@-02

CORRECT EV
ERRORXI000000
$3.918985945 @+00 \quad 8.276 @-01$
$3.682507063 @+00 \quad-1.436 @+00$
$3.309721464 @+00 \quad 7.333 @-01$
$2.830830022 @+00-1.434 @-01$
2.284629673@+00 6.103@-02
$1.715370320 @+00-2.593 @-02$

1. 169169972@+00 6.956@-03
6.902785306@-01 1.432@-03
3.174929336@-01
6.858@-04
8.101405259@-02
1.835@-04

8-3 An example of the computation of the eigenvalues of a symmetric full matrix. The matrix used was the following $4 \times 4$ matrix, which is used in Faddeev and Faddeeva [ 4] (p. 281)
$A=\left|\begin{array}{llll}1.00 & 0.42 & 0.54 & 0.66 \\ 0.42 & 1.00 & 0.32 & 0.44 \\ 0.54 & 0.32 & 1.00 & 0.22 \\ 0.66 & .0 .44 & 0.22 & 1.00\end{array}\right|$

The characteristic polynomial of $A$ is

$$
\lambda^{4}-4 \lambda^{3}+4.752 \lambda^{2}-2.111856 \lambda+0.28615248
$$

where the coefficientsare computed exactly.

```
    Faddeev and Faddeeva give the following eigenvalues (computed within
5.10-9):
```

$$
\begin{aligned}
& \lambda_{1}=2.32274880 \\
& \lambda_{2}=0.79670669 \\
& \lambda_{3}=0.63828380 \\
& \lambda_{4}=0,24226071
\end{aligned}
$$

## The following output was obtained:

## THE CHARACTERISTIC POLYNOMIAL HAS THE COEFFICIENTS:

$1.00000000 @+00$
$-4.00000000 @+00$
$4.75200000 @+00$
$-2.11185600 @+00$
2.86152480@-01

NUMBERS OF ROWS $=24 \quad$ EPS $=0.00001000$

| EV NR | EV COMP BY QD |
| :---: | :---: |
| 1 | $2.322748800 @+00$ |
| 2 | $7.967066889 @-01$ |
| 3 | $6.382838028 @-01$ |
| 4 | $2.422607083 @-01$ |
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