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. Introduction: the Bairstow Process

The basic idea for finding the roots of real polynomals by finding

a quadratic factor nakes use of the followng identity

n-1+ 2 -0 -
(aoxn+a X . ..+an) = (x -ozx-{s)(boxn +blxn 5+...+bn 2) + AX + B, (1)
Equating coefficients gives (wth b_l =b, = 0):
bk:ak+abkl+5bk2 (2)
for k =0,1,..., n-2 and
A=a | tadb, 5+ an_3
3)

B:%+an2

Beginning with arbitrary o and' By (2) and (3)can be used to de-
fine an iterative process for getting a quadratic factor. At the ith
step o and p, are used in (2) to provide coefficients bk ; after

which, (3)is solved for a;,; and B, , Wth Aand B set to zero.

1
This is usually known as Lin's nmethod [2], which was extended and

studied by Friedman [3] and Luke and U ford [4]. The convergence proper-

ties have not been fully established, but the nethod is often slowy

conver gent.

* The work of the first author was in part supported by NSF and ONR
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The Bairstow nethod [1] consists of solving the system

A= A(ayB) =0

B=3B(ap) =0

by Newton's process of successive approxinations. The theorem of Kanto-
rovich [5] gives conditions on A and B and on the starting val ues
. Bo whi ch ensure convergence. The verification of these conditions
Is not conputationally feasible, but the method is usually quadratically
convergent. Mre precisely, if we fornulate the algorithmas in [6],
viz, replacing a, and B bya, + & and B + ¢, where & and e
satisfy
A+ éAa + eAB =0

) =
B + Boc+€BB 0

(subscripts denote partial differentiation), then the iteration procedure
Is  quadratically convergent if the sequences {c } and {g} have

l[imts s and t respectively, and further

a B

D= £ 0 at (s,t)
B, B
a B

This criterion is applied in the generalization which follows.
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[I.  Ceneralized Bairstow Al gorithm

Consider (cf. identity (1) )

aoPn + aan_l +...+ anPO

= (Pe-aPl—BPo)(boPn LIRS P ) + AP

1l'n3 nz2o +BP0

1

wher e Pn(x) are nth degree polynomals satisfying a three termre-

cursion

PnJrl =(cnx + dn>Pn + enPn-I' W th P_1 =0, P =1.

Thus we can wite

PP = b1 P * ™mPk t Teo1 P

and

upP

+ +
PP Kk TVie1Tke1 © Ykofkop

= +
2Pk = Skrolire T Pre1Pin

for appropriate £, m r, s, etc., so that equating coefficients now gives

Py = Sn- k {ak ¥ (ouzn k" o k)bk-l v(B+ R un-k)tk-z
+ (ar - v )b -w b 3} (La)
n- k n-k’“k-3 n-k n-k
(with b_LL = b_5 =b,=b = 0) for k =0,1,..., n-2, and
A=y vy pt(Brom - m)fy g+ o) - vo ) - Wby g (b )
B=an+pb ,+tord,s Wy 4-

Equations (4a) and (4b) can be used to conpute the factor

(P2 - aP. - BPO) by a natural extension of Bairstow s process. Begin

1
by choosing starting val ues o B Havi ng conput ed a, and By
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(4a) wi Il provide values for the quantities bk and their partial de-

rivatives with respect to o and g . These in turn are used in con-
nection with (4b) to provide values for A, B, Aa, AB’ Ba, Bﬁ Newt on' s
process will yield values for 8§ and ¢, from which 10 Big

fol | ow,

To establish the convergence properties, wite (4) as follows:
P(x) = (P, - aP) - pP )a(x) + AP, + BP .

Theorem If P - sP. - tP is an exact factor with roots r
—_— 2 1 o 1

and r then the convergence o s and g =~ t is quadratic if

2}
Q(rl) and Q(re) are non-zero,

Proof. Differentiation of (4) wr.t. o gives
0 = -PQlx) + (B, - 0P BP )Q_(x) + AP, + BP ,

so that evaluation at o =s, =1, and x =1 gi ves

AP (1) +B, . Py(r)alr)
Simlarly,
ABPl(rl) + By = Q(r;)
Then Aoz AB
D= s 3 = Q(rl) (Aa - ABPl(rl) )
a B

So (i) if r) £ L eval uation of (5) at x = r, gives two nore equa-

tions which solve to yield

©®)
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P(rp)a(r)) - P(ry)alz,)
@ R (r) - P (xy)
a(ry) - alry)
A P (r)) - P (x,)

and thus D = Q(rl)Q(re) ;

(ii) if r, =, =T, differentiation of (5)wr.t. x gives

0= -PlQ(x) - PQ’ (x) + (P, - oP, - BP) 'q, (x)

+ (:P2 - P - BPO)Qa(x) + AP
and evaluation at @ =s, =+t and x = r JiVes
A, = ar) + P ()’ (r)/a .

Simlarly,
A, = Q' (x)a

S0 D= Q(r) .

Thus in either case DA O if Q(rl) and Q(r2) are non-zero.

The proof (i) above is the generalization of the result given by
Henrici [6] which ensures convergence of the Bairstow algorithmto a
quadratic factor of a polynomal if its roots have nultiplicity one.
Ve have shown in (ii) that a root of nultiplicity two can be extracted,
and the procedure remains quadratically convergent.

It is interesting to experiment with the classical Bairstow method
upon polynonial's having repeated roots. It has been observed, for

exanple, that if ry has nultiplicity two and r, is any other root,
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even if an initial approxination closer to (x - rl)(x - r2) than to

is taken, the schene "prefers" to converge to (X - r )2,

2
l) 1
avoi di ng Q(rl) =0 . Sinilarly in the generalization we can say that

(x - r

the extraction of "quadratic factors" P, - 8P, -t can be acconpani ed

with quadratic convergence if the roots of the linear conbination

n

Y a P have nultiplicity two or |ess.
o Kk



—

r—

r— r r-

AN AR A A A

-

[11. Applications

(i) Othogonal polynom als

Othogonal polynomials are inportant in curve fitting, ecf.[7];
they also play an inportant role in Gaussian quadrature. The method
we have presented is applicable to finding the zeros of |inear conbina-
tions of orthogonal polynomals, since such polynomals satisfy a three
term recurrence relationship.

Programm ng experinents using an |1BM 1620 tested the nethod on

n

conbinations of the form ) a where T, (x) is the kth degree
k=0

KR
Chebyshev pol ynonial, and confirnmed the properties of convergence to

the "quadratic factors" T, - sTy -t . The recursion fornulas
_ 1 _
TTe = BTy * T 1) T = 3Ty 4 T )
for Chebyshev polynomals yield
b, =2, +0b , +26b abk_3 - b )
with b, =5, = b—S =b, =0
_ 1 a -
A= a , tab o+ (B - -g)bn_3 t5h4 %bn-S

_ a o1
B=a, +8,,*%8.3- 5b) .

ob, b, . _
The formulas for 5 'S follow easily from (6)and apply to provide

Ay Bgs By By .
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(i1) Ei genval ue problens.

For the tridiagonal matrix

the characteristic polynom a

det(xI - A) = Pn(x)

satisfies

P =1, P = - = -
, s Pz ox dl and Pk+l = (x dk+l)P

K~ Ul fe 1o
so that the method applies to the eigenvalue problemfor arbitrary tri-
di agonal matri ces.

Progranmng tests on synmetric tridiagonal matrices wth known
ei genval ues gave good convergence and accuracy. The eigenval ues were
found in pairs, each pair being deflated out before the subsequent pair
was obt ai ned.

There have been a nunber of algorithms proposed to reduce an ar-
bitrary matrix to tridiagonal form references to these algorithns are
given in [8]. The nethod presented, used in conjunction with such a
routine, offers a contribution to the solution of the conplete eigen-
value problem In particular, when approximations to the eigenval ues
are known this generalization of the Bairstow process is an efficient

means of obtaining final values.
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(iii) Symetric polynom als

Consider a 2nth degree polynonmial of the form

Pgn(z) = az" 4+ a.z t.o.4 a2 toota

2N 2n-1

= QO(Z + 1) + al(z +7) +. ..+ @ .

It is easy to see that if Pgn(z*) =0, then Pgn(l/z*) =0 . Now

P (z) - n-1. -(n-1)
P, (z) = 0 when Wz) -22 = ao(z ;Z ) + a( +Z )+
z
Let us wite
K, -k
R (2) = z gz , so that

w(z) = aORn(z) + &R l(z) + ...+ = R (2) .
Not e t hat
Rk+l(z) = 2Rl(z)Rk(z) - Rk_l(z) .

It is easy to see that the nmethod presented here is applicable even

t hough Rk(z) is not a kth degree polynonial.

Comput er Science Department, Stanford, California 94305

Mat hematics Departnent, COccidental College
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