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ABSTRACT
Using the term 'good as an exsmple, the effect of natural
| anguage input on an interview ng computer programisdescribed.

The programutilizessyntacticand semantic information to generate
rel evant plausible inferences from which statenents for a goal-

directed man-machine dialogue can be constructed.



Machi ne under standi ng of natural |anguage remains a difficult
problem, No satisfactory general sol ution has been proposed. W
prefer to speak of machine utilization of natural |anguage expressions
since we feel it is the purposive goals of a pragmatic context which
are of overriding inportance in any process which mght be terned
‘understanding’ . Qur goals for this conputer program are (a) to
participate in a natural |anguage dial ogue characteristic of diagnostic
psychiatric interviewing and (b) to extract fromthis dialogue belief
propositions about interpersonal relations. Using rough pattern-
mat chi ng heuristics one can get sonewhere with special words and
phrases in this context (Colby and Enea, 1967). A linitation of this
method is its lack of an extensive cognitive data-base made up of
concepts, beliefs and inplications, W shall discuss briefly how such
a data-base of cognitive facts and rules furthers a programs realization
of its goals,

Instead of the neaningless term'neaning’ we shall use the term
‘effect’ to indicate we are concerned with the effects of linguistic
input on a program participating in a dialogue. As an illustration we
wi |l describe a short procedure (part of a larger program devoted to
the simlation of belief systens) which deals with words whose effect
in a given phrase depend on their conbination with other words. As
anexanpl e we shall use the common word 'good'.  Conplaints have been

raised about its anbiguity and nultineanings (Ziff, 1960). Qur claim
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is that all words are anbi guous and polysemic because they are
appel I ations rather than nanes. ‘By itself "good' is a weak synonym
for *excellent* . But in conbinations with other words something else
s involved, That is, the effect of the conbination becones paranount
rather than the effect of the individual words in the conbination.
Chonsky (1967) in discussing universal semantics wites: "It is,
for exanple, a fact of English that the phrase 'a good knife' means
"a knife which cuts well'. Consequently the concept "knife' nust be
specified Tn part in terms of features having to do with characteristic
functions (not just physical properties), and in ternms of an abstract
"evaluation feature' that is determned by such nodifiers as 'good

"terrible", etc. This seens a reasonabl e conclusion. Wile concerned
with language, our goals differ from those of linguists interested in
formation of isolated well-formed sentences rather than in the effects
cf linguistic communication. The natural |anguage found in everyday
conversations is conposed neither of isolated nor well-fornmed sentences,
to say the least, Hence attenpts to derive semantics solely fromthis
type of syntax are hopeless. W are not concerned with |anguage per se
"but inits use for commnication in a particular context.

Qur problemis howto wite a program which could reply to a
phrase such as 'a good knife' wth a statement containing an appropriate
inference, Such a statement would serve to continue a goal-directed

dialcgue Which strives to gain specific information fromthe person

involved, W do not assert that the follow ng procedures for nachine util-
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ization of natural |anguage input represent what happens in human heads
during conversations, W are concerned here only with the goals of a
conputer program and the effects linguistic input from a person have
on it,

Let us first define the terns appellation, nanme, concept,
object, situation, proposition, belief and inplication, (For a nore
detailed description see Tesler, Enea, Colby 1967). An appellation is
a word which may have several referents., The word 'John' can refer to
several different concepts. A concept is an abstract representation
of a set having one or nore members, Thus the appellation 'John' can
refer to concepts of individual objects of the sets nen, dogs
toiiets, etc. A name is unique to a concept, The names JOHN

1

JOHN, (ny uncle) and JOHN, (my dog) refer to specific concepts, The

3
nane DOG stands for the set of dogs while JCHN5 stands for an individua
menber of the set, namely, 'my dog', A situation is described by a
conbi nation of concepts such as_igﬁyé IS A DOG If a proposition is
held as credible, it conprises a belief which has properties of charge
(degree of interest or inport) and credence (degree of credibility).,
An inplication,, containing formal as well as actual names, represents a
relation between two beliefs, e.g. IF X |S A DOG THEN X BARKS.
I nplications also possess the properties of charge and credence, In a
cognitive data-base, beliefs serve as facts about properties, functions
and relations while inplications serve as rules of inference

Taki ng Chomsky's exanple regarding a knife, we shall confine our
attention to natural |anguage expressions having the syntactic patterns:

3

(a friend),



(1) DETERM NER + ' GOOD + NOM NAL

(2) DETERM NER + NOM NAL + LINKING VERB + ' GOOD
Most uses of the word "good" in everyday conversation involve idions
(Good grief!) and these can be handled with a | ookup routine for
idions, The nore difficult problemlies with expressions such as:

(3) John owns a good knife
The phrase 'a good knife' matches the deconposition pattern (1) and
stands for a single node (node A) in a directed graph representation
as in Figure 1. Nodes B and C are named concepts while A is unnaned,
The bond labelled e stands for 'is an instance of' and the bond labelled

p stands for 'has as property'.

[Insert Figure 1 about here)

Thus node A can be read as "something which is an instance of Knife and
has CGood as a property,"

How might a machine be enabled to reply to expression (3) with a
statement such as "The knife cuts well."? First the dictionary
appel l ations must have pointers to all relevant subgraphs (beliefs and
inplications) in which the nodes named KNIFE and GOOD appear, |n a
cognitive data-base the following relevant beliefs (here witten in

English) mght be found:
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(4) Kni ves cut

(5) Knives have bl ades

(6) Knives are nade of steel

The beliefs (4) (5) (6) are ordered according to charge, that
is, the belief of greatest charge, say (4), is consulted first by this
machine at this time,, W assune neta-rules for selection of relevant
information to depend upon the interests of a particular system The
speaker of expression (3)mght be enphasizing John's ownership while
the programis interest as listener is focused, in this case, on the
good knife, Speakers and listeners adjust their interests to one
another in the flow of everyday conversation.

Likewise, starting from the appellation 'good', relevant inplications
are found, e.g.:

(7)!1f X is good, then X is satisfactory

@B)I1f Xis good and Xis a Y and Y does Z, then X does Z wel |
Inplications are also ordered according to charge. In this case
implication (7) is a weak synonynic neaning-rule of |ow charge while
inplication (8) is nuch stronger., Hence in conbination with the highest
charged fact, belief (4), inplication (8)is tried first., Substituting
actual for formal names (again witing in English for clarification)
we obtain:

(9) If something is good and that sonething is a knife and

knives do cut, then that something does cut well.

Having concluded that "something which is a good knife cuts well"', the

rel evant plausible inference:
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(10) The knife cuts well
can be generated. The program for the steps in this procedure is
witten in MLISP, an ALGOL-1ike language which translates into the
S-expressions of LISP (Enea, 1967).

Ofering a statenent such as (10) as a dialogue reply may not
constitute the '"best' reply in accordance with the goals of the
program Using facts and rules as outlined above, a list of infer-
ences can be generated, Wich one is selected for an output statement
in the diafbgue depends on other interviewing criteria which we shall
not discuss here. Replying sinply with the sufficiently relevant (10)
woul d not be considered disruptive to a coherent conversation

In summary, we have described how a conmputer program utilizes
natural |anguage input by conbining syntactic and semantic information
to yield relevant plausible inferences which can serve as the 'basis
for appropriate statements in a particular type of dial ogue. W want
to enphasize that for any man-machine dialogue it is the pragmatic
goal s of a program which determne the effects of linguistic input.

In speaking of the "utilization' and 'effects' of |anguage we are
trying to be nmore explicit about processes conventionally and

obscurely termed 'understanding’ and 'neaning',
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Figure 1l



