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Abstract

In this paper, we describe the lexical insertion process for
generative transformational grammars. W also give detailed descriptions
of many of the concepts in transfornmational theory. These include the
notions of conplex symbol, syntactic feature (particularly contextua
feature), redundancy rule, tests for pairs of conplex synbols, and
change operations that may be applied to conplex synbols. Because of
our general interpretation of redundancy rules, we'define a new conplex
synbol test known as conpatibility, This test replaces the old notion
of nondistinctness. The formof a lexicon suitable for use with a
generative grammar is specified.

In lexical insertion, vocabulary words and associated conplex
synbols are selected froma lexicon and inserted at |exical category
nodes in the tree. Conplex synbols are lists of syntactic features,The

conpatibility of a pair of conplex synbols and the analysis procedure



used for contextual features are basic in determning suitable items for
insertion. Contextual features (subcategorization and selectional) have
much in common with the structural description for a transformation and
we use the same analysis procedure for both. A problem encountered in
the insertion of a conplex synmbol that contains selectional features is
side effects, W define the notion of side effects and describe how
these effects are to be treated

The devel opment of the structure of the lexicon and the |exica
insertion algorithm has been aided by a system of conputer prograns that
enable the linguist to study transformational granmar. In the course of
this devel opnent, a conputer program to perform lexical insertion was
witten. Results obtained using this programwth fragments of trans-
formational grammar are presented. The paper concludes with suggestions
for extensions of this work and a discussion of interpretations of trans-

formational theory that do not fit inmediately into our framework
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1. Introduction

The form and role of the lexicon in transformational grammar have

been considered by Chomsky in Aspects of the Theory of Syntax [3]. The

notions of syntactic feature and conplex synbol introduced there have
substantially altered the role of the lexicon in the theory., |p earlier
di scussions, vocabulary words were selected by terminal rules in the phrase
structure. Context-sensitive phrase structure rules and subcategorization
in the phrase structure were the only devices available to constrain the
choi ce of vocabulary words.  Chomsky now gives two alternative ways of
introducing vocabulary words into the tree, |n the first, the rewiting
rules of the phrase structure are nmodified to introduce conplex symbols.
Vocabul ary words from a lexicon are suitable for insertion in the tree if
their conplex symbol is nondistinct from the conplex synbol in the tree.
In the other alternative, the phrase structure is a sinple context-free
grammar. In this case, a vocabulary word may be inserted if its conplex
synbol is nondistinct from a conplex synbol appearing in the tree (there
are conventions to insure that the lexical category node in the tree and
the category feature of the conplex synbol are the sane) and if the tree
structure is analyzable in such a way as to satisfy the contextual features
appearing in the conplex synbol in the lexicon. |n this paper we will
describe an interpretation of this second alternative for |exical inser-
tion,

To provide perspective for the discussions to follow, we digress
to discuss the environnent in which this research has been conducted.

For the past two years we have been devel oping conputer aids for the



study of transformational grammar. W have devel oped a conprehensive
system that is capable of nodeling all phases of the generation of a
sentence according to a grammar [6, 10]. These phases include the phrase
structure phase, the transformational phase, and what we will call here
the lexical insertion phase, A valuable byproduct of our work has been
the deveiopnent of a formal description of a transformational grammar
[11]. This description serves a dual purpose,, It serves as a definitive
statement of what we mean when we refer to transformational grammar and
also as a definition of the input formats in which a grammar is given

for testing by our system of programs, In Appendix A of this paper we
reproduce the formal syntax that defines the form of a transformational
granmmar as we will use it. This syntax is given in a nodified Backus
Naur Form described in [11]. W wll make frequent reference to this
syntax in our discussions. For the purposes of exposition we adopt an
interpretation of transformational theory that may be sketched as follows.
The generation of a sentence begins with the generation of a base tree

by the phrase structure phase. The terminal string contains synbols

for lexical categories, During the lexical insertion process, which
occurs next, suitable vocabulary words and their associated conplex
synbol s are-selected fromthe lexicon and inserted in the tree. Trans-
formations are then applied and a surface tree is obtained., This inter-
pretation is not universally accepted by all linguists. However,, other
proposal s such as the alternation of lexical insertion and transformations
(Kl'ima [16]) or the possibility of doing some lexical insertion after the
transformations have applied are consistent with the basic |exical insertion

process that we will describe,



™

The primary purpose of this paper is to specify the lexical inser-
tion process. However, we also include a description and definition of
many of the concepts in transformational grammar that relate to the lexi-
con and the insertion process. The notions of conplex synbol, syntactic
feature, contextual feature (which includes subcategorization and selec-
tional features), and redundancy rule are treated. W define the tests
used for conplex synbols and also the change operations allowed for
conpl ex synbols. Qur interpretation of redundancy rule makes necessary
a new test between conplex synbols called conpatibility. This test
includes the old test for nondistinctness. Contextual features are
viewed in much the same way as the structural description for a trans-
formation and we use the same anal ysis procedure for both. These features
determne the tree environment that is suitable for the insertion of a
vocabul ary word. Qur notion of contextual feature is a generalization
of the concept introduced by Chonsky [3]. W& include in this type both
subcat egorization and selectional features. A lexicon wll be defined
that includes the provision for the definition of labels for contextual
features as well as the definition of the other syntactic features,
redundancy rules, and the lexical entries themselves. In the lexica
insertion process, the main items of interest are the selection of a
lexical itemfor insertion in the tree and the treatnment of the side
effects fromthe insertion of a lexical item Side effects nust be
eonsi dered whenever a conplex symnbol containing a contextual feature
with an enbedded conplex symbol is inserted

Qur devel opnent of an algorithm to describe the lexical insertion

process has been aided by the system of prograns nentioned earlier. W



have tested the al gorithm by generating sentences using grammars from
the literature [3, 18, 21, 22]. The results of these experinents are
reported in [7, 8 9]. In each case, the grammar was witten according
- to the syntax of Appendix A and the sentences were generated by the
conputer. These tests have made apparent many otherw se subtle points
in the grammars. Results from the conputer runs will be used to illustrate
the operation of the algorithm For each grammar, a small |exicon of
approxi mately 100 vocabulary words was defined. W felt it nore instruc-
h tive to understand the process through the use of a small |exicon than
to attack the data-processing problens incurred in dealing with large
| exicons. The program that executes the lexical insertion algorithm was
witten in the FORTRAN programm ng |anguage [15] and is discussed by
Bredt [1].
- In the next section, we discuss the basic concepts that are
essential in the understanding of the remminder of the paper. These
concepts include conplex synbol, feature, and feature specification.
W also discuss conplex synbol operations, the use of redundancy rules,
and the conpatibility test for conplex symbols.= W conclude the section
- with a discussion of contextual features, In the follow ng section, the
formand content of the lexicon are given. Next we give a description
of the lexical insertion algorithm and an extended exanple of its use.
The paper concludes with suggestions for extensions of this work and
with a discussion of alternative formulations of transformational theory

~— that mght benefit from study with the methods used in this research.




2. Basic Concepts

Conpl ex synbols, features, and feature specificationg

A conplex synbol is a list of feature specifications, interpreted
as a conjunction, and enclosed in vertical bars "|". A feature specifi-
cation consists of a value and a feature. W allow the values + - and
* , The indefinite value * in a feature specification in a conplex
synbol indicates that the conplex symbol is marked for that feature, but
that the value is unspecified. The-value * is not allowed in a conplex
synbol in a tree; when a conplex symbol is inserted in a tree, each value
*¥ is changed to either + or -.

Four types of features are provided: category features, inherent

- features, rule features, and contextual features. A category feature
denotes a | exical category such as noun (N) or verb (V). A positively
specified category feature in a conplex synbol indicates the type of
category node at which the conplex synbol may be inserted. W require
that a conplex synmbol contain at nost one positive feature specification
for a category feature, conplex synbols in the entries of the lexicon
must contain precisely one. If a conplex synbol is positively specified
for one category feature, it is -inplicitly specified negatively for all
other category features

Inherent features denote unanal yzable qualities such as HUVAN
or ABSTRACT . Rule features are transformation names used as features.
For the purposes of lexical insertion, they in no way differ from inherent
features. A contextual feature is used to describe a particular environ-
ment (or context) for lexical insertion. W defer the discussion of these

features until later in this section.




Conpl ex synbols are introduced into a tree by the lexical insertion
process and may be noved or altered by transformations. |n |exical inser-
tion, conplex synbols are attached only to |exical category nodes. Wen
a vocabulary word has been selected for insertion, the associated conplex
synbol is merged with any conplex synmbol that may already be on the |exica
category node; and the vocabulary word, without its conplex synbol, is
attached as the daughter of the lexical category node. Sone grammars,

e.g. [21], have assuned that the conplex synbol is associated with the
vocabul ary word directly, Mnor nodifications are required in such
grammars to adapt them to our interpretation., The exanple bel ow shows

the position of conplex synbols in a tree

s

[ N
+ N ..o N +V eV NP
+ HUMAN l + TRANS l I\
- ABSTRACT , - .
h - Tom hi t DET ...+ N
| T - HUMAN
- ANl MATE

the ball “

Conpl ex synbol conpari sons

In [6], basic conparisons and changes involving conpl ex symbols
are defined. Each of these operates on pairs of feature specifications
for a feature. The result depends on the conbination of the values
+ - and * and also abs (absent). A conparison is conveniently

represented as a matrix in which the entry indicates the result of the
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conparison.  Conpl ex synbol changes are |ikew se specified by a matrix,
but in this case the entry is the final value for the feature after the
change is nade.

For lexical insertion, the basic conparison will be conpatibility.

To define conpatibility we must first define nondistinctness.

Definition: Two conplex synbols are nondistinct if all their
feature specifications are nondistinct; that is
if no feature has the value + in one and the

value - inthe other.'1

Using T to represent true, F for false, and abs for absent, the

nondi stinctness conparison for two feature specifications A and B

s given by the follow ng natrix.
NONDI STI NCTNESS
A B+ - ¥ abs
. +.|T & T T
F T T T
- * IT T T T
abs|T T T T
Ve defer the discussion of the conpatibility test until later in this

section after nore concepts have been introduced.

L. , .
Category features are a special case. Two conplex synbols are distinct

if they are positively specified for different category features. W

could have avoided this convention by using redundancy rules to indicate
that if a conplex synbol is positively specified for one category, it is
negatively specified for all others, e.g., |+ N|] = |- V - COP - DET| .




The conparison operation, known as inclusion, is defined by the matrix
below. The matrix represents the comparision A included in B .
Notice that neither + nor - is included in * . This wll be

important in the discussion of redundancy rules.

| NCLUSI ON
(of Ain B)

A Bl * abs

Conpl ex synbol changes

In applying redundancy rules and in conbining a conplex synbol

with another conplex synbol already in the tree, the operation nerge

is used. In nerging Ainto B, each feature specification of Ais

merged into the corresponding feature specification of B, according

to the following matrix..

MERGE
(Ainto B)

A Bl * abs
+ |+ + + +
* + - * *
abs:] + - * abs




This test is useful in making structural changes in transformations and
in expanding conplex synbols by redundancy rules, Notice that if the
conplex symbols A and B are distinct, the values of features in B

will be altered.

Redundancy rul es

The purpose of redundancy rules is to add feature specifications

‘to a conpl ex symbol by a general rule whenever this is possible. These

rules are useful in avoiding the specification of redundant features

when defining lexical entries, A redundancy rule has the formA =B
where A and B are conplex symbols, Any conplex synbol that includes
the conplex synbol on the left-hand side of the redundancy rule inplicitly
includes the conplex synbol on the right. Notice that we allow conplex
synbols to appear on the left of redundancy rules, not just single feature

specifications. This means that we can have rules of the form

[+A - B] = |+ ¢

This capability is useful in the follow ng situation. First, a redundancy
rule may be nmade to apply only in the context of a specific category sym
bol. If we wote the rule |+ HUMAN| => |+ ANIMATE|, and then noved
the feature specification + HUMAN froma noun to a related WH we
would inplicitly mrk the WH also as + ANNMATE . If we wish to avoid
this and mark the WH only with + HUMAN, the redundancy rule can be

witten |+ N + HUMAN| => |+ ANIMATE| .



Chonsky [3], uses rules very simlar in formto redundancy rules

in his first alternative for introducing conplex synbols into trees.
These rules, such as |+ ANIMATE| = |+ HUMAN| are not actually redun-
= dancy rules in the sense used here; rather, they are generative rules.
The interpretation of the rule just given would be that any conplex
synbol containing the feature specification + ANIMATE nmust al so be
specified for the feature HUMAN . Rules of this form though super-
ficially like the redundancy rule |+ ANIMATE| => [* HUMANI, are not
—~ used in our interpretation, since this would mean that for any particul ar
animte vocabulary word the choice between + HUMAN and - HUMAN was
arbitrary. For vocabulary words this is not the case. Therefore, we
do not allow redundancy rules in which the value ¥ is used in the
conpl ex synbol on the right.
~ A redundancy rule with the indefinite value ¥ on the left is

admissible. The rule

|* HuMAN| = |+ ANI MATE|

~- Is equivalent to the two rules

|+ HUMAN| => |+ ANI MATE|

- |- muaN| => |+ ANI MATE|

and may be regarded as an abbreviation for that pair of rules.
V¢ now observe why the result of the inclusion comparison for

|- Al included in *|A or # A| included in [* A] nust be false.

10




If we had the redundancy rule |-A( => |- B|] then the conplex symbol
|* A] woul d be expanded to |* A - B| which is equivalent to [+ A - B]
or |-A -3B| . Actually, the result of the application of the redundancy

rule should be equivalent to either |+4 or |- A- B|.

The conpatibility test

Al'l owi ng redundancy rules to have conplex synbols on the left-
‘hand side introduces a conplication into the testing of pairs of conplex
symbols, The basic test for lexical insertion can no |longer be nondis-

tinctness, but nust be conpatibility, defined as follows:

Definition: Two conplex synbols are conpatible if
(a) they are nondistinct, and (b) the application
of the redundancy rules to the result of nerging

them does not change the value of any feature.

To see that this criterion nust replace nondistinctness as a test,
notice that the conplex synbols |+ A] and |- B - c| are nondistinct,
but in the presence of the redundancy rule |+ A - B] => |+ ¢| they
are not conpatible.

The actual execution of the conpatibility test is conplicated by
the possible presence of the value * in the conplex synbol obtained
when the pair of conplex synbols is nmerged prior to expansion by the
redundancy rules. The appearance of the value * denotes an abbreviation
for two conplex synbols, one positively specified for the feature and one
negatively specified. In general, if the value * appears n tines,

the conmplex synbol is an abbreviation for ot conpl ex synbols. To

11
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illustrate, if we are to test the conplex symbols |+ A + D| and
[+A *B *c| for conpatibility, we find first that they are non-
distinct. The result of merging themis [+ A* B % ¢ + D] which

is an abbreviation for the four conplex symbols

[+ A4 +B +C + D
[+A +B -¢C + D]
|[+A - B +C + D]

[+A - B - C + D]

Now the redundancy rules may be such that all, sonme, or none of these
possibilities are good. For exanple, if the redundancy rule |+ D| =
|- ¢| exists, then the second and fourth conplex symbols above are
possi bl e choices. For this reason the result of the compatibility test
nmust be not only true or false to indicate conpatibility or inconpati-
bility, but it nmust also give the resultant expanded conplex synbol
When * values are present, the possible complex synbols are tested

in a random nmanner such that each possibility has equal I|ikelihood of
being tested until a conpatible result is found. This conplex symbo
is returned as part of the test. If all conplex synbols fail when
expanded by the redundancy rules, the test returns the value false to
indicate inconpatibility. Notice that the conplex symbol that is the
result of the conpatibility test does not contain the value * . The
value * is changed to either + or - before a conplex synbol is

inserted in the tree.

12
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Contextual features,

Contextual features are used in the lexicon to describe tree
environnments where a vocabulary word may appear. |f a vocabulary word
is positively specified for a contextual feature, the word may appear
only in that context; if negatively specified, the word may not appear
in that context. A contextual feature with the value * has no inter-

pretation. Strict local subcategorization [3, p.99] is an available

option, but is not a requirement in the definition of contextual features.

A contextual feature may be given either by a contextual feature descrip-
tion or by a contextual feature label. The label is sinply an abbreviated
notation for the conplete feature description and is defined in the pre-
| exi con portion of the [|exicon.

The form of a contextual feature description is defined by syntax

rule 4.09 of Appendix A given below.

contextual feature description ::= (_structure opt[ , WHERE restriction ])

This format is very simlar to the definition of a structural description
for a transformation (rule 2.01). The structure portion must begin wth
a node name. The sane analysis procedure is used for structural descrip-
tions and for contextual features.

Syntax rule 2.02 of Appendix A gives the full syntax for a struc-
tural analysis. A structural analysis may be enbedded in the structure
portion of a contextual feature. The analysis process is discussed by
Friedman and Martner [12], and by Friedman [6]. W di scuss some of the

nmore inportant aspects as they relate to contextual features. The

15



underline __ corresponds to the category node for which |exical inser-
tion is to be performed. The symbols ( and ) are used to indicate
doninance in the tree. If a slash / precedes the (...}, the
domi nance may be noni nmediate. A skip symbol % may be used to avoid
the specification of irrelevant structure. The negation of a structural
analysis is indicated by preceding it by the symbol ~.

In the exanples to follow, the trees can be considered to have

been generated according to the follow ng phrase structure rules.

S-# N VP #
VP = V (NP)

NP = (DET) N

The contextual feature |abel TRANS defined by

TRANS = ( VP ( __ NP ) )

appearing in a conplex synbol for a verb could be used to indicate a
transitive verb (+ TRANS) or an intransitive verb (- TRANS). An

exam nation of the tree-below for the contextual feature TRANS shows
that the structure is present. Thus a verb with the feature specification
+ TRANS woul d be suitable for insertion, and one with the feature speci-
fication - TRANS would not. If the feature specification is ontted,

the verb will be suitable for insertion.

14
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The contextual feature TRANS is an exanple of a strict |local subcate-
gorization feature as discussed by Chonsky [3].

The contextual feature |abel ANIMSUB defined by

ANTMSUB = ( s ( # NP ( % N|+ ANTMATE|) VP ( _ %) # ) )

may be used to specify that a verb nust take an aninate subject. A
verb positively specified for this contextual feature can appear in the

tree bel ow

#—53 ¥

D/i...[+MIMTH \‘/ NP

Contextual features that include conplex synbols correspond to Chonsky's
notion of a selectional feature [3]. Contextual features appearing in
conpl ex synbols that are embedded in contextual features are treated in

the same manner as inherent features

15



W have extended the notion of a contextual feature by optionally
allowing it to contain a restriction W have included this capability
by analogy with our definition of structural descriptions for transfor-
mations, Integer labels may be assigned to structures or choices in a
contextual feature and referred to in the restriction to inpose further
requirements on the environnent., Such restrictions appear to be useful
e.g., the verb "condescend" requires that the subject noun phrase of the
matri x sentence and that of the enbedded sentence be the same. The use
of restrictions makes it possible to-give alternative fornmulations for
contextual feature descriptions. For exanple, the contextual feature

| abel ANIMSUB defined earlier could al so be given as:

ANIMSUB = (8 (# NP (% 1v ) VP ( _ % ) # ), WHERE 1 COMP |+ ANIMATE| )

COWP indicates that |+ ANIMATE| is conpatible with the tree node
corresponding to the node |abeled 1 in the feature description

Wien a vocabul ary word has been found suitable for insertion in
the tree, that is, its conplex synbol is conpatible and the tree neets
the contextual feature specifications, the major function of the contextua
feature has been served.' In many grammars, contextual features play no
further part in sentence generation and could be renoved from the conplex
synbol before it becomes part of the tree, However, a contextual feature
describes the tree structure at the tinme of lexical insertion. Further-
more, this structure may be nodified by the application of transformations
Therefore, by carrying the contextual features into the tree, it is pos-
sible to use them as "menory" devices. After lexical insertion, trans-

formations may reference these features to determine the state of the

16



tree at the time of lexical insertion even though the tree may have been
altered by the application of earlier transformations.

In the remainder of the section, we point out some differences
between contextual features and structural descriptions for transforma-
tions. An inportant distinction is the underline symbol __ . This
synbol appears in a contextual feature to denote the location of the
| exi cal category node in the tree. It never appears in the structura
description for a transformation except possibly in a contextual feature
in an enbedded conplex synbol used to test early tree structure as just
di scussed, Wth this exception, the underline nust appear only once in
the structure portion of a contextual feature. A contextual feature
specifies that the tree be examned around a particular node |ocated by
the underline synbol. A transformation structural description specifies
environment that does not have this constraint. Since a contextua
feature indicates that an "inside-out? analysis is to be perfornmed
around the underline _, we restrict the general form of a transfor-
mation structural description by requiring that a contextual feature be
a structure (rule 2.04, Appendix A) rather than a structural analysis
(rule 2.02, Appendix A) . The result is that a contextual feature must

be dom nated by a single element, which nust be a node

17



3, Lexicon

V¢ consider only syntactic aspects of the structure of the |exicon
and do not consider definition and representation of phonol ogical and
semantic properties. Aspects of phonology are treated by Halle [4]. The
semantic content of the lexicon remains an open question

The lexicon has two parts, the prelexicon and the lexical entries.
The prelexicon contains feature definitions and redundancy rules. The
| exical entries are conprised of the vocabulary words and their conplex
synbols.  The format for the lexicon is defined by syntax rules 7.01

t hrough 7.13 of Appendix A

Pr el exi con

An ordered list of category features is given as part of the
feature definitions. This list nust contain all categories for which
lexical insertion is to be performed. The order in the list specifies
the category order for insertion in the tree. For exanple, the category

list

CATEGORY V N COP DET .

woul d specify that verbs (V) are to be inserted first, followed by
nouns (N), then copulas (COP), and then determ ners (DET)

I nherent features may optionally be defined as part of the
feature definitions. This serves as a record of the inherent features
that are used. Features not defined as category features or inherent

features or contextual features are assuned to he inherent.

18
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The definition of labels for contextual feature descriptions is

a useful option. The labels appear in conplex synbols and avoid the
necessity of witing the conplete contextual feature description. pq,

exanpl e, a label denoting comonness for nouns could be defined by:

COWIN = ( NP ( DET __ ) )

This |abel would then appear in conplex symbols, as in:

boy|+ N + COMMON|

If contextual feature |abels are defined for all contextual features
updating the lexicon to reflect nodifications in the phrase structure
is not difficult because only the descriptions appearing in the |abe
definitions need be altered. The redundancy rules that apply to the
conpl ex synmbols that appear in the granmar are also defined in the pre-

| exi con

Lexical entries

Lexical entries conprise the major portion of the lexicon. A
lexical entry is a set of vocabulary words, and an associated set of
conpl ex synbols. Each conplex synbol represents a different sense in
which one of the vocabulary words may be used. Each vocabul ary word
in the list may be paired with any one of the conplex synbols in the
conpl ex synbol list. Thus, the conplex synbol set is interpreted as a

di sjunction of conplex symbols. Because a conplex symbol is a list of

19



feature specifications that is interpreted as a conjunction, we have, in

effect, a normal formin which any |ogical conbination of conplex symbols
and feature specifications may be represented. W refer to the pair
consisting of a word and a conplex synbol as a "lexical item, |t js
lexical itens that are selected fromlexical entries in the lexicon for
insertion in the tree. Thus, the lexical entry George Bill {+ N

- COWDN - COUNT + HUMAN| represents two |exical items. This form
for a lexical entry makes possible a conpact representation, and can 'be
used to indicate that certain vocabulary words have the same syntactic
properties., However, if desired, each lexical itemmy be witten as a
di stinct lexical entry.

The lexicon shown in Figure 1 was constructed from exanples given
by Chonsky [3]. The phrase structure rules are included because the
form of the contextual feature depends on the phrase structure. The
category order for lexical insertion will be verbs (V), then nouns (W),
and finally, determiners (DET) . Four features are defined as inherent:
ABSTRACT, AN MATE, COUNT, and HUMAN. The contextual feature |abels
are TRANS (to distinguish transitive and intransitive verbs), COWON
(for nouns), ANMSUB (for verbs taking + AN MATE subjects), NAN MSUB
(for verbs taking - ANIMATE subjects), NABSTOBJ (for verbs taking
- ABSTRACT objects), ANIMOBJ (for verbs taking + ANI MATE objects),
and NANIMOBJ (for verbs with - AN MATE objects). Four redundancy
rules are given, followed by the lexical entries, This lexicon is not
intended to be conplete; it is given only to illustrate the formats.

To sinplify the selection of itens from the |exicon, each |exical

entry is linked to an appropriate category list. That is, all the nouns
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Figure 1
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are linked together, all the verbs, and all the determiners. This is
the only form of hierarchical structure provided, and has been done for
conveni ence rather than linguistic necessity.

There remain unanswered questions regarding the exact nature of
the lexicon. Mre hierarchical structure may be useful, although it is
probably not necessary. W have preferred to keep the lexicon in a
sinple and flexible format so that it will be easy to understand and to

modi fy.
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L, Lexical Insertion

The algorithm for lexical insertion will be described in an
informal manner. This algorithm has been inplenmented in a working
conputer program [1]. The exanples used to illustrate the operation
of the algorithm were generated by this program working with other
routines in the systemdescribed in [6].

Lexical insertion, as it wll be described here, occurs after
the generation of a pretermnal string by the phrase structure conponent.
Lexical itens are selected fromthe lexicon and inserted in the tree
Fol lowing lexical insertion,, transformations are applied, The directed
random generation of base trees in our system (excluding |exical inser-
tion) is described by Friedman [5], and application of transformations
is discussed by Friedman and Pol | ack [13].

Chonsky [3] proposed two styles of lexical insertion. In the
first, conplex synbols, including inherent and contextual features, were
introduced by rewiting rules. A lexical itemwas suitable for inser-
tion if its conplex synbol was nondistinct froma conplex symbol in the
tree. The alternative style did not introduce conplex symbols by
rewiting rules. Rather, a lexical itemwas suitable if its conplex
synbol was nondistinct froma tree conplex symbol and if each contextual
feature specification in the conplex synbol was present in the tree.
Chonmsky remarks [3, p. 122] that the contextual features may be thought
of as the Boolean structure index (structural description) of a trans-
formation, and that the insertion of a lexical itemcan be viewed as a
substitution transformation. It is not clear from his discussion whether

he intends lexical insertion to be nerely thought of as a transformation
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or actually inplenented as a transformation. |n our interpretation,

| exical insertion is done independent of the transformation phase
However, there is much in comon between the two, The separation was
made for several reasons. First, it was desired to study the insertion
process to better understand its basic nature. Second, there are
differences in the analysis performed for a contextual feature and the
analysis perforned for a transformation. These differences were dis-
cussed in section 2, and are considered further by Friedman and Martner
[12]. Third, a conplex synbol may contain nore than one context ual
feature, each of which is a type of structural description. Thus, to
specify a conjunction of contextual features as a structural description
for a transformation, we would have to either conbine all contextual
features into a single inclusive one, or allow conjunctions of structura
descriptions to appear in transformations,, Also, there is no convenient
way to specify the selection of a vocabulary word as part of the struc-
tural change of a transformation, |f the vocabulary words are included
in the transformation, the concept of a lexicon as a distinct entity is

| ost.

The a-lgorithm

If a tree has enbedded sentence subtrees, they are considered in

lowest to highest, right to left order, 1In the exanple bel ow, subtrees

woul d be considered in the nunbered order for the insertion of |exica

i tens,
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Wthin a sentence subtree, lexical itens are inserted for each |exical

category node appearing in the subtree. The cat egory nodes are con-
sidered by type in the order specified in the |exicon In each category,
the order is left to right in the tree. Thus, if the |exicon defined
the category order as V N DET, nodes would be considered in the

nunbered order shown in the tree below.

P VP
N \[\P
® @) @)
DET N
©) )
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The order in which categories are considered can effect the efficiency

of the insertion algorithm That is, nore lexical entries may have to

be tested before a suitable conplex symbol is located. Since vocabulary
words are selected in a random manner, the same terminal strings will

not necessarily be obtained when different category orders are used

Selection of a lexical item

Wien a particular category node in the tree has been found,
the |exicon nust be searched to find a vocabulary word and conpl ex
synbol that are suitable for insertion. Since the lexical entries
are linked by category, it is possible to search the |exicon con-
sidering only entries in the proper category, \ desire to select
a lexical itemfromthe set of acceptable itens that could be
inserted. It would be inefficient to forma list of all accept-
able itens and then choose fromthis list. Therefore, a different
nmethod of selection has been devised.

This method tests random entries in the follow ng manner.
An entry is selected at randomefrom the list of entries of the
appropriate category, Each-entry may contain many conplex synbols
so each one is conpared with the conplex symboi associated with

the category node. The conparison used is compatibility. An

2'The phrase "selected at randont as used in this paper has the follow ng

interpretation. Gven a collection of n objects (lexical entries,
conpl ex synbol's, vocabulary words, etc.), nunmber themfrom1 to n .
Conpute a random number using a uniform probability density function
over the interval (1,n). This number identifies the object that has

been selected at random A uniform probability density function is
such that each object in the collection has equal chance of being

sel ect ed,
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analysis of the tree is performed for each contextual feature

specification to determine if the tree has the desired structure
In the analysis, the underline __ in the contextual feature
must correspond to thecategory node. If the contextual feature
has enbedded conplex symbols, they are conpared for conpatibility
with the corresponding conplex symbols in the tree. Since the
analysis of a contextual feature can be conplicated, it is per-
formed only once for any contextual feature. The value of the
feature is saved in case the contextual feature appears in anot her
conpl ex synbol that is tested for insertion at the same category
node

Wien acceptabl e conplex synbols are found in an entry, one
is selected at random. A vocabulary word is then selected at
random from the list of vocabulary words for the entry. Thisg
vocabul ary word and the conplex synbol that is the result of the
conpatibility test formthe lexical itemthat will be inserted
in the tree. If the lexical entry does not contain an acceptable
conpl ex symbol, the nunber of entries to '"be tested is reduced by

one and the entry examned is nmarked so that it will not be

“retested. An increment is conputed that gives another random

entry. The conplex synbols for this entry are tested and the
process continues. The process terninates when an acceptable
lexical itemis selected, or when no nore entries remin to be
tested. In the latter case, there is no acceptable item for
insertion at the node and the insertion algorithm continues with

the next node to be considered
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This nethod of selection weights lexical entries equally.

Since an entry nmay have nore than one conplex synbol, conplex
synbol s do not have exactly equal probabilities of being selected,
If this is an inportant consideration, the |exicon should be
defined so that each entry consists of a single conplex synbol
with its associated vocabulary words, |f the lexical itens are
to receive equal probability of selection, the |exicon should be
defined so that each entry is a single vocabulary word and a

single conplex synbol.

Insertion of a lexical item

The vocabulary word selected is inserted as a daughter of
the category node. The conpl ex symbol obtained as a result of
the conpatibility test is attached to the category node. Suppose
the lexical item selected was

dog|+ N + COUNT - HUMAN |
and the redundancy rule
[- HUMAN| => |+ ANIMATE]

had been defined. This conplex synbol is suitable for insertion

in the partial tree bel ow

28
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After insertion, we have

NP
DET N ... [+ N+ COUNT -HUVAN + ANIMATE]

\
dog

Side effects

The process of inserting a lexical itemis now conplete,
except for the treatnment of side effects. Side effects nust be
consi dered when a conplex synbol containing a contextual feature
with an enbedded conplex synbol is inserted (e.g., a selectional
feature). Such a feature is defined by the |abel ANIMSUB
defined in the lexicon in Figure 1. This feature appears in the
conpl ex synbol for the verb "admre? Gven the base tree shown
below, this verb would be suitable for insertion since the subject
noun is unspecified for the feature ANI MATE and thus compatible

(nondi stinct), as desired.
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AN
N

DET N

Once this verb is inserted, the subject noun nust be positively
specified for the feature ANIMATE . This will insure that an

appropriate noun is selected. The conplex symbol obtained from
the conpatibility test performed during the analysis of the tree
for the contextual feature is attached to the category node for

the subject noun

# #
N ' VP
+ N + V
+ ANIMATE | ... N + TRANS e V N
~ ABSTRACT + ANTMSUB l
admire DET N

This discussion of side effects is not conplete. The
generality of the definition of the structure (rule 2.04, Appendix A)
of a contextual feature description allows conplex environments to
be described, If negations ( - ) appear in the feature description,
appropriate action is often difficult to determne. Side effects

may also be introduced by the restriction (rule 3.01, Appendix A)
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in the feature description Again, the formof a restriction

makes a thorough treat ment difficult,'S The principle issue is
clear however: the insertion of a |lexical item may produce
effects on other nodes in the tree that nmust be accounted for if

a grammatical sentence is to be obtained,
After the lexical itemis inserted, the algorithm continues wth
the next appropriate category node. The process termnates when all

category nodes suitable for lexical items have been considered,

Negatively specified contextual features

Before giving exanples of the operation of the insertion algorithm
we digress to discuss negatively specified contextual features, A nega-
tively specified contextual feature inplies that the environment described
by the feature nust not be present The interpretation is usually clear
when the contextual features do not contain conplex symbols. But if we
attenpt to describe a verb that nust take an inaninate subject by the
feature specification - ANIMSUR, where ANIMSUB iS a contextual feature
| abel as defined in Figure 1, we encounter difficulties. First, the tree
just given, prior to verb insertion, satisfies this feature. Thus, the
feature specification - ANIMSUB  in a conplex synbol would cause the
lexical itemto be rejected, This is clearly not what is desired, Note,
however, that if a new contextual feature |abel NANIMSUB is defined as

in Figure 1, and if the conplex synbol contains the feature specification

3“In the current i npl enentation of the algorithm side effects are not
treatedifthey are introduced by a restriction.
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+ NANIMSUB, then the conplex synbol would be acceptable,, at |east for
this feature. Further,, the subject noun would be correctly specified
as - ANI MATE by side effects.

One nmight propose that the lexical insertion algorithm performa
function simlar to side effects when a negatively specified contextual
feature with an enbedded conplex synbol is encountered, This function
woul d attenpt to nodify the tree so that the contextual feature would
fail. This could easily be done in the previous exanple by specifying
the subject noun as - ANIMATE . The tree would fail for the feature
ANIMBUB and a conpl ex synbol marked - ANIMSUB woul d be acceptable.
Such a proposal encounters difficulties, For exanple, the tree shown
bel ow woul d al so fail for the feature ANIMSUB, since an NP dom nating

an N is not present.

o

DET N

#

Therefore, a verb with the feature specification - ANIMSUB would be
acceptable for insertion in this tree, as well. This my not be desir-
able and is not what was intended by the definition of the feature. W
concl ude that contextual features containing conplex synbols should be
positively specified,

Simlar difficulties my be encountered with negatively specified
subcategorization features. The possibilities for satisfying the negative
feature specifications nust be carefully considered. In this case, the
problemis |ess conplex since conpatibility and side effects are not issues,
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If contextual features such as AN MSUB are negatively specified,
they are treated in the follow ng manner No attenpt is made to cause
the feature to fail. Thus as in the exanple, if verbs are inserted first,
no verb with the feature specification - ANIMSUB would be acceptable
for insertion in a tree such as shown on page 30. Note, however, that
by inserting nouns before verbs in this tree, the feature specification
- ANIMSUB woul d be treated as intended. Therefore, category order in
which itens are inserted can be inportant. Side effects for negatively

specified contextual features are not considered,

An example

Using the phrase structure and |exicon of Figure 1, we nonitor

the operation of the insertion algorithmon the base tree below. This

base tree, while sinple, will illustrate the issues.
of 15—5#
P ATP\
8N 6V TNP
9DET 10N

Each node is nunbered to sinplify reference. Verbs are inserted first.
There are ten verb entries in the Iexicon. These entries are (conplex

synbol s omitted):
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Vi eat

v2  grow

v3 frighten

v4  elapse occur
V5 admre

V6 read

V7 wear

v8  own

v9  know

V10 run

Node 6is the only verb node in the tree., Entry vk in the verb |ist
is randomy selected to be tested for insertion, The conplex synbol

|+ V - TRANS + NANIMSUB| is conpatible with the conplex symbol for
node 6,s0 the tree is analyzed for the contextual feature with the

| abel TRANS . This analysis determines that the tree does have the
structure for a transitive verb and this conplex synbol is rejected.

The result of the analysis for TRANS is saved. Since there are no
nore conplex synbols to be tested for entry vk, this entry is marked
as unacceptable for insertion at this node. A new random entry, entry
V1, is selected in the manner described earlier, This entry has the
conplex synbols [+ V + TRANS + A-NI MSUB + NABSTOBJ| and |+ V - TRANS
+ ANIMSUB| . The first conplex symbol is conpatible, so its contextual
features are analyzed, The contextual feature TRANS is already known
to be present, so no analysis is necessary for this feature. The tree
is analyzed for the features defined by ANIMSUB and NABSTOBJ, and
found to be acceptable, The second conplex symbol is then tested and
rejected because of the feature specification - mraws . This entry has

only a single vocabulary word, so this word and the conplex synbol are
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inserted. Next, side effects are considered, The feature specification
o + ANIMSUB requires that node 8 be specified as + ANIMATE ; and the
feature specification, + NABSTOBJ, requires that node 10 be specified
b - ABSTRACT . After insertion of the verb, the tree appears as shown below.
" of 15 st
~ 5 /\MYP
+ N +V '\\\\\
~ + ANIMATE ... 8N + TRANS eeo 6V 71}1’\
- ABST + ANIMSUBJ
m + NABSTOBU ! i G + N
- eat 9DET  1ON ... [  yocreaop)
There are no nore verbs in the tree, so node 8is next. There are nine
_ noun entries in the lexicon, Onitting conplex synbols, they are
e N1 sincerity virtue
N2 boy
- N3 Ceorge Bill
N4 butter
- N5 book
N6 bee
N7 Egypt
) N8 dog
N9 carrot
;w Entry N2 is randonly selected. The conplex synbols are conpatible,
but the tree does not have the contextual feature specification
~ +( NP ( DET __ ) ) and, therefore, this entry is rejected. Entry N9

is randomy selected fromthe eight remaining entries, and rejected for
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the sane reason (the analysis "is not perfornmed a second time)" Entry u3

r«‘ \ Is selected next. This conplex synbol is conpatible, and has the proper
contextual feature specification, There are two vocabulary words for

- this entry, so "Bill" is selected at random and the word and conpl ex

symbol are inserted. This conplex synmbol has no contextual features with
enbedded conpl ex synbols, so there are no side effects,
Node 10 is next. Entry N7 s selected and found to be conpatible,
but an analysis of the tree for the feature specification - COWMN fails,,
L Notice that the analysis nust be performed again, sjnce the __inthe

contextual feature corresponds to node 10 instead of node 8, as on the

r—

previous analysis, Entry N9 is selected and found to be acceptable.
The vocabul ary word, "carrot"; and the conplex symbol are inserted,
There are no side effects

This conpletes processing of the nouns. The deterniner, “the",

is selected for insertion at node 9, and lexical insertion is conplete

— — r—

for this tree. The base tree after lexical insertion is shown below.

2#/1\5#

S

e ey

v
P VE
[l oo - 3 - Lyp
! - ABSTRACT + TRANS
+ ANIMATE | ... 8N | + ANIMSUBT | ... 6V 7NP
- COUNT + NABSTOBJ_| N + N
+ HUMAN + ANIMATE
~ COMMON B | \\‘ + COUNT
Bill eat [+ DET] ... 9DET EON ... | - HUMAN
+ COVWON
| | - ABSTRACT.
t he carrot
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Lexical insertion with directed random sentence generation

Friedman [ 13] describes techniques for the random generation of
base trees according to a phrase structure grammar. These techniques
allow the generation to be "directed", so that a certain subclass of
possible trees can be obtained, These techniques are inplenented in a
conputer program and this pragran1can "be used to produce base trees for
input to the program that performs |exical insertion. Some of the methods

.for constraining the formof the base tree may have an effect on |exica
insertion and nust be discussed briefly,

The form desired for the base tree is indicated by a "skeleton"
This skeleton is actually a portion of the base tree with extra "restric-
tions". The conplete base tree is built around the skeleton 'by random
selection of appropriate phrase structure rules, The skeleton may con-
tain conplex symbols, These conplex symbols are considered in |exica
insertion There may be restrictions demanding equality of termnal
nodes. The skeleton may also contain particular vocabulary words, which
are to appear in the base tree. In the last two cases, the |exical
insertion process is nodified slightly. First, the lexical insertion
algorithmis executed treating only these effects |f vocabulary words
are given in the input base tree, their corresponding conplex synbols
must be located and inserted in the tree. The side effects of these
compl ex synbols nust also be treated. [f there are equality restrictions
in the skeleton, lexical items are selected and inserted to fulfil
these restrictions, After these operations have been perforned, the
algorithmis executed again, to conplete the insertion process Wthout
these considerations, side effects mght result in a distinct feature

T
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5. Suggestions for Further Study

The nature of vocabul ary words

A topic of current research is the form of words that appear in
the lexicon. Two positions are advocated. The first maintains that the
| exi con shoul d contain word stems and affixes. Wrds such as “readabl e”
and “self-reliant” are derived by the application of transformations
This view is known as the "transformationalist" posSition since the
maj or burden is on the transformation phrase as opposed to the phrase
structure or lexicon. This view is supported by Chapin [2] and Lakof f
[17]. The second position holds that the |exicon nmust contain separate
entries for distinct words and that the phrase structure conponent nust
be enriched to introduce the appropriate categories and structure. This
position is known as the "lexicalist" view and has been advocated by
Chonsky [4]. A conpronise is no doubt necessary* Chonsky, hinself,
argues [4] that derived noninals should have the form of base sentences
whil e gerundive nomnals should be forned by transformation.

Argunments on questions such as these are based on enpirica
evidence. The unfortunate difficulty is that without thorough eval uation
of the hypotheses, the results are often hard to accept. There is the
feeling (often justified) that there are unmentioned sentences or words
that provide counter-exanples. The system we have defined provides an
excel lent tool for this type of study,, Sentences can be quickly generated
and exam ned, The randomess of the generation and selection of |exica
itens gives a degree of confidence in the results if they are positive

The availability of a lexicon gives a permanent and visible record of
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the vocabul ary considered, Wth conputer aids, it should be possible

to give a nore quantitative flavor to future research,

Syntactic features

The study of syntactic. features has al so been hanpered by the
lack of a clear exposition of'the issues. Exanples of conplex synbols
often do not give conplete feature specifications, and this casts doubt

, on the validity of the assertions. The concept of a syntactic feature
is in need of thorough study., Consistent sets of inherent features
shoul d be defined for Iimted sets of vocabulary words. The vocabul ary
shoul d then be extended until it is representative of the |anguage, To

illustrate the difficulties, the lexicon of Figure 1 contains the entries:

bee |+ N + COUNT + ANIMATE - HUMAN|

carrot|[+ N + COUNT + ANl MATE - HUMAN|

These vocabul ary words do not represent the same type of entity, but
there is no distinguishing them on the basis of their conplex synbols
There is a question whether the-feature ANIMATE refers to animate in
the sense of being alive or in the sense of being animal. Are the above
entries really syntactically identical with the differences established
on semantic grounds?

The definition of conplex symbols for verbs is also subtle. How

does one account for the different senses of "grow' as in
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Bill grows carrots

Bill grows tired

(One sense appears to take animate objects and the other inanimte objects.

Recogni ti on procedures

In this paper we have studied grammar as a generative device.
Wth recognition procedures for transformational grammar, the base and
surface structure of the sentence is constructed given the termna
string of the surface tree. Recognition procedures have been studied
el sewhere [19, 23] but none of this work has dealt with syntactic
features. Lexical lookup in recognition is the counterpart of |exica
- insertion in generation. Lexicall ookup is difficult since there are

often many conplex synbols for a vocabul ary word

| di ons

Al'though idioms play an inportant role in l|anguage, gramars do
not usual ly account for them One possibility is that an idiom should
be represented in the lexicon as a single entry, For exanple "quick as

a wink" mght be found as an adverb entry, This entry might appear in

He went quick as a wi nk

The representation of the "vocabulary word" for the idiomcould be

either a tree structure representing the structure of the idiomor sinply

a single "word", e.g., quick-as-a-w nk
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Alternative formulations for transformational theory

The work described has been based on one general interpretation

of transformational grammar. There are other fornulations, particularly
of the lexicon, which could be studied and formalized using the same tech-
niques. The syntax we used to define a conplex synbol for exanple could be
~ revised to allow other interpretations such as Bool ean conbinations of

feature specifications as proposed by Lakoff [17]. 'We feel quite strongly

that regardless of the final form of the granmar it should be eval uated
“for inconsistencies and as to its adequacy by an unbiased device such

as the computer. W have defined a system that treats the conponents
— of transformational grammar. The programs of this system can be conbined
indifferent ways to yield different interpretations of the theory. W
now nention sone alternative interpretations related to the |exicon and

| exical insertion that could be evaluated if interest is shown.

— The introduction of conplex synbols by rewiting rules as
proposed by Chomsky [3] and used in Lakoff [ 17] has al ready

- been di scussed.

— Chapin [2] has defined the principle of "honogeneity of
conponents".  This principle requires that parts of one

— conponent of the granmar are not used in another. For

exanpl e, transformations do not appear in the phrase

structure, An investigation could be made of the conse-

quences of violating this principle, Perhaps |exica
insertion should be split, part taking place after the

~ phrase structure phase and part after the transformations
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have been applied. KXlime [16] does suggest such an approach

He woul d insert the lexical itens for the |owest enbedded
sentence subtree then imrediately perform the transforma-
tions that are local to that subtree. Lexical insertion

and transformations would continue to be perforned,

alternately, until a surface tree is obtained.

Lakoff [ 17] introduces extra features such as “structure
description features”. He also uses dual sets of conplex
symbols in the tree. One set generated by the phrase
structure and the other set copied fromthe lexicon. These
additions are used to observe the types of ungrammatica
sentences obtained when nondistinctness conparisons and

contextual feature specifications are violated,

Robi nson [20] has studied the use of dependency grammars
for generation. These grammars generate trees with

vocabul ary words assigned to nontermnal nodes in the tree
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- EEJFICATIO‘J o= TREE At d , clist{ WGRD TR EF 2} .
IREE : '=NODFopt; COMPLEX SYMBOL * optf < listt _JKEF 2>?
NODE : := WORD or SHEINFTEGIBE SYMBO or BUUNDARY SYMBOL
SENTFNCF SYMBOL : :=S
BOUNDARY SYMBOL ::=#
STRUCTURAL DESCRIPTION::=STRUCTURAL ANALYSIS optf , WHERE RESTRICTION ?.

STRUCTURAJ ANALYSIS:e=1listf TERM?
TERI ::= opt ¢ INTEFGFR »STRUCTURE™ or op INTEGER 2 g];m[gﬁ or SKIP
STRUCTURE ::=_E_Lﬂ1u0pthOMPLEXSYMBOL}opt(ODt{ >optf /»CSTRUCTURAL ANALYSIS >»

ELEMENT ::= NODE or * or _
CHOICE ::=(ciist tSIRuCIUBAl_AuAL!SlS ?)
SKIP ::= %

t:=pooleancombinationf CONDITION ¥
CONDITION ::=UNARY CONDITION or BINARY CONDITION
UNARY CONDITION ::= UNARY RELATION IHTEGER
BINARY CONDITION ::= INTEGER BINARY TREE RELATION NODE DESIGNATOR

NTEGER B | NARY COMPLEX RELAT | UNCOMPLEX SYMBOL DES!GNATOR

NODE DESIGNATOR ::= INTEGER or NODE ,
CQ.HEJ_EK_S_Y.M.B_QJ_D_ES_LG.NAI_QR cov COMPI EX SYMBOL o r Lo
UNARY RELATION : := TRP: or. NTRM or NUL or NNUL or DIFo r NDIF
BINARY TREE RELATION:. EQ or WEQo r DOM or NDOMO r DOMSO r NDOMS or ©DOMBY o r WNDUMBY

BINARY COMPIEX RELATION «..* = INClo r NINCloO INC2 or NINC2Z or CSEQ or NCSEQo r WuST
or NNDST or COMP or  NCOMP '
SYMBOL ::= | , B O::=Ilistf_£EAILLB.E.§.EEML|_0N)I

SPECIFICATION . YALUE EEATURE
i CATEGERY_ FGORY FEATURE or INYFPRENT FEATURE or CONTEXTUAL FEATURE or RULE FEATURE
CATEGORY FEATURE ::= CATEGORY

INHERENT EEAILJEE = WQRD

RULE FEATURE ::= TBA.ISFORMAT!G M NAME

CONTEXTUAL FEATURE ::= W or CONTEXTUA(FFATURE DESCRIPTLON
CONTEXTUAL FEATURE DESCRIPTION ::= < STRUCTURE opt€ , WHERE RESTRICTION ¥ >

VALVUE == + or = or *

SIRUCTURAL_CHANGE ::= clistf CHANGE INSTRUCTION ?
(i i=GHANGE 1 CONDITIONAL CHANGE
F < RESTRICTION> THEN < STRUCTURAL CHANGE >
optf ELSE < STRUCTURAL CHANGE >?
CHANGE ::= UNARY OPFRATOR NQDE DESIGNATORJK or
TREE DESIGNATOR BINARY TREE OPERATOR NODE DESIGNATOR or

-

EX BINARY COMPLEX OPERATOR NODE DESIGNATOR
or IOR SYMBOL DFS | GNATO  JFRNARY COMPLFX OPEHATOH NODF DES | GNATORNODEDF_SIGNATDR
NODE DESIOFIATOR : := |NTEGER WORD
COonPl EX SYMBOL DES | GNATOR .:= COMPI| FX SIM}QL JNTEGER
IREE DESIGNATQR.. .= (IREE ) or D E
BINARY TREE OPERATOR-'" ADLAD  or ALADE or ADLAD! or ALADE! or ADFID or AFIDE or

ADRISor ARISE or. ADRISI or ARISEI or ADLES or ALESE or ADLESI| or ALESEIl

or ADRIA or ARIAE or SUBST or SUBSE or SUBSTlo r SUBSE I

BINARY CONPL EX OPERATOR : : = ERASEF or MERGEF jor SAVEF
UNARY OPERATOR ::= ERASE or ERASEI
1= MOVEF
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6.01 PHRASE STRUCTURE ::= PHRASESTRUCTURE listf PHRASF STRUCTURF RULE 2$END

6.02 PHRASE STRUCTURE RULE : :=_RULE LEFT = RULE RIGHT .

6.03 RULE LEFT : := NCDE

6.04 RULE RIGHT ::=NUDE or 1list€RULE RIGHT2o0r (list¢ RULF RIGHT ) or ( clistf RULF __ RIGHT  2)
7.01 LEXICON ::= LEX | CONPRELEX | CON LEX | CAL ENTR | ES $END

7.02 PRELEXICON: : = FEATURE DEF | #IT | GNS opt {REDUNDANCY RULES 2

7.03 FEATUREDEFIHITIONS::= CATEGORYDEFINITIONSOoptSINHERENTDEFINITIONS Yopt€ CONTEXTUALDEFINITIUNS2
7.04 CATEGORY DEFIMITIONS ::= CATEGORY 1 ist< CATEGORYFEATURE?».

7.05 INHERENT DEFINITIONS : : = INHERENT1ist{INHERENTFEATURE 2,

7.06 CONTEXTUAL D E FIHITIONS : :=CONTEXTUALCclis tf CONTEXTUALDEF|NIT | QN 2

7.07 CONTEXTUAL DEF INiTIUn ::= CONTEXTUnL FEATURE LABEL = CONTEXTUAL FEATURF DESCRI PTION

7.08 CONTEXTUALFEATURELABFL::=wWORD, ..

7.0 REDUNDANCYR U 1ES::= RULESclist{ REDUNDANCYRUIE?2.

7.10 REDUHDANCY RULE : : COMPLEXSYMBOL=>COHMPLEXSYMBOL

7.11 LEXICAL ENTRIES::= ENTRIES list< LEXICAL ENTRY ».

7.12 LEXICAL ENTRY::=list< VOCABUIARY WORD21ist{ COMPLEXSYMBOL ?

7.13 VOCABULARY WORD : := WORD

8.01 TRANSFORIMATIONS ::= TRANSFORMATIONS1ist€ TRANSEORMAT | ON » CP_CONL ~ P M, L 8END

8.02 TRANSFORHEATION ::= TRANS IDENTIF lgAIle,’ SD STRUCTURAI DESCRIPTION opt€ SC STRUCTURAL CHANGE . ?
3.03 IDENTIFICATION::=0opt€ JNTEGE R}TRANSFORMATIOF'HA.»IE opt{l1ist{PARAMETER 22> opt<KEYWORDS>®
8.04 PARAIMETER ::= GROUP NUMBEROr OPTIOHALITY O RREPETITION

8.05 GROUP MUMBER : : = | or Il or 11} or v or V or Vi or VII

8.06 OPTIONALITY ::=0Bo r O P

8.07 REPETITIGCHN ::= AC or ACAC o AACCo r AAC

8.U8 KEYWORDS ::= ( list€ NQDE ¥ )

g.d1 CONTROLPROGRAM ::=sclist€opt{ LABEL :XINSTRUCTIGN?2Y

9.02 LABEL ::= HORD

9.03 \ ON 22= KPT INSTRUCTIONOTT Iid | HSTRUCTION O r | F 1 NSTRUCT ION

or GO IHSTRUCTICilo r TRACE | HSTRUCT|ON or STOP INSTRUCTION
or T |HSTRUCTIONO r < sclist€liSTRUCTION » >

.04 USTRUCT 1O @ ¢ = TRANSFORMAT IO, ¥ Yy or HGRUUP HUMBER
9.05 RPTINSTRUCTION: := E P Topt€ | NTEGER > ¢ CONTROL PROGRAN >
3.06 | NIASTRUCTION : IN

TRANSFORMATIOWNAME (I NTEGER) DO < CONTROL PROGRAM >
9.07 J.LLU.QIRU.CI.I&J.“ LN_S.IBy_m_ﬂ_THENanﬂgQgIIQjOptfEleiﬁQ.LdﬂRULLl_Q_d}
9.08 GOINSTRUCTION GO T LABEL .

9.09 TRACE_INSTRUCT ION ::=TRACET INSTRUCTION TRACESPECIF | CATION or UNTRACE T_INSTRUCTION or TREE
9.10 TRACFSPECIFICATION := BEFORE TEST or AFTER FAILURE or AFTER SUCCESS or AFTER CHANGE
9.11 STOP INSTRUCTION : :- STOP '
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