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1. Introduction. In [lo] it was shown that a freely ordered relax-
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ation process .or, in particular, a Gauss-Seidel type of successive "over-

relaxation" method converges for certain nonlinear problems. We will

show below that this process may be extended to group (or block) relaxa-

tion. In its extreme form this becomes a modified form of Newton's

method in n dimensions.

We obtain, moreover, a less restrictive choice of the relaxation

parameters than that given in [lo]. It is also shown that the residu-

ally ordered processes given in [ll] for linear equations can be extend-

ed to this class of nonlinear problems. Here one obtains an estimate

for the error, as in the linear case. A special form of this method

was outlined without proof by Householder [6, p. 1341.

.A proof is also given for a cyclic process (sometimes referred to

in the scalar case as "nonlinear overrelaxation" [ll]) which is simpler

than that given for the freely ordered.process.

Some related work is given in [8] and other results in the direction

of finding asymptotic convergence rates may be found in 17-j. These meth-

ods are usually applied to the solution of large systems arising from

finite difference approximations of nonlinear elliptic equations as shown

in [lo]. Such applications go back at least ten years (see, for example,

PI and C5lL Some more recent applications are given in [1], [2], [3],

i

L 1



L

L

i
L

L
f
L

t
L

i
i

IL

I
i

I
L

2. Definitions. Let G(u) c: C2(Rn) be a real valued func;ion,

twice continuously differentiable over the whole Euclidean n space

Rn. We seek a global minimum of G(u), that is, a solution u* of

(2.1) r(u) = grad G(u) = 0

where r(u) = (rl(u), . . . . rn(u))T, u = (ul, .**t un)T, ri(u) = GU (") =>
a
aT G(u).

i
Let A(u) = (aij(u)) = (Gu u (u)) denote the n by n'Hess-

i i

ian matrix of G; mu and A(A) will denote the minimum and maxqimum

eignevalues of a symmetric matrix A, respectively. For a column vector

u we write lui2 = (u,u) = uTu andlet l/rIID = sup uoDlr(u)l. Write

A > 0 (,> 0) when A is a positive definite (semidefinite) matrix, and

A > 6 means A - 61 > 0 for the identity I of order n.

Let Z = (1,2,...,n) and call g = (il, i2, .a., ik) a multi-index

of order k < n if 15 il < i2 < . . . < ik < n. Let g' = Z - g be the

multi-index of order n - k remaining in,' Z when g is removed. Denote

the set of all multi-indices of order k by Qkn and let Qn =uE lQkn.=

Any sequence {g 1"
P P=O' gP ' 'n

will be called an ordering. A n  o r -

dering covers Z infinitely often if, for each i e Z, i s g for in-
P

finitely many p; we then say that it is freely ordered.'

We use the notation of [ll] for subvectors and submatrices. That is,

if ge% then u -
Q

is a subvector of u of dimension k: (u ) = U.
gv lv

where i\J e g* Similarly, if h E: Qm then A
&

denotes the k by m

submatrix of A whose (v,P) element is a.
lvj u' 9 ii5 jpche If g=h

then A and let
632

is a principal submatrix of A, h
g
= h(Agg),Ag =

L A(Agg ) f o r  any g 6 Qne
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For any ordering we denote by S = (hl, . . . . ht) the set of differ-

ent multi-indices that appear in the ordering and is called the minimal- - -

set of theordering. If the ordering covers Z then so does S. '

3* Relaxation process. Given an ordering [g,] and an tiitial

vector U0 we may define, for a given sequence of numbers bp?, the

iteration

,(3.1) pl P=u +od
g g

, p+l= up
PP g' g'

L

i

L

L
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L

L

where d
P

= -Aii(uP)rg(uP)

We call (3.1) a relaxation

and g=g
P'

providing the inverses exist.

process with ordering (g,). The C.IJ~ are

called relaxation parameters.

This process is well knwn for linear problems, especiall;r when the .

gP
are :of order one, and has been studied extensively. It is sometimes

called a group or block relaxation process, with the g
P

indicating the

"groups". For nonlinear problems, (3.1) was treated in [lo] for freely

ordered processes where each gp was of order one (a scalar process).

We will show here that for vakious 'orderings (3.1) will converge to a

solution of (2.1) for a suitably restricted G(u), (w,] and u". These

cor@itions are found to be met by many nonlinear elliptic problems, as

shown in [lo].-
.

4. Basic Lemmas.
2 n

We assume henceforth that' G,(u) 6 C (R ) and

satisfies

L

(4.1) A(u)>0 forall usRn

3
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so that (3.1) is defined. This also implies uniqueness of u" as shown

in [lo]. For a given iterate up and index g = gp of (3.1) we define,

forany vsRn:

P+*2)

$(v, = (dp, Agg(v)d
P

)/(dl?~dp)’ $ ic o

Dp = {ulG(u) 5 Gb')>

(P)
b

= min
(P)

usD k(Aggb))' '(') = 'Z
P

II "rg Dp ' Op =
(P)

Pp = - 2Pphg

whenever D is bounded.
P

For a given g let Bg be the closed unit ball Iv\<1 in the sub-.

space RQ 9 which is the set of vsRn such that vk = 0, keg'. For

g = gP"let DP = up+21dplBg = w-up\$ldp19 wg, = ui,). When Dp is

bounded we define

i

(4-O 3)

e

(P)
53 = IIA(Agg(u)l\D~  9 A

(P) (P)
= AZ

+3
(p) = min (h(A,,(u))lu s Dp, h e S}

AS('I = .max (A(Ahh(u))IU  c: & h G S)

K
P
=Dp+o B

P g

II II‘pp D
P'

g

and let

(4.4) yp = wpbp)/llgllDP  if ‘dp # 09

4
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but if d = 0,
P

set y = 1.
P

It then follows that
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For the special case when go = Z we write

P* = Ilr~ilj) = lb\\ > a* = +*/A , K*(0)
0 DO

= Do + o* BZ

where now Bz is the full unit ball-in Rn. If (gp] is an arbitrary

ordering (with go, in p~ticular, any multi-index) we let A* be the

number obtained by replacing D' (0)in the definition (4.3) of '\s 9 bY

K*. Let y* = AS(0) /A*; then this cons-tar& depends only on 8 and the

minimal set of the ordering. Fram (4.5) it follows that Y* < Y,.

We will show

tion process will

nonincreasing as

’ - ‘U

that for a suitable choice of 0u and w the relaxa-
P

be well defined and the .G(u') l(and the Dp) will be

Lemma 4.1. Let u"sRn be such that

(4.6) DO is bounded.

& g = go- be any multi-index in Qn and'let Y be a constant such

that 0 < Y < Y* 5 Y. 5 1. If w. is chosen in the interval

!4.7) O<y9JJo<2yo-y<2

then, for 'u defined by (3.1),

(4.8) -AGO E G(u') - G(& 2 soirg(uo)\2  > 0

5



where 8 o = ~~(60 + $ y)@) 2 0,

i

i
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L

and

h = ‘-(I k&)1 I,
0’

,)/(I lv()t 1,‘) 2 ’

1 *1
u "Do 3 D1, D = K t Y < Y* 5 Yl'

Proof. Let do $ 0 and l&t
0 1I(u ,u ) denote the open line segment

joining u0
1

and u . Then Taylor's theorem in n dimensions gives us

0+.9) G(ul) - G(u') = (r(u'), u1 - u")

+-& (L&- u", A(z)(>- u'))

for some z&lO,lll). From (3.1), (4.2), and (4.7) we get that

I u1 - u"l 5 21dol < +,/+O) = oo.

,l 0 0
Since u. and u differ by a vector in Rg ul,po, and therefore zsD .

From (4.9) we get

-AGO = w,((A,g(Uo)do~~o) - & wo(do'Ag@;b')do))

= & wo(do,do)(~~r$uO)  - (u,(~,(z)).

0Since z,=u,>
Q Q

we get from (4.3) and (4.7) that

1Thus u eDO and also zeDo. We may then e&tQnate further from

6 ’
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If do = 0 then r,(u') =

Do 3 Dl,we get that h (1) x (0)
63, 12 g,

This implies that D

*

A0)
g1.

5 A*. From (4.5) it follows that

Y12 Y which completes the proof.

Lemma 4.2. Let an ordering (g,} be g
0

- iven and let u ,y,y*,yo

satisfy the hypotheses of Lemma 4.1. Then there exist (wp) satis- 1
- -

fying

(4.10) 0 < Y 5 wp 5 2Y P - Yt Y < Y* L Yp

L

L

sP =
(P)wp’Sp f +. y)/(\, 2 $ y"/A* I e* > 0

such that the iterates P(u ] of the relaxation precess (3.1) satisfy

L

1 $ y21rg(uo)  12/A*.

0 and the lemma is valid. Thus from

(0) (0) *
->hs ="A and that pls o q-r a1 5 Gf.

i
(4.11) -AGp = G(up) - G(up+') > s_

i

f

i

where Q = gp;

= ‘-( //~p$)
P'

g )/(/I~pllDP)  2 0,

for P = 0,1,2,..: .

proof. The proof follows by induction by using Lemma 4.1 as the

initial and inductive step.

Corollary 4.1. Under the hypotheses of Lemmas 4.1 and 4.2 it fol-

lows that for any ordering (g )
P
, rgp(up) -+ 0 as p I-) CD.

Proof. This follows from the fact that all the iterates up lie

L

in Do so that CG(uP>l is a sequence bounded from below. Since these.

7
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are monotone nonincreasing with p, G(up) 4 Gm, which implies th.at

AG +O.
P

The result then follows from Lemma 1+.2.

Remarks. We note from the proofs that Lemmas 4.1, 4.2, and the coro-

llary are valid even if we only

Agg(u) > 0 for all u and all

For the scalar case we get

assume A(u) 2 0 but require that
\ *

g = gpsS, and replace A (0) (0)bY LJ in cy .

a simple form for y :
P

Yp = aii(up)/llaii\\Dp9  i=ip,

where

Ilaiill# = max [a (up up UP P
ii 1' 2>“‘9 i-l>"i>ui+l>"'>  n

In [lo) it was shown that for a free ordering with scalar indices

the relaxation process converged for a choice of y which was some
P

fixed constant less than y*. We will show below that the relaxation

process converges in the more general case of (4.7) for a free ordering.

Since the cyclic orderings are more important and easier to prove, we

give first a proof of their convergence.

- 5. Cyclic Orderings.. We assume thata finite set of t multi-

indices S = (h.]
t

1 i=l' hi c&n, is given such that uizlhi 1 Z. If a

sequence k 3P
runs through the list S in a cyclic fashion, i.e.,

(5.1)
gP = hp(modt) + 1' P Tt o,1,2,*oo

f
L

i

then we say that the ordering is cyclic with S as minimal set.



Theorem 5.1. 'Let G(u) and usatisfy (4.1) and (4.6) and let

(g,] be a cyclic ordering with minimal set 6. Then, if the @,)

(upI o f  ( 3 . 1 )satisfy &.lO), the

(2.1).

proof. From Corollary 4.1we

that Glup) 4 G,. It follows from

converge to the solution U* of
m-

get that r
&P

(up) L-) 0 as p 3 ~0 and

Lemma 4.2 that for any p < q

(5.2) G(u') - G(u') = -Zz*v 2 8 * q-y (uV)j2.Cvsp rg
V

This implies that for all p,q such-that \p - ql 5 t,

Furthermore, since GeC2(Do) there exists a constant M depending.

0
only on, u and G such that for any i, 15 i 5 t,

Irh (uwl) - rh (u')\ 5 M\u*~-u'\ = M(u~‘- U: \

i i V V

5 MJr,  <u”)I
V

where 5
(0)= *M/As . This implies that the left side of

lrh bq> - rh (up>1 5 $!jjrh bwl’ - rh b”>I
i -i i i

goes to zero for lp-ql 5 t as p and q --) a, For i fixed and any

p > 0 set q = [$]t + i-l (where [$] is the greatest integer con-

tained in p/t), then Ip-ql 5 t while gq = hi. Thus rh (0') =
i

rg (u') which goes to zero as p 4 ~0, whence rh (up) + 0 and

q i



r(up) + 0 as p 3 03.

This implies that every limit point of [upI is a stationary point

of G(u), and since DO
is bounded there is at least one limit point. s

It follows, however, as in [lo], that there is at most one stationary

* *
point u , so that up ---) u and the proof is complete.

Corollary 5.1. Let G(u) and u" satisfy (4.1) and (4.6)' wp

satisfy (4.10)~ then a modified Newton's method:

(5.2') uptl = up - uj A-l pp _ b )rbP>

converges to the solution * of (2.1).u

Proof. This follows from Theorem 5.1 by taking t = 1 and S to

consist of the set Z.

We will see in the next section that we can estimate the convergence

rate of (5.2).

6. Residually Ordered Processes. We,will show that the basic lemmas

of Section 4 may be used to obtain an extension of Theorem 1 of [ll]. A

residually ordered process (r.o.p.) may be defined in the same way as in

Call’ as follows:

(P)Let TT = (g,
P '**" gp)), Np < N < n, gp)eQn be a given sequence of- -T\

z and ~ll*llpl n
coverings of a given sequence of norms on R . Assume

further that there exist positive constants
11p
, 7p, 7 that satisfy, for

n
any wsR ,

0

lp 5 np(W12’  P = O,l,%-'

10
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A relaxation process whose ordering (g,) is given by the multi-index

@;P
such that

kg /Ip = max hsrr rh'pII I’
P P

is called an r.o.p. For this process we prove

Theorem 6.1, Let G(u) and u0 satisfy (4.1) and (4.6)’ then if
the co.)p3 satisfy(4.10), the r.o.p.

7-
converges to the solution u of--

(2.1). The iterates converge like a geometric series; that is, there

exist positive constants 0, c such that

(6 1l 1 I up - u*j2< e21u0 - u+12, O~cV<l.

proof. From Lemmas 4.1 and 4.2 we obtain

(6.2) -AGp 1 cplrg (up> I2 2
P

ep/lrg
P

(up> @n,

2 (Eprp/Np)  b-CUP) I 2 b*T/N) IduP> I2

Thus r(up) 4 0 as p -+ 03 and, as in the cyclic case, it follows that

up --) u*.

To show that (6.1) holds, we set ep = up - u*. From (4.9)

v E
P G(up> - G(u*) = h (eP,A(v)eV) , vsI(up,u*)

On the other hand, there is a zaI(uP,u*) such that

b(upL~p) - VP = 8 (eP,A(z)eP).

i

and then

If ep # 0 we set

"P
= l+ miny

'
weD ( (eP,A(deP>/(eP'A(w>eP)  >

P ,

IduP>  I lePl 2 PpVp’

I,cup,12  2 * Pph (P) v
P

11



If e = 0, set
P

1-1
P

= 2. From (6.2) we get that

-AG =v -v
P P

>pv >fw
P+l- P P -  P

where

so that

8, = A (')p2, T /2N
PPP P'

'3 = X(")~2s*T/2N < f3
- P'

V < (1 -
P+l -

Bp'V* 5 (1 " a,v,.

Since
Fe L 1 - Yp' then sp 5 ~~(2 - w,)/2h (P) and

gP

0 < 8 5 8, 5 wp(2 - cu,)TpA (P) (P)/NA <l
p gP

if NP 'lo
If N = 1,

P
then BP 5 1.

Setting o=l- S, e=i\“/l (0) we get

or that

which proves the theorem.

VP 5 cpvo

ep12 < f3&p(e” I
2

Corollary 6.1. Under the hypotheses of Corollary 5.1 the modified

Newton's Method (5.2) converges like a geometric series.

Proof. this follows from Theorem 6.1 since for all p, 7~ consists
P

of the single multi-index Z and is automatically an r.o.p.

7* -Free Orderings. In [lo) it was shown that for the scalar case,

convergence is obtained for free orderings, that is, where a sequence

c IiP
is arbitrary but all indices of Z appear infinitely often. On

the other hand, this was proved for group relaxation for linear problems

in [XL]. We will now combine these two results into one, in which the

less stringent condition on w
P

as given by (4.1O)is  used.

12



0Theorem 7.1 Let G(u) and u satisfy (4.1) and (4.6). Let (g,,] 'be

freely ordered; then if (u, ]
P'

satisfy (4.7)' the relaxation precess

(3.1) converges to the solution u

Proof. The idea of the proof is similar to that used in Theorem

3.1 of [lo]. From Lemma 4.2 and Corollary 4.1 we get that r

gP
(un) --) 0

as p-r=.

Let x be a limit point of the sequence (up). We may assume that

r(x) # 0' otherwise we get convergences  as before. Let S be the mini-

mal set of the ordering and set

s = min(lrg(x]
1
,(x) # 0, t3-d.

Let v be the maximal order of the multi-indices of S and let h,A,be

positive constants such that

h(w,w) 5 (w,A(u)w) 5 A(w,w) '

for all usDo,' and all WCR".

Define U to be the neighborhood of x such that

I
I U- xlC6, 6 =’ y o/al5

and let N be sufficiently large that for all p > N

-AG <'*22
P

p A 6 l

We get from (4.11) and (3.1) that

-AGp ,> s*(~/~p)2~up - up+l12

13
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so that

I UP - up11 < 6, p > N.

If for all upeU, p > N, r
gP
(x) = 0, then (up1 - u',r(x)) = C.

By the same argument used in Theorem 3.1 of [lo], all the up, p > N

will have to be in U from some point on. If, say, r,(x) # 0 for

some index U, 15 w 5 n, then u can appear at most a finite number

of times among the g
P

in the ordering. This contradicts the hypothe-

sis on the infinite covering of 2. _

If, on the other hand, there is for some p > N a upsU such that

rgP(x) + O' th
en for each xcsg

P
there is a wep(up,x) such that

I,,,cU') - $x)I 5 IA(w)(u' - x)1 < ~6 < p/2J;;.

Thus f& g = gp, IrgO- rg(x) 1 C p/2 or (r,(u')I > o/2.

Since
wp\rg(up)I = lAgg(uP)(uPh  - uE)I  s .+I~~ - upI

g

IrgbP)l  < WY = Q/Q?- 5 & 0’

we get a contradiction and the proof is complete.

8. Remarks. i) It follows from the proof given above that instead

of the requirements on G(u) to prevail on the whole of Rn we could

simply assume them only in some domain containing K".

ii) Another condiXon which is sufficient for convergence is as

follows: Assume that G(u)sC2(Rn) and A(u) > 0 for all u. Let there

exist a point u* such that

14
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(a) G(u) 2 G(u*) for all usR",

(b) A(u*) > 0, and

(c> Agg(UP) > 0 for g = gp' p = o,l,2,. . . .

Then the relaxation processes described above in Sections 5 and 6 will

i converge for any starting U0 .

i
i

L
i
i

Thus we must show that for each z the set DZ = (u~G(u) < G(z)]

is bounded. We may without loss assume that u-' = 0 and assume D is

unbounded for some z. Then there exists a ray tv, t 2 0, for soie

fixed v, which lies in Dz. Setting - cp(t) = G(tv), then m(t) is

convex in t and ~'(0) = 0, ~"(0) > 0. Thus there exists a to > 0

such that co'(t,) > 0. Let (t 1 be a sequence of increasing numbers,
P

such that tp > to, p > 0, t --) 03.
P

Since cp'(t,) 2 $(tO) > 0 and

G(z) - G(O) 2 &tp) - dt,) 2 cp’(tp)tp~

we get that $(t,) 4 0, which is impossible.

This argument may be used to show that the minimum u* is unique,

which then guarantees convergence.

I iii) A single colndition which assures convergence for any initial

i guess is the existence of a constant p such that A(u) > u > 0 for

I

i
all usRn. This occurs in the case-of certain uniformly elliptic prob-

lems, as shown in [lo].

f
IL

iv) In [lo], it was required that a uniform'upper bound be avail-

able for the aii(u) for the

L

scalar processes. That is, a N was

sought such that aii(u) < H for all u and i. If such a bound is

;
available, then an allowable choice of u)

P
wouldbe w = a

L
P

ii(up)/u,I yp’

This implies that the iteration

i
L 15
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would converge if any of the sufficient conditions for convergence were

satisfied. In the case of a discrete Plateau problem, it was shown in

p-l = up
i i

- ri(up)/K, i = ip, uF1 = u$

[lo] that a..(u) < 4 for all u and i. It was also shown there that

aii(up) 1 4h6L;c(u")3, where h is the mesh size of the net. If Y

is a positive number < h6/G(uo)3, then, for example, a choice of

Wp = * ail(up) - y, i = ip would yield convergence for any starting

U0.’ This represents a considerable improvement over the allowable choice

pof w given in [lo].

4 If a system of equations is given by r(u) = 0, r,(u)sC'(R")

and if the Jacobian matrix A(u) of this system is symmetric for all u,

then there is a G(u) such that r(u) = gradG(u). If A(u) : 0 for

all u,: one can check the other sufficient conditions  for convergence.

An example of this is given by r(u) f Cu + f(u) where C is a con-

stant symmetric matrix such that C > 0 and f(u) has a symmetric

Jacobian matrix f'(u) 2 - N 3 - X(C). In this case A(u) > p = h(C) -

K ' 0' so that any starting guess will yield convergence for the relaxa-

tion processes described above. This example is realized in the approxi-

mate solution of semilinear elliptic boundary problems, when f'(u) is

often a diagonal matrix. Thus if one is to solve the usual discrete

form of -AU + g(cp) = 0 with, say, Dirichlet boundary data, and g'(to)

L 0' then the relaxation methods given above will converge from any

starting guess. To determine, say, yo, one needs an upper bound on

g'(ui) for u in 0D . At times an a priori bound on the solution u*

may be used to bound g! A similar situation is obtained if -Am is re-

placed by a uniformly elliptic self-adjoint, but possibly nonlinear, operator.

16
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