THE SCHEDULING OF N TASKS WITH
- M OPERATIONS ONTWO PROCESSORS

BY

HENRY BAUER
HAROLD STONE

STAN-CS-70-165
JULY 1970

COMPUTER SCIENCE DEPARTMENT
School of Humanities and Sciences
STANFORD UNIVERSITY







ABSTRACT

The job shop problem is one scheduling problem for which no
efficient algorithm exists. That is, no algorithmis known in which
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three operations. The operations of each task nust be performed in
order and among the processors. W analyze this problemthrough four
sub-probl ens.  Johnson's scheduling algorithm is generalized to solve
two of these sub-problens, and functional equation algorithms are used
to solve the remaining two problens. Except for one case, the algorithns
are efficient. The exceptional case has been labelled the "core"

problem and the difficulties are described.
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The Scheduling of N Tasks with M Operations on Two Processors

by

Henry Bauer and Harold Stone

[ ntroduction

The "job shop problem is one scheduling problem for which no efficient
algorithm exists [Conway 1967]. That is, no algorithmis known in which
t he nunber of conputational steps grow al gebraically as the problem
enlarges. This paper presents a discussion of the problem of scheduling
N tasks on two processors when each task consists of three operations.
The operations of each task nust be perforned in order and anong the
processors. W& analyze this problem through several sub-problens.
Johnson' s schedul ing al gorithm [Johnson 1955] is generalized to solve
two of these sub-problens, and functional equation algorithnms [Lawler 1969]
are used to solve the remaining two problenms. Except for one case, the
algorithnms are efficient. The exceptional case has been labelled the
"core" problem and the difficulties are described.

This problem has been suggested by several exanples in computer
sci ence

L N tasks exist which alternately require the use of a CHJ

and sone peripheral processor and for which the time required

by each processor is known within reasonable tolerance

2. N tasks exist which are to be prepared (conpiled) by one

machine for execution by a second nachine and the output is



to be processed by the first nmachine again. The tine

required for each processor is again known in advance

The organi zation of the paper is as follows: Section Il discusses
relevant results of previous researchers. Section Il states the problem
of scheduling tasks with three operations on two processors and initiates
the discussion of the problems solution. Sections IV, v, and VI present
three sub-problems for which efficient solutions have been found. The
"core" problemis discussed in Section VII. Finally, the conplete
probl em solution is outlined, and a summary of the results and an

indication of future research directions are given



Il. Hstorical Results

The major results in the problemare due to S. M Johnson
[ Johnson 1955]. Johnson considered the production schedule of N
tasks each of which he assuned to have two operations. The first
operation is performed on the first machine and the second operation is
performed on the second machine. There are only two nachines and the
second operation may not begin before the first operation is conpleted.

Johnson obtained the following two results.

L The order of the production sequence on the two nmachi nes may
be made the same without loss of tine.

2. Let tasksi,i=1,...,N consist of the pair of operations
ai’bi wher e a, > i =1,..., N, are the lengths of the
operations to be processed on the first machine and bi ’
i=1,...,N are the lengths of the succeeding operations
to be processed on the second machine. An optimal ordering
is given by the followng rule:

Item | precedes item j+l1 if

. by . .
mn(e\tj,j+l < mn(aj+l,bj)

This ordering is unique except for ties.

Equivalently, result 2 may be stated in other ternms for which we

require the follow ng definitions.

Definition: The contribution of the i-th task is the difference bi-ai.
Definition: The &2l ay, , is the difference between the initiation

tines of the two operations of a given task.



Intuitively, the contribution of the i-th task represents the
effect of the task's assignnent on the value of the delay. A positive
contribution tends toincreasethe delay for the next task assigned;

a negative contribution tends to decrease the delay. Result 2 is

equivalent to the follow ng

2. Divide the tasks into two groups according to whether
their contributions are negative or non-negative. Assign
all the non-negative contributing tasks in order of increasing
si ze of ai's'follomed by the negative contributing tasks

in order of decreasing size of b.'s .

The proof of this assertion can be seen as follows. Let the tasks
with positive contribution be indexed for | = 1,2,...,m . Then, if

arranged by increasing a these tasks satisfy

k L

< a, <b, A,

h b
aj—aj+l/\ 5 j Jfl —<J+ Aa. <

1 3 for 1 <j < ml

51 -
Then
m n( = a and mn(a,,,5b,) >a for ml <j < N

aJ,bj+l) 3

Simlarly, we obtain

>Db

min(a;,b.,,) = b, and  mn(a,,,,b;) by,

Jj+tl

for the negative contributing tasks which again is Johnson's condition.

At the dividing line between the negative and non-negative contributing

t asks



Therefore, we obtain the Johnson condition

m n( ) < min(b

m’bm+l) < min(bm,a.

8‘m m+l)
Johnson generalized his first result for N tasks, each with M

operations, M >2 .

1'. Consider N tasks each with M operations to be processed
respectively on M machines, 1,2,...,M . That is, the
first operation of each task nust be done on machine one, the
second operation on machine two, and the k-th operation on
machine k. To mnimze the maximum flow time it is sufficient
to, consider only schedules in which the production sequence
is the sanme on machines one and two, and in which the

production sequence is the same on machines M| and M.

The third Johnson result is for a special case in the N task,

3 machi ne problem

3. Consider N tasks each with 3 operations abscy
k =1,2,...,N to be processed in order on machines 1, 2,
and 3, respectively. Assune that
mn a, >max b._.
i- J
Task i precedes task j if

i + +Db. i .tb.,c.+Db.).
mln(ai bi’cj bJ) <Mm:|.n(aJ 571 1)

In the general job shop problemfor M machines and N tasks,
the only conplete solution that is currently known for which the

conputational conplexity is algebraic rather than exponential in N



is for M=2 . |n an extension of Johnson%results, Jackson

[ Jackson 1956] showed that if

{A} is the set of jobs with only one operation to be performed
on nachi ne one,
{B} is the set of jobs with only one operation to be perforned
on machine two,
{AB} is the set of jobs which have two operations, the first to
be performed on machine one and the second on machine two,
and {BA} is the set of jobs which have two operations, the first to

be performed on machine two and the second on machine one,

then sinply deternmine the sequence of tasks in {AB} and {BA} by
Johnson's rule 2 and, using these orderings, assign the tasks to

machi ne one and machine two as follows:

machine one: tasks in {AB} , followed by tasks in (A , followed
by tasks in {BA}

machine two: tasks in {BA} , followed by tasks in (B) , followed
by tasks in {AB}

where the order of tasks in {A} and {B} does not matter.



1. The 3-stage Schedul ing Probl em

In conmputer scheduling, it is sonetines advantageous to queue a
group of tasks (prograns) which use a common facility (conpiler) which
is serially reuseable (core resiaent). In this case, intermxing the
job queue with dissimlar tasks woul d cause set up delays of dispropor-
tionate length. Simlarly, the processing (execution) of these tasks
on a second machine may also require special facilities (run tine
adnini stration) which are also serially reuseable. In addition, the
conpletion of the tasks may be processed by the first machine with
certain advantages of grouping

The results of this paper concern a special case of the two
machi ne job shop problemfor N tasks with exactly three operations
which reflects the situation stated above. The general problemis

restricted in the following three ways

1. The first and third operations of each task nust be perforned
on one machine and the second operation nust be performed on
the other machine. Hence in the notation of the previous
section the tasks may be divided into two sets: {ABA} and
{BAB} . (Note that when fewer than three operations exist
inthe cases {A] , {B}, {aB}, {BA}, an arbitrary extension
to three operation tasks may be nmade. However, the choice
of the extension may change the resulting assignnent.)

2. The form of the solution is restricted as follows for machine

one and nachi ne two.



machine one: The initial operatims of the set (ABA
followed by the second operations of the set
{BAB} , and followed by the third operation
of the set {ABA} .

machine two: The initial operations of the set {BAB},
foll owed by the second operations of the set
{ABA} , and followed by the third operation
of the set {BAB} .

3. No idle time is allowed.

These three conditions restrict the solution to one of the four
fornms illustrated in the Gantt charts below. In these charts each
segment i s labeled by the set of tasks which may be assigned in the
segnent.  The underline indicates the operation which is to be
performed. For exanple,(ABA} indicates that the third operations

of the tasks in the set {ABA} are processed.

machine one {éBA] {BéB} [ABé}

I
machine two {BAB} {ABA} {BAB}
machine one (aBA} (BAB} (ABA} T
machine two {BAB} {ABA} {BAB}
machine one {ABA} (BAB) {ABA} —
machine two {BAB} {ABA} {BAB}
machi ne one (4BA) (BAB } {ABA} IV
nachi ne two {BAB }, {ABA} {BAB }




By the symmetry of machine one with respect to machine two,
Gantt Charts Il and Il are simlar, and Gantt Charts | and IV are
simlar. The discussion will be limted to fornms | and Il

At the beginning of this section it was noted that the form of
our problem was chosen to reflect certain restraints found in sone
conputer scheduling problems. It should also be noted that the solution
to the problemas restricted by these conditions does not necessarily
give an optimal solution for the general scheduling problem Bel ow
are exanples in which no solution of the form described in condition 1

may be found which will also satisfy conditions 2 and 3.

Exanpl e 111.1.

Gven the four tasks

{ABA} {T (7’ 3)1*) 2 T2 = (1:8: 6)}

1

{BAB} {T = ()'b 2:1) 2 T)+

3 (2)3)5)}

an assignment may be found which contains no idle time and is

conpleted in 23 time units.

machi ne one ' 7 6 L
1T'2 T 3’Th T, 21'3 T,
ITI.A
- 8 L 5
machi ne two arh T, 5Tl T, |1, Lﬁs

However, condition 2 may not be maintained wthout violating condition 3
The best solution that satisfies condition 2 is an assignment of |ength 24

as shown bel ow



machi ne one o7
lT\z T, [T,

) 8 l
machi ne two Ts |2py T, 3T11T3 BTu

Example 111. 2:

An exanple of a problemwth the formof Gantt Chart | foll ows.

Gven the four tasks

(B4 = (1 =

(2J5) 6) ’TZ = (11)8: 2) }
{BAB} = (TS = (4,8,8) , Th = (2,4,8))

we obtain the mninal solution of length 33.

IIT .

machi ne one b
Tl ', 1 2 8's & |
4 3
machi ne two zTu s | T 8Ty 8T2 813
However, again condition 2 may not be maintained wthout violating

condition 3.

machi ne one 2'I
1 2 Th T T

The best solution that satisfies condition 2 is of length 37.

O R I B 81 8 8

machi ne two 4 -3 1 1le 2

Let us now consider problens which have the formof Gantt Chart
This form of the problemhas a very sinple solution. The reason for

the ease of solution is that the operations are decoupl ed.

10
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Definition: Two successive operations in a set of tasks in a job shop
are decoupled if all of the first operations of all the tasks in
the set can be conpleted before any of the successor operations of

any of the tasks in the set-may be initiated.

In an assignnent of the type of Gantt Chart |, two pairs of
operations are decoupled: the first and second operations of the set
{BAB} and the second and third operations of the set {ABA) . The
order in which the first operations of the set ({BAB} are perforned,
therefore, is arbitrary. Likewse, the order in which the third
operations \Qf the set {ABA} are perfornmed is also arbitrary. The
remai ning operations may be assigned using Johnson's nethod if a
feasible assignment is at all possible with this form

The form of the problem characterized by Gantt Chart Il provides
a nore challenging problem It is clear that the operations of (BAB}
may be performed without any regard to their relative order since both
pairs of successive operations are decoupled. W are then concerned
only with the assignment order of the operations of tasks in set {ABA} .

Figure III.E depicts the formof Gntt Chart Il. To discuss this

sub-probl em we make the follow ng definitions.

Definition: A stage i of a given machine is a segnent of time in
which the i-th operations, and only the i-th operations, of all

tasks are schedul ed.

Definition: Aaiel ay, Ai , is the difference between the tine a
2
task's j-th operation is initiated and its i-th operation is

initiated.



Definition: The gap is the segment of time after the first stage

termnates and the third stage initiates.

|| Ll l L5
machi ne one stage one G stage three
| l Bo1
5,3 |
machi ne two —-—-4’2-—‘ stage two —%,2.__
| I,

Figure III.E pictures the initial situation of a typical problem
to schedule tasks in the set {ABA} . Each task Tk consists of three

oper ations k =1,2,...,N corresponding to the operations

8302 Per Oy
to be scheduled in stages 1, 2, and 3, respectively. The length of

each stage is defined by L, as fol | ows:

L =3 a L,= )b L= D¢ .
= 2 i K 5ok k

The length of the gap is designated by G . A A p Az,l , and

227 72,3
AN 2 designate the initial delay val ues.
2

An inportant concept in this assignment problemis again the

contribution of a task.

12
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Definition: Let X55V5 be a pair of successive operations of a

t ask Ti . Then the contribution C(Xi’yi) of task T,

is the difference y, -x. .
1 1

The Xy of the definition may, for exanple, be ai,bi or
bsscy in the description of our problem  Special note should be nade
of the properties of the contribution. A contribution C(xi,yi) is
called positive (+) if its value is greater than or equal to zero.

Li kewi se, C(xi,yi) is called negative (-) if its value is |less
than zero. A positive contribution C(xi,yi) i ncreases or | eaves
unchanged the corresponding delay while a negative val ue of C(xi,yi)
decreases the sane del ay.

Corresponding to Johnson's first result, the order of the operations
during each stage may be the sane as at any other stage. The inmediate
advantage is that although there are n! operation. assignnent orders
at each stage and therefore (n!)3 assignnent orders for the conplete

problem this resultlimtsthe solution space to n! assignment orders.

The statenent and proof of this result follow

Theorem [ Johnson]: Consi der N tasks each with 3 operations to be
processed on the first machine, the second machine, and the third
machine, respectively. To construct a mniml-time solution it is
sufficient to consider only schedules with the property that the

operations at each stage are sequencedidentically by task nunber.

13



Pr oof.
Gven any mninal solution assignnent, it is shown that the operations

in the first and third stages may be reordered without extending the

conpletion time so that operations in each of the three stages are

schedul ed in the same order, by task number

1. Inspect the first assigned operation of the first stage. If
it belongs to the sanme task as the first assigned operation
of the second stage, then go to step 3.

2. If it does not, find the first stage operation that has the
same task nunber as the first assigned operation of the second
stage. ~Place this operation first in stage one, delaying al
previously assigned operations by the length of this operation.

Since the initial ordering was a solution and since no displaced

operation in stage one conpletes before the first operation
in stage two begins, the new order is still a solution.

3. Inspect the first assigned operation of the third stage
If its task nunber is the same as that of the first assigned
operations in the first and second stages, then go to step 5.

4. If it is not, find the third stage operation. which has the
sane task nunber and place it first in stage three. Al other
operations of stage 3 either begin later than or at the sane
time they did in the initial solution. The new assignnent
order is then a solution also

5, At this point, the first assigned operations at each stage
of the assignment solution belongs to the same task. Renove
the first assigned operation from each stage and consider the
new problem resulting by repeating steps 1 to 5 on the reduced

problem until no tasks remain.
14



W can now assume, without [oss of generality, that the operations in
each stage are in the same order by task number.
Let us now construct a table which allows us to deternine whether

or not a given assignment order is feasible between two stages.

Defini tion: An assignment order is feasible if no operation begins
before its preceding operation is conpleted and no processor is

idle during any stage.

For each pair of successive stages we shall construct a table that
we call a feasibility table as shown in Figure III.F. Each table
consists of four colums with each row corresponding to the operations
of a specific task to be performed during the two stages in the order
of the proposed schedule. The first colum is the length of the operation
performed in the first of the two stages. The second colum is the
contribution of the pair of operations. The third colum is the sum of
the contributions of all rows above plus the initial value of the delay
between the two stages. The fourth colum is the difference of the value
in the third colum mnus the first colum value. Since the third
colum represents the delay before the given operation is assigned,
colum four represents the excess delay tine when the operation is
assigned. The pair of operations may be assigned w thout causing idle
time on the second processor only if the fourth colum value is non-
negative. Consequently, an assignnent order between the two stages
is feasible if and only if all the values in the fourth colum are

non- negat i ve.

15



Feasibility Tabl e

operation total previous
| ength contribution contribution excess del ay
1
III.F
N-1 =1
C(xX ¥y C(x,,¥,) C(x,7,) -
n N k2=:0 1’k 2o Ve T Ty

wher e C(Xo,yo) is the initial value of the delay between the stages

being considered and x,,y, refer to two successive operations of task
The feasibility table has a direct relation to the concept of
i mredi ate assignability.

Definition: Let a partial assignment exist after some set of tasks
(possibly enpty) has been assigned to the processors. A task is

i mredi atel y assignable after a partial assignment if at each pair

of stages the length of the first operation does not exceed the

val ue of the delay between the two stages.

The existence of inmediate assignability for each task in an assignnment
may be verified by the feasibility table. In the feasibility tables for
each pair of successive operations no fourth colum value may be negative
if all tasks were immediately assignable since the fourth colum represents
the excess delay when a task is assigned.

The first goal is to find a canonical formof a solution of the {ABA}
problem  Consider the contributions which the pairs of successive operations in

each task make; that is, C(ak,bk) and C(bk’ck)’ Kk = 1,...,N .

16



V. Case 1. Positive contributions at both stages.

Let all tasks be such that the second operation is not greater than
the third operation and that the first operation is not greater than the
second operation. In this case, ) for all k = 1,...,N, c(ak,bk) >0
and C(bk,ck) >0 . At any instant, whatever task is inmmediately
assignabl e may be assigned. This is clear since with each new assignnent,
the delay at each stage may not decrease. Therefore, once a task becones
imedi ately assignable, it remains immediately assignable until it is
assigned. Only if all tasks may be assigned, is the schedule a feasible

solution. The solution is obtained by assigning the operations of any

i nmmedi atel y assignable task at each stage.

Exanpl e 1Iv.1l:

machi ne one 5y N 8
ZTLJ ”TS I, e»h-l) T]T T, T,
' IV.A
TRCAine tWo ezt S 6T3 'r, |6e—15—>
\
Figure Iv.A describes a solution to the problemin which the
tasks are
Tl = (Z)S}L")
Tz = (5:7’8)
T3 = (l")6)7) .
Initially the delays are Al,z = 3 and A2,3 = 10 . Task T1 is the
only task immediately assignable initially. After T, i's assigned,
Al,z =4 and A2,3 = 11. Then T, may be assi gned and 4 o = 6 and
,2 =
A =12 . Finally, T, may be assigned. At each step the del ays

2,3
4 o ond A were incremented by the respective contributions
P 2,3 .

associated with each task.
17






V. Case 2. Negative contributions at both stages.

Let all tasks be such that the second operation is not greater
than the first operation and that the third operation is not greater
than the second operation. This case is the opposite of the preceding

case and nay be solved by "reversing time".

Definition: The mrror imge problemis the problem obtained by the

followng two transformations.

a. The precedence anong the three operations of each task is
reversed. That is, if a, pr ecedes b pr ecedes Cy in
task k of the initial problem then Cy pr ecedes b,

precedes 8 in task k of the mrror inage problem

b. The initial delays Al’z‘ Az,s’ AS,Z , and Az,l of
the original problem becone the initial delays A ., A , ,
Oy & Gy L

and A respectively.
81,27 2,57 &P y

In terns of the mrror image problem this case becomes one in
whi ch the second operation of each task is not less than the first
operation and the third operation is not |ess than the second operation.
But the mrror image problemis identical to case 1. A solution to the
mrror imge problemis found by applying the solution for case 1.
Reversing the order of the tasks scheduled in the mrror image problem
yields a mnimm tinme solution that satisfies all precedence constraints

in case 2.

18



Exanple V.1:

In the original problemthe tasks are defined as follows.

Tl = (al)bl) Cl) C (a'l)bl) S 0
Ty = (o) Clayby) <0

In the mrror inage problem the tasks are:

T]'_ = (cl,bl, al) C(cl,bl) >0
T’z = (CZ’bZJaZ) C(cz’bz) 2 0
Tl{‘l‘ = (CN’ bNJ a‘l\]) C (CN’ bN) 2 0

19

c(b l) <0

1°

C(bz,cz) <0

c (bN, cN) <0

C(bl’ al) >0

C(bz,az) >0

C(bN,aN) >0



VI. Case 3: A negative contribution followed by a positive contribution

Let all tasks be of the formin which both the first and third
operations are greater than the second operations. Note that this
problemis synmetric with respect to the first and third operations as
is its mrror imge problem

To facilitate the discussion let us consider that the genera
probl em consists of tasks whose operations nmay lend either positive or
negative contributions. A negative contribution in the original problem
will be a positive contribution in the mrror image problem Iikew se
a positive contribution in the problem will be a negative contribution
in the mrror imge problem In Figure VI.A the signs above stage

one indicate that

and the signs above stage two indicate that

That is, the sign above the operation of the j-th task at each stage
represents the sign of the contribution of the task. The mrror image

problemin Figure VI.A is diagrammed in Figure VI.B.



v

al a3 a2 au cl c3 (:2 c)+ VI.A
N
K4
- + - +
bl b5 b2 b)+
Z
)
+ - - +
8,1 a.3 a.z a’_‘_ cl CS cz c)_l_ VI-B
L
&
+ - + -
bl b5 b2 b)+

Both Figure vi.A and Figure VvI.B nmay be comnbined and abbrevi ated
as in Figure VI.C. The arrow to the right above a row of signs
i ndicates the contributions below are considered in the original while
an arrow to the left above a row of signs indicates the contributions

bel ow are considered in the mrror image problem

\ &
(4 N

N

21



In this new notation, Figure VI.D is a representation of the

probl em of this section.

VIi.D

+ + +|+ + o+ 4+

+ AN +

+ o+ + 4+ + o+ 4+

Consider that there exists a time D wthin the gap at which sone
second operation terminates and another begins in stage two. Tinme D
occurs after stage one is complete but before stage three has been
initiated. This condition clearly does not have to exist in an optinal
solution of this form a second operation may begin before stage one
ends and ternminate after stage three begins. The condition will
be relaxed later. [If such a D does exist, however, the problemis
decoupled into two, two-stage problems in which the tasks for each problem
have not been determined. Wth such a condition and Johnson's sol ution
method, it is known that the second operations of stage two are arranged
in increasing order of size in both directions fromD . In other words,
the operations of stage two are arranged in order of decreasing size
fromeach end up to point D. |If the second operations are arranged in

a list in order of decreasing size, the task corresponding to the first

22



operation in the list must be either assigned first or last. Once this
I's decided, the problem (and the list) is reduced by one task and the
solution continues in the sane manner.
This solution may be expressed in terns of a functional equation.
Four quantities distinguish a partial solution at any instant in the
assi gnnment process. These quantities are
J -- the task to be assigned next, 1< ] <.
£, - the total of the lengths of all the operations assigned
initially in stage two
02)5 -- the total contribution of all operations of the tasks
assigned initially in stage two
cl’2 -- the total contribution of all operations of the tasks

assigned initially in stage one

Al other quantities pertaining to the assignment may be cal cul ated
fromthese quantities. The superscript * indicates that the value is

calculated in the mrror image problem

gl = 22 01,2 VI.E
2, = -
5 = o3 | L
J_
ci 5 = -(kglc(ak,bk) - Cyp)
j-1
Cio = -(y C(byscy) CE’B)
k=1
j-1
gy = Zlb 1
2 N -
1 = t + t
2 25+ CL 5
— t ?
I o= 5 -C0

23



-l il P-1
The suns EEE C(a,b,) E%glc(bk,ck), and X b, are properties

of each task after they have been ordered in a list by decreasing size
of their second operations. Hence, they need to be calculated only once.
The sol ution proceeds by determining if the task is inmediately
assignable in the original problemand if it is imediately assignable
inthe mrror image problem If the task is imediately assignable in
the original problem it is tentatively assigned and the solution
recurses by continuing with the next task in order. If a TRUE value is
returned, a solution is found. |If a FALSE value is returned or if the
task is not imrediately assignable in the original problem then if the
task is imediately assignable in the mrror image problem it is
tentatively assigned there and the solution recurses by continuing with
the next task in order. If a value of TRUE is returned, a solution is
found. Qtherw se, the value FALSE is returned. In such a situation A
possi bl e solution orders exist. However, the tasks are selected in a
predet ermned order and the value of the 4-tuple (3’22’01,2’02,3) descri bes
the total length and contribution assigned using the j-1 tasks. As the
iteration continues through the N possi bl e solutions, if a Lk-tuple
identical to one previously encountered occurs, it is not necessary to
continue since the result will be the same as when the k-tuple was
encountered previously. In other words, the problemis reduced to a
sub-probl em previously attenpted, This algorithm elimnates many solution

possibilities from consideration.

The follow ng algorithm deternmines if a solution exists.

2k



1 Place the tasks in order of decreasing size of their second

operations and renunber tasks so that b, > b, > bg 2. - . 2By

1
2. A solution exists if £(1,0,0,0) is TRUE where
f(j’12’01,2’02,3) =
FALSE if 12+Al,2 >Ll+G
+ b, +
8y S 81,07 C1,0 M Py 59,37 0p,51

: +
£(3+1s8 b 5C 5 +C(a55D4),Cy 5+ C(byse))) v

+ (! + (Ot A
(ey < 4,2%C1,0 APy S%,1%0% 5

£(5+1, £55Cq 2:Cp) ) if L<ji<N
= i + +
f(N+l,£2,Cl’2,02,3) = TRUE if L) Slp+dy 5 <Ly +G
= FALSE ot herwi se

For sinplicity, the solution presented here does not yield the
explicit assignnent order. This order nmay be easily obtained by
modifying f to have a result of an ordered pair of values. The first
value being TRUE or FALSE as described above. The second value is null if
the first value is FALSEE Qtherwi se, when the first value is TRUE, the
second value is a list of tasks assigned in the original problem At
each iteration a task is appended to the list if it is assigned in the

original problem

The nunber of calculations of f for a solution given the tasks

and sizes of operations initially is bounded by

L (mre-ay ), ) O OB
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where r(x) indicates the number of values in the range of x

plus 5N additions to calculate the contributions and suns

indicated in FigureVI.E.

To relax the restriction placed on the solution by the point D,
consider all tasks with a second operation of size greater than G+l ;
say, there are P such tasks. The above solution nethod nust be repeated
tinmes for each such task k with -
P £2+A1,2 not to exceed L,-1 at
any step and with /z2+Al’2+bk > L1+G at termnation. P i s bounded

by NI

Exanple VI.I:

Using the above algorithmwe find the solution to a sinple four

task problem

le (755,6) T2=(8)2: 5)
Ty = (2,1,2) ( T), = (2,1,2)
Initially, we find that

= 18 =
8,0 b5 =2
4,1 =8 850=8
L =19 ¢ =1
L +G = 20
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1. £(1,0,0,0) = £(2,0,0,0) si nce b1 =5>2+0 =2 but

C

i

6 <8+0 =8 and

1
b, =5<8+0=8.
7 6
5
Now ci,z = -1 and Cé,3 =2 .
2. £(2,0,0,0) = £(3,2,-6,3) since a, = 8 <18+0 =18 and
b, =2<2+0 =2
2 —
ENEEN EINE
2 >
3. £(3,2,-6,3) = £(4,3,-7,4) since 8y = 2<18-6 =12 and
'b5 = 1 524'5 = 5 N
8 o | 7 5|2 6
24t 5
k. £(4,3,-7,4) = FALSE since £,+4&) , = 3+18 = 21 > L +G = 20.
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5. Return to 3 and

£(3,2,-6,3) = £(4,2,-6,3) since ¢y =2 < 8-1=7 and

NOW 05’.2 = -2 and Cé,B =3

6. f£(k,2, -6,3) = £(4,3,-7,4) = FALSE W have the same argunent as in
step 3 but we have al ready found

that £(4,3,-7,4) is FALSE in

step k.
7. Return to 6 and
since 03 =2 <8-2-6,3) sincé = and
1b§ =1<8+3 =11
Lo Pl [[ o1
2 5
8. £(5,2,-6,3) = TRUE since Ly =19 <t +4 , =
2+18 =20 < L. +G = 20 .

1
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VII. Case 4: The "core" probl em

Let all tasks be of the formin which the first operation is |ess
than the second operation and the second operation is greater than the
third operation. Note that as in the previous sub-problem this
sub- probl em has the same characteristics as its corresponding mrror
image problem In Figure VII.A the signs of the contributions are

i ndi cated near each stage.

+++H+++++
machi ne one ' VII.A

machi ne two

No efficient solution has been found to this sub-problem and hence it
represents the "core" of our stated problem Certain efficiencies
may be gained on this special problem which do not readily lend thenselves

well to incorporation into the general problem
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In reference to Figure VII.A, there exists sone point Din stage
one when all remaining tasks are imediately assignable. At this
instant the problem is decoupled into a two stage problem consisting
of stages two and three with the remaining tasks. Similarly, at E the
third stage is decoupled fromstages one and two reduci ng the problem
toadifferent two stage problem consisting of stage one and stage two
with the remaining tasks. \Wen both D and E have been reached, the
problem is conpletely decoupled, and the tasks may be assigned in any
or der.

A solution may theoretically be found in a conputation using a
variation on the usually efficient functional equation method. In
this solution the nunber of conputational steps is dom nated by 2"
where m is at nmost NI

In the following algorithm the value B is an ordered array of N
binary val ued el enents corresponding to each of the N tasks in order.

A given elenment B, of the B array is 1 if the k-th task has been

k

assigned and O if it has not been assigned. The notation B v B, = 1

means that the value B is unchanged except that the B el enent is
set to 1 . The value ¢ means that all elenents of B have the value 0 .
The algorithmis simlar to the algorithmfor case Ill. However, here

the tasks previously assigned are explicitly recorded in the B array.
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L Arrange the N tasks in an arbitrary order TyrTpreessTy -

2. A solution exists if £(1,$,0,0,0) i S TRUE where

£(35B525,C1 55C5 3)
FALSE if j = ml
TRUE i f £, 2D and £y 34E
(3, B’ZQ’C:L,Q) if 15 2E
(35 3:12,02,5) i f ll >D
£(45+1,B, £2°°1,2°C2, 3) it B =1

+
g S8,0% 0 p A By S8y 5 A

f(1,B v Bj = 1,z2+bj,c +C(aj,bj),02,3+C(bj,cj)) vV

1,2
f(j+l,B,£2,Cl’2,02,5) i f Bj =0

As in the previous functional equation solution, the exact order of
assignment nmay be found by pairing this ordering with the TRUE Iogical
values.  The maxi mum nunmber of computations is found by taking the nunber
of conputations in the previous functional equation exanple and multiplying

it by 2V
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VIII. The Complete Problem

The general problem may have tasks of each of the forms described
in the four sub-problems. However, since it is clear that tasks of the
first sub-problem and the tasks 6f the second sub-problem may be assigned
as soon as they becone immediately assignable, Figure VIII.A exhibits the
canonical form of the solution for the problem which only involves tasks
of the types described in sub-problens three and four and which has a
decoupling point D . In this solution form the tasks in stage one and
stage three are arranged so that some of the positively contributing
operations are grouped first, followed by all the negatively contributing
operations,\'followed by the renmaining positively contributing operations.
In stage two, groups of the negatively contributing operations both precede
and succeed the positively contributing operations. The reason for this
canonical formis based on Johnson's result since the point D decouples
the probleminto two, two-stage problens. Hence in Figure VIII.A, the
tasks in groups Wand Y are arranged, left to right, in order of
increasing size of the respective operations. In groups X and .
the tasks are arranged, left to right, in order of the decreasing size
of the respective operations.

A solution to this problem may be found by combining the sol utions

presented to the four sub-problenms into one algorithm

W .
S 1} D - 1o —
4 A\
R e R + ++ + 4+ - - - et + VIII.A
- - -+ ++ v+ PP
Dl WS
X Y
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Ix. Concl usi ons

W have discussed the problem of scheduling N 3-stage tasks on
two processors, a problem that has historically resisted efficient
solution. Wien schedules are restricted so that operatims are
schedul ed by stages, Johnson's schedul ing technique and a functional
equation scheduling technique introduced here can be applied to obtain
feasi bl e schedules with high conputational efficiency. The problem
divides into several cases, all but one of which can be solved wth
algorithms that grow algebraically with the size of problem (One case,
whi ch now may be considered the "core" problem still does not have a
sol ution tt;ét grows algebraically although it is solved here by an
algorithm that grows exponentially with the size of the problem

The analysis of the decoupling effect described here may be
extended to the simlar problemwith an arbitrary nunber of operations
which may be executed in stages. In addition, we continue to research

the problem of nore than two processors.
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