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[YINTRODUCTION

In this paper | want to examine George Lakoff’s discussion of matural

logie In some detall, and then to examine his, closely connected,
thesls of Generative Semantics [GS), He wrltes:

"Generative semantics olalms that the underlylng grammatieal

structure of a sentence |s the |oglca| form of that senten¢e, and
consequently that the rulesrelatinglogicalform to surface form are
exact/Y the rules of grammar,"[16, p. 183

It wil] be one of the orinclpal tasks of th!s paper to argue that

this claim Is false , at least |f Its words have anything |1ke thelt
mnorra| meanings,

Two Imrediate comments are approprlate about thls general thesls:
(a) about 'ts consequences; and, (b) about fts origlpallty. The
consequences of the thes Is, If-1t Is true, seem to me not to have
been suffliclient|y appreclated, For thls thes|s of Lakoff’s s In a
sense a reduct!o ad absurdum of modern |lngulstics;in that It would
be reduced to a mere handmaiden of |ogle or worse, whose only
residua| role would be to provide the details of the transiation of
sentences Into loglcal form, wh loh would then be the real, or
or Imary, structure of language, If Lakoff Is rlght in thls matter
then Chomsky’s whole enterprise of the last 13 Years, to construct a
forma| linguistics independent of loglie, has been a radloally
risguided one from the start, Some of us oould contemplate that
possibl|lty perhaps, but not the other consequence of S that there
cannot be any other, non=Chomskyan, |ingulstigs independent of logle
elther,

As to the origlnaljty of Lakoff’s thesis, it seems to me Interesting

to point out that It {s not as novel or striking as |s sometimes
assumed: |t conslists In taking serlous|y am ldea floated by BarHIl||e]
in 1954(4]), and to whlch Chomsky replied In one of hls earliest,
least known, and best papers{7],%%

In order to make this polint let me sketah brlefly what seems to me
the flow of energles from logic to |Ingulstics In thls century, That
there gare differences between the analyses that 9rammarians and
logtclians provide of the same sentence8 has been remarked on for
mil)jenla, And much of what, tn vrecent Year8, has been called the
difference Dbetween deep and surface structures Is no more than a
relabel|Iing of that difference, The distinction took asharper form
when Russell and Whitehead provided a notatton In Wwhieh to make
polnrts such as that "John |oves" and "John exlsts" have the same
grarmatical forms, in some sense of those words, but different
loglecal forms: in  that " |oves" could be represented by some
predlicate in the predicate calculus, while "exlsts" could not,

$% Jam Indebted to Prof,Jullus Moravgslik for bringlng thils paper to
my notlce,
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It Is not necessary to agree wlth that particular Point of Russell
and Wh| tehead’s to accept that the high polnt of that whole Wy of
thinking ====-=that |ogle was "deeper" than grammar=--~- was Carnap’s
Loglcal Syntax of Lanmguage, where he wrote [6]:

"By the jogical syntax of a language we mean the Tformal theory of the
lingulstlieg Tforms of that |anguage =~===the systematic Statement of
the formal rules Whlgh govern It, together with the deveiopment OF
the consequences whigh follow from these rules, « « «The dlfference
between syntactical rules In the narrower sense and the |oglcal rules
of ceductionis only the difference between FORMATION RULES and
TRANSFORMATION RULES, both of whlch are completely formulable In
syntactical terms, Thus we are Justified in designating as "logieal
syntax" the system whleh comprlises the rules of formatlon and
transformat lon",

For Carnap the formation rules of the logleal syntax OFf a LOGICAL

| anguade were to be the rules that produced all and only the
we! |=formed formulas of the system, The best contemporary example
was the Provision by JaskoWsk| [14]) of a set of phrase structure
rules producing the formulas of the propositional calculus, In the
case ©0f a NATURAL janguage Carnap thought OFf the formation rules as
an extenslon of lingulstie syntax (as THAT Was then thought to be):ln
Carnap’s vlew |Inguistlic syntax would prohiblt the string "Caesar |s
and" whereas LOG]ICAL syntax would prohibit '"Caesar is triangular",
while producing "Caesar s brave",

It was Bar-Hillel who, In the paper | mentlioned, reminded |ingulsts
of this Ilargely forgotten work of Carnap. Bar Hillel argued that
soreone, a |lnguist presumagbly, Should extend Carfnap’s work In
detal |» and moregver that he should go further and us8 the Carnaplan
notion of transformation to bring mueh of conventional lchc thh]n

|inguistics, Bar-HlI|8| Wrote! "There exists a concept of _syntax,.
dug tO Carmnap, <that (S pure|y formaj(strvctural)anc adeauate in a
sense that the concept prevalent among American structural |inguists

Is not, This conception entails a certalin fuslon between grammar and
logle 4+ with grammar treating approximately the formatioma| part of
syntax and 1loglie¢ Its transformatlonal Part, The relation of
COMMUTABILITY nay be a sufficient basis for formational analysls, but
other relatlons, sugh as that of formal CONSEQUENCE : must be added
for transformatlonal analyslis", (4]

The main point Bar Hi |le! was making that concerns US hers Is his
claim that the notion of loglical c¢onsequence has a Proper pPlaoce
within IlIngulstlcs, It was Chomsky who replied to thlspaperof
BarHillel’s, pointing out that the notlons of {nference and
consequence have nothing at a 1 to d o Wlth that of syntax or
wel |=formedness, except In Carnap’s own rather trivial sense of
syntax @ S covering anyY Tformal operations whatever, Severa|

important and closely related hlstorical Points should be noted heres
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1) When he replled to Bar=Hl||le| Chomsky had not produced h!s now
well known theory of grammar, However, when he dld so, making use of

two well worn philesophlical metaphors (Carnap’s of formatlon vs.
transformatlion; and Wlttgensteln’s of surface vs, deep grammar) Bar
Hillel took Chomsky to have been following up hls own suggestion,

For Indeed Chomsky had made use of the WORD "transformatlomn" Just a8
Bar~-Hlil|le| wanted, What Chomaky had NOT done was to make use of the
Wword’s content, for Chomsky'’s transformatijons(just |lke those o f
Harrls before him) had only the form of Carnaplan onesithat Istosay
the pPassage from one strling to another, the Passage Wa8 not to be
interpreted as one from truth to truth for the reasons ChomskY set
out In hls origlnal reprly to Bar=~Hl|lsl,

2)Thls is not Inconsistent with the faet that certain vestiges of
carrapian transformational CONTENT did remain In chomsky'’s
transformationse~«the relation between Chomsky’s paradigmcases "John
| ove® Mary" end "mary IS loved bY John" WAS that of valid Inference
(Carnaplan transformation), ChomskY also hankered after the
establlshment of some relatlon bet,een his kernels and |oglcal forma
(9, p, 162), However, these as | sald were vestlges, and need not
have been there, (Though It must be admitted that at various
subsequent times , ChomskY has c¢laimed that transformatlons ARE
mean!ng8~preserving, and thus are rules of valld Inference, ) With the
construction of his own system, ChomskY was g@genuinely extending the
work OFf Carnap, though not In the way BarH||l|el called for, As
will be seen from Carnap’s example that ! quoted, the relJectionas
improper of “Caesar |{s triangular", thls Was Just the sort of task
that Chomsky’s transformatlions were to carry out

3)Sos ! shall argue that Lakoff’sGS is, In a sense, a return to Bar
Hiltlel’s 1954 suggestlon, rejected at the time by Chomsky, and {n ne
way to be found In Carnap himse|f, For Carnap, generatlional
differences In the formation rules of a |ogical syntax were
categorial (that is to say, phrase structure )matters, and had no
obvious relatlonship to questlions of logical form as Lakoff thinks
they do, For example, {n the trlangular/bravecase , the dlfference
would be expressed by Carnap with the ald of categorles==-=for both
these sentences would be related to aloglcal form P(¢c), or 3x, (x=c,
P(¢)), The difference between them would |le simply in the faet that
If ¢ was Caesar then P could be Bravery but not Triangularlty,

My points so far have not been Intended to defend Chomsky In any

Particular way, but only to Point out that ,Wlth his thesis of
GS,Lakoff Is claiming what Carnap never considered, what Bar Hillel
adurbrated and ChomskY reJected, nearly twenty years ago, Moreover,
that controversy of 1954 in no way sald the last word on the
difflcult questions involved, partleularly because the startling polnt
of BarHillel’s argument was the now largely Irrelevant gquestlon of
distributional analysis, In additlion, (t wi|l take SOme ar gument on
my part |n the bodY of thls paper to establish my assumption that
Lakoff’s GS not only considers leglcal forms to be Hnﬂulsﬂaa*lv
basle, but also considers the derivations from them that establlish
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surface structures |n a natural language to have Inferential content,
And so that when Lakoff wrote of grammatical rules as "relating
logleal form to surface form” he dIld not mean Simply rules of
trans|ation, [ shal| have no dlfflculty In establ!shing thls from the
examp|es Lakoff uses, hence GS |s a thesls that does bring the notlon
of consequence Into |ingulsties, and in an even stronger form than
Bar HI 1 lel looked for, For, in the paper I referred to, Bar Hil}el
thought that conseauence Would probably not be necessary for what he
cal led "formational| analysl!s",

] shal 1 argue, then, that the notlons of Inference with whichlLakoff

is concerned are of no partlicular |ingulstlic Interest, Moreover, in
that M™any of the jnferences Wlth which he concerns himself are what
would normally be called Induotlve Inferences, they are of no
particular |oglcal nterest either,

By that | intendto refer to the whole area of inferences that humans

make on the basls of what they see, hear, know, and remember, but
whieh are not VALID {nferences, In that they may well turn out to be
wrong, For example, }f we hear someone say "Please sit down", We may
Infer, as a matter of soclal hablt, such things as that there Is a
chalr In the presence of the speakerithat whatever I8 Spoken to ls
huran; that In opeying the reauest, |f he does so, the hearer Wil
move downwards (though he may already be |ylng down), Any or all of
these Inferences may be true, and ma¥ moreover be usually true, but
may alSo be false On any particular occaslon, , These Inferences are
al | Inductive, habltual, emplrical, but have no interesting logleal
content, however, because they are not valld Inferences,

1f» and 1 shall show this below, the inferences Lakoff deals In are
of this sort, then hi!s system cannot be any sort of logiec, other than
a probabi|lstic logie, which is not In auestion here, However, It
seers to me that In bringlng lingulstic attention back to the subJject

of . general Inference(whiech |  take to Include Inductlive
Inference)Lakoff may be dolng a service, For the enterprise that IS
concerned wlth such inferences Is nelther j0gle, nor |inguistlesa s

traglitlonally understood, but artiflcial IntelifgenceCAll Al s much.
concernad with the constructton of a humane|ike reasoning and
understanding system, and that Is no small or unworthy task,

MY Vview Is that such inductive rules can only be a useful part of a
mechanlism which is able to FOLLOW UP these, possibly mistaken,
inferences to see whether or not they are Justifled by the
informatlion reaching the system later, and hence |s able to abandon
erroneous inference where possible, No suoh Procedure ls pessible
within the conventlicnal paradigms Of legle Or Iinmguistics; certalnly
not wl!thin Inductive |ogl¢ in the probabllistic form in whlch those
word8 are normal ly taken, Only wlthln some such context as
artificial Intelligence, then, does It make mugh sense to ¢iscuss the
sort of dubious infgrence ! am referring to, suoh as whether or not a
chalr was pressent in the "Please slt down" example | gave earller,
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Now, there should be nothing astonishine in claiming that, If
Lakoff’s work has a proper place it is within Al, for most modern
llnguistics has been fundamenta| |y concerned with the constructlon of
a Possible mechanism, even if in a |ess oiear way than Lakoff’s work
is, ano even though the |lnguists In questlon might utterly relect my
description of what they have been up to al | this tinme,

Chorsky’s se|f=imposed task, It will be remembered, was the
desc¢ription of a possl!ble mechanism that would generate all and Only
the Jlanguage strings satlsfylng some criterion OFf correctness, That
remalns the fundamental descrlption of what Chomsky was alming at,
even though It is now cal led "weak generative capaclty",and the
criterion of correctness Itself has wobbled a bit over the year$, and
even though Chomsky has given other desiderata that the mechanism
also hag to satlsfy; such a8 being a scientific description of data,
reducing them to order;describing a possibje mechanism by whlch
hurans IN FACT produce janguagej;formalising the structure that humans
THINK their langyage hag, and s© on,

There Seems to be a continuing confusion in current |inguistie¢s on
this point, in that, |n their eagernesss to dlsclalim any Intentien to
model the mind or brain or other processes of an actual 8Speaker, some
I inguists have gone too far and dlsavowed the origimal gospel| OF
sentence production as well, The task of the |lngulst s then
thought to be to assign descriptlons to indlvidual sentences, but by
methods which must remain wholly mysterious |f he has already
rejected all specific analytic or productive ClI 93 algorlthms, As |
shall show, Lakoff himself Is In danger of fal 1ing f{nto this
particuUlar procedural |lImbo, Chomsky’'s original description [830f
his own enterprise was Undoubtedly productive, and even when he came
later to clarify the notion of "generation" he continued to draw the
ana | W with Post derivations in logle [9, p, 93 whlch are
paradigrs of directed mechanica| sentence production,

Pe'rhaps I have set rather a wide and extensive scene for the detailed
discussion that follows, but then Lakoff himself does oonsfdsr hlis
own contributions to be fundamental, and not merely perlpheral, to

linguistics, | must now establish three polints by dotai!ed
reference to Lakoff’s text, in order to Justify the rather large
general! claims of this introduction, They are (1)that the thesis of
GS uUses consequence to establish lingulistic well formednessj(2)The
notjon of consequence used K] frequently Inductlve

consequence; (3)That the thesis of GS , wnless It |s merely a
notational vartant of existing linguistic theorY, is false whether Or
not it rests on a notion of conseqguence,

In the +two sections +that follow 1 Tfirst examine the notion of a
natural logic and then proceed to the central thesis of GS,




11> THE NOTION OF A NATURAL LOGIC

It is proper to ask first what Lakoff means by a natural legle, He
writes (16, p, 54):

"(iv) We want a legle In which all the conoepts expressible In
natural language can be eoxpressed unambliguousiy, that !s, In whlch

all non-synonymous sentences ------ have dlfferent |oglica| Torms.
(v) We want a loglc whleh is capable of accounting for all correct

Inferences made !n natural language and which rules out Inaorrect
ones, We w!|| call any logle meeting the goals (above) a "natural
log 1 e"",

Again (ibld, , p, 58):

"Ir npatural legle, , .+ . loglcal esquivalences could not Just be
arbltrarlijy set gown rather they would be Just those necessary to
characterize the notlon "va I | d | nference" for natura | | anguage

arguments",
And again (Ibid, , p, 126)¢

"Natural loglec, taken together with linguistlics, is the empirlecal
stugy of the nature of human language and human reasoning",

Thls all sounds a Very nice !dea, and generallya good thing, but
what does It really come to? These gquotat|ons, for example, taken
together, express a curlous amblvalence towards formal Jlogie that
runs flght through Lakoff’s paper, [akoff Wwrites OF a natural logle
In terms of the general! study ©f human reasoning, but thr fact Is
that mest real human reasoning Is of a sort that Is of {nterest to no

ene but psychologists,and sometimes psychlatrists, Real Dpeople
argue much of the time along the Ilnes of "That man hasasauint,
therefore he probab|y wants to mug me", And, of course, sometimes

they are rlght in sugh Inferences, The notion OFf Inference, a8 8ugh,
has no real Ilogical content: inferences are Just the Inferences that
people actual |y make, Ph!|osophers from Moore (28] to Lakoft Clbld, ,
p, 9lhave c¢riticised the baslc connective LERN of mutorial
Imp|lcatlion, In the Propositional Calculus, on the grounds that [t In
no way expressed the natural usage Of "i{f, , , , then” in ordinary
languade, because It allows any statement to0 Imply any other, a3 long
as thefirst is not +true whlle the ssoond Is faise,  [n the
Propositional Calculus one Oould bproperly say that "The Apoilospace
eraft |s nearing the moon" Imp | les "] have a head=ache ¢oming on” 1 f
Indeed | do, and that has always seemaed to me aulte a falr o?cturOIOf
how People actually reason in real|lfe, But more serlousiy, Lakoff
also vrefers, In the passages ] quoted, to "val Id" and "correct"
Inference when settlng out what a natural Jlogle Is to bpe,
"va| I1d” Is a reasonably We||=understood term and covers such
Inferences as “all f’sareg and all 9’S are |, therefore al| I f's
are |", aswell as those |lke “John is a younger son, therefore Jbhn



has &8 Dbrother™,

we can easlly construct a sense of "copreoct" inference, too,
different from that of "valld Inferenge" pbut stlll of Interest to
foglec For example, and to use an old |oglcal favorite, we can infer
from '"This Is a creature with a heart” that "This Is a ¢rsature wlth
& Jlvern, We can do this because the mlssing premise |8 unlversally

trus, slince g3l | creatures Wlth hearts do as a matter of faot have
livers, though It does not depend on the meanings of word8 a8 does
the "younger son" case, But such Inferences will be corract In some

clear sense In that they wWll| (whille the world stays roughly the same
as nowW)always lead from true prem|ses to true oonclusfons, and 80 a
"natural logle" should probably be oonoerned wlth them, But, and
thls Is my polnt, what doesl_akoff think |oglclians, tradltlional and
modern, have been up to, |f not the discussion and Investligatlion of
sych va]ld, and sometimes, correct Inference83

To be preclse, does Lakoff present any va|ld or correct Inferences In

his paper, as Part--of a proposed natural |o9le, that have not been
extensive|y discussed by loglclans In the normal course of thelr Jbb?
] Would think not, and thls leaves me puzZzledas to what Lakoff
Intends the distinctive contribution of his natural loglec to be,

There are, In hils paper, a considerable number of relatienshlps

estab|!shed of the sort that have constituted one of Lakoff'’s
oontributions to |lngulstics; suchas that we can go from "Last nlght
Sam smoked pot" [Ibid , p 43 to "Sam smoked pot |ast nlght", but
not necessarlly froh "LASt night | reallzed Sam smoked pot" to "I
reallzeg Sam smoked pot last nlght" ~— AIl of whieh Is Perfectly true,
but the flrst example la not, [ should have thought, what abe|lever
In a natural logle would want to call a Vvalld Inferenceslin that
Inferring a trlvlal synonym from another 18 the sort of thimg that
loglcians do, and Lakoff complalns of, rather than a real |lfe
natural Inference, For who would aetually say "Sam smoked pot last
night, therefore last nlght Sam smoked pot"?

Now there are indeed |nferences to be found InlLakoff’s paper s that
are real world ‘!nferenges, but would not be found in a logle book.
However, they also have the drawback mentloned earl ler, that they are
not valld, or even cgorrect, In the sense deflined above,

Lakoff wrltes [Ibid, , pse 4231

"(34)a, NIxon refused to try to shut Agnew Ubes o+ + o o+ (340)
ental|s(35a), , , , , (35)a, NIxon didn’t try to shut Agnew up",

I f Lakoff Is using "entall|"” in Its normal sense to cover Vvalld
Inferences, those where the conseguent must be true |f the anteordent
Is:+ then what he clalims Is Just not %0, To refuse to do somethlng
ls to dec|ine, to perform a verbal act, and I8 so described In both
American and Brltish dlctlionarles, It |s perfectly possible t o
refuse to do x and then to do |t» even though a8 a matter of faot |t
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may be usual not to do x once You’ve refused to,

Again [ibld, , pp, 8-12) Lakoff argues at length that the sentence

" ne more bear, and !’!| |eave™ Is der!ved from a sentenoe contalning
"9f" such as "I!f I drink One more beer then 1’|l leave", and the
force of the exampls Is that there % a relation of gonseauence
between the two sentences In the derivation (of one from the other),
In which case he ts saylng that "1f 1 have one more beer than [’I]

leave™ ental |s "One more beer and 1’]lleave", But that again ls
not so, for I might neither have another beer nor leave, |n which
case "1f | have another beer then [’1]1 leaven s still true, but

"1t I have one more beer and I1°11 leave" (a natural meaning of the
consequent) 1is false, and so there can be no entailment, sinee the
antecedsent wlith "{f» |s true, and the consequent is false,

Now, I nay have i nterpreted the whole notion of GS wrongly (see below
part J11) in that the derlvation relation here Is not Intended to be

consequential, _ But IF IT1S then here agalnlsa very shaky form
of {nference at the hgart of the system, and one Whiechsy a8 | arqued
in the flrst section, wi|l Just not f!t Into the standard logleal Or

linguistlc derlvational paradigms, but only into one that has the
caPaclity to find out that It has Inferred wrongly and %o try agaln,

Wh! |e pointing out that modern logic Is still concerned wlth valld

Inferences, it must also be admitted that much of Lakoff’s crlticlsm
of 1its preoccupations Is true, His demonstrations of the ways In
which logleal caleul! fail to capture the awkward prolfferations OfF
I angua%e are faml|lar to readers of Moore, Wittgenstein and Austin,
but nevertheless valuable a8 reminders, In that the arrogance of
logicians about language blossoms agaln In avery gereratjon asif it
had never been trimmed, Agaln, much of the preoccupation of
loglicians with the axl!omatlisatlen of loglels hard to understand for
those concerned with the problems of language, and indeed Knea|e [15]
has pointed out that there is something rather odd about wanting to
axlomatise loglc itse|f (Which |s where much loeglcal energy has gone
in thils last flfty years): axlomatisations always used to be of some
area of subject mattep, such as geometry, using the technlques of
loglc,

But here a g a i rthings are not as bad as they might seem, and even
the most foundational logicians are aware that thelr formal systems

mrust respect the valld Inferences of some area OF diseoursse, The
trouble Is, from the point of view of those interested In lanauaade.
that the area of dliscourse that many or al| foundatlonal |ogiclans

are interested in s mathematics, not natural language,

But some of these foundatlonal concerns should be of ultimate concern
to Lakoff in the construe o on of anatural |logle, suppoesling he were
able to do what aprears t0 be his ah; toput together an enormous
nurber o f postulates or rules of Inference for natural |anguage
argument, It wou|d surelyY be important to know {f they were
consistent: for the fact that speakers felt sure about each of them
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Individyally would not guarantee that consistency at all, At one
polnt, though, Clbld., b, 943 Lakoff does refer In passing to one of
his postujates as a theorem, and theorems are derlved from axioms, so
perhaps he does have In mind some ultimate axjomatisatlion and test of
eonsistency, However, there are other more Immedlate barriers In
the way of such an assemblage of postulates, When | wro eabove of
Lakoff’s amblivalence towards loegles | hadlinmind his sws tonh from,
often Justifled, criticlsms of formal logle to an extraordinary
dedree of acceptance, One form of It In thls paper I8 an assumptlion
that ©one oan assemble an agg9regate of postulates by pleking and
ehoosling from dl!fferent areas of loglc,

the overall format of Lakoff'’s paper Is In fact a gentie meander

through dlfferent areas of Jogle: auantifiers, meaning postulates,
modal logles model theory, But there |3 no system suggested at anv
polnt, only an aspiratlon and a new notatlion with every subsectlon,
It | not at al| se|f=evident that all these notlons can be useful Iy
comblned In one system, Meaning postulates and modal theory, for
example, represent very different ways of golng about dolng logle,

Another form of Lakoff’s overeconfidence In |ogle 1Is hls apparent

assumption that a number of foglcalconcepts offer firm tools for the
Job he has In mind, One suoh |s entalimant, which Lakoff somewhat
misynderstands as we saw, The baslc notlon of entailment Is faleply
c|ear, but It oannot be pressed too far or {tsilps through the
fingers,Some bphllosophers would certainly argue that the so=called
vparadoxes of ental Iment"” have this effect,and,from another polnt of
view, Quine (23] has glven much timetoarguingthat the notienpe
dropped, though !f one did 80 It Is not easy to see how we would
oontlnue to describe manyofwhat seem to be perfectly clear valld
Inferences In natural | anguage, Another case _.i‘s that of
presupposition, which Is an extreme|ly difficult notion partly
becaus® the usual definitlon of It, sucsh as Strawson’s, Is in terms
of. ental|ment: (27] "S presupposes S* |fandonly If "Slatruth
valued” entalls S’ This Is avery diffiouit notlon to apply toereal
language examples, and most of the legiclans who have made use of a
forma| notlon of presupposition have kept It safely within caleu}l,
But Lakoff uses [t plithely where entalimentwou|dseem more
appropriate, He te|ls us CIbld, , py 511 that "Sam reallzesthat
Warry la a flnk" presupposes that "Harry Is aflink", whieh sounds
ajright In an everyday sense of presuppose but 1f Harry Is not a fInk
do we really want to say that "Sam rea|lzesete, " has no truth
value?. ]t seems to me much more stralghtforward to say that it s
NOT TRUE In that case that Sam reallzes stc, , bacause he only thinks
he reallzes eotec, And {fltisnot true then we do not have a
presupposition, but something more |lke an ental|mant,

A footnote C(lbld,, p, 1331 suggests that Lakoff Is aware of
definitions of “presuppos!ition" I 1ke the one of gtrawson’s quoted
above, and that there |s. some need to beware of confualn? the two,

Moreover, he eXplores the notlon of the trans|tjvity of
dresupposition wWith soma care, and contrasts Its failure in certaln
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cases With the trans!tivity of ental|ment(thougsh that |s dlsputed
too, of course, but let us lgnore® that), But thsn oome such POVOIIIHQ

footnotes a8 [17, p,235n.] where he says that some bphllosophers
might prefer to use "pragmatic Impllcation™ for what he calls

presuUpposition ] think perhaps Lakoff Is rlght, and that [ndeed Is
very M™uch what | wrote ear|ler when 1 aooused him of confusing
entailment wlth mere Inductlive Inference, And, as | argued there,

that 1s a very damaging crlitlclasm of Lakoff’s whole case about
logle~~»~aven If it comes au an admission from hls own hand. For
melther |lngulstics nor logie proper can really handle an Inductlve
logle that may Infer wrongly at any polint,And,even |f there could ?o
an Induyctive |oglc adequate to such a task,|t would b® an odd ¢iaim
that mastery of Eng|lsh also requlired mastery of that loale,

So then. ] do not see why Lakoff ¢llngs so strongly to the notlon of
presupposition In his ilngulstio description and to ¢lalms auoh as
(ibld, p, 521 "An account of the (ogleca| form of a sentence must
Inciude an account o f the opresuppositions of that sentence"i{and

(ibld,, p, 51] "Then we wlll s8say that the surface form $1 can be
related to the loglea] form L1 ONLY IF (my capltals) the relatlon,
' ' holds between L1 and L2, ,..4+44 ", For theses olalms Just

cannot be Justifled In terms of the notlon of presupposition as
norma|ly understoodjeven though In certalncases, suoh as Russell’s
Theory of Deflinite Desoriptions, there are well known arguments for
incorporating certaln existence assumptions Into a logleal form,yet
those cannot be called presuppositions In Strawson’s or Lakoff'’s
senses of course, because for Russe||, If there 15 no Klng of
France,then the statement that the present KIng of France Is bald |s
FALSE,not Just Without truth ve|ue,And,as Is well known of oou rse,
Strawson’s notlon of presupposition was Speciflcally directed a9$nst
that doctrine o f Russe|l’s, But |f Strawson has some other
clear,noneRuUsse| i lan,notatlon for Incorporating presuppositions into
logleal forms he does not really set It out,What he glves us Isa
rotation for presupposltions due to Horn(see 25] whiagh olalms to be a
forma|!lzatlon of a notlon of Austin’s,and Is|In any ocase different
from the Strawsonian defimnitlon that Lakoff somet!mes seems to
embrace [!,e,1bld,,p.,131],

On Horn’s view presuppositionand ental|ment are to be distinguished
as fTollows;

1 (S+S’) and (=S=+S’) then S presupposes $S',
If (S+S’) and (=S'~ =S) then S entalls S’,

this I!s different f r om Strawson’sdefinitionewe=inthatitisnota
definition of presupposition In terms of entaliment,and |t doss not
make use of the notlon of belng +truth valued---but Ilke It ,It 1Is
Inoonslstent wlth the Theory of Descriptions(see 251, However, |ts
weak Polnt Is the unexp lalned "«" ,for what |s this to be?lt cannot
be even as strong as materlal Implication,for if S’ ls false we
cannot Infer =5 (as we oan with S@5’) If we are to preserveanotion
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of presupposition different from that of entalimenton the basls of
thoss two definltlions, For If S’ allowd uste Infer =S8 then the two
notions,by the definlttion of entaliment gliven above,cannct b e
distinct, | would then argue that, |1 weaker than materlal
Imp|lcatlon, Lakoffrs and Horn’s "=" can only be our old Inductive
Inference agaln,wlithall the trouble8 for aderlvationallinguistics
that | have mentioned already,

As a genera| thesis apout the transiation of sentences Into loglcal
form Lakoff’s claim about presuppos|tion, aquoted above,|s surely
ynacceptable, Fo, example, the,e |g the Ppoblem Of the recegglion of
presuppositions in aulte straightforward Sentencest! should every
sentence about a phys|cal obJect , such as "The boy threw the Stone"
have a presupposition "Something ex|sts" embedded In Its|ooieal
form? (And the preflx 3x does not qulte do that), | do not see how
Lakoff can avoid doing this wilthout resort to an arbltrarycuteoff of
presuppositional |eve|,

But of course there is no need for any sugch nonsense, for all that
Lakoff describes as presuppositions can be handled Perfectiy well by
Induetive inferences wlthout any embeddings in LF’s,and he admitsas
mueh in the footnote ! quoted, The only trouble from hls polnt of
view s that the handllng must be a? part of an artlficlal
Intelllgence system,

Note that ] am not saylng for amoment that | am shedding any 1 ight
on these difflcult notlons, such aspresupposition and entaliment,
but enly pointing out that they are difflcult and uncliear, have vexed
loglelians and ph!ljosophers, and are not nlee clean tools that Lakoff,

or any other |!'nguist, can just plek v and 96t to work Wlth, They
meed a lot of conceptualcleaningup themselves, and Lako?f shows no
signof belng prepared to do that, Another term In thisgcategoryls
the central one of loglcal form, Lakoff uses the term freely all
the way up to [!bid, , p, 533 before he admlts that "It makes sense
to speak of |ogieal Fforms of sentences only wlth respect to some
system of logic,,,

The loglecal Form (LF) of & sentence !s the form |t requires teo take

Part In deductive rejatlions, Some jogleclans would also hol|d that
the LF is in additlon the real msanlng, or struoture, OF a sentence,
This one could call the "backbone® view of LF, Lakoff is tempted by
both these polnts of view and, slnce he !s a |ingulst not & loglician,
thls haves an important ambiguity in what GS§ means (See Sect lon 11l1

below),

The very flrst example In Lakoff’s|iongpaper falls to notiece the
fundamental relation of LF to deduotion, He writes [lbld, ,p, 13i

"(1)The members of the roya! tfaml |y are visltins dlignitaries,

(2)yislting dignitaries can be bering,
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« + + 1 corresponding to eaoh of these grammaticalanalyses(ofi) we
find a pattern of dedyctlion",

But that is Just not so, We cannot deduoa two ¢oncluslons from the
above sentences, depending on the preferred grammatical analysls of
(1), because we cannot deduoe anythling untii the sentenges are In
some recognizablje |F, And that LF does not have to be
syrbo|lc, Indeed, one could sSay that the heart of Arlstotelean logle
oonsists 1 n trylngt osqueeze sentengesinto aristotie’srebarbative
Predicate form, all of whloh was Whoilly expressed inm the natural
langua9e of "terms", OnlyY when something equlivalentto that ha8 been
done can we begin to talk of deguction., But, of gourse, In ?o]ng tt
the grammatical amblguity Lakoff’s example requires wil| have
disappeared,

Lakoff warns us that LF only makes sense Withrespect to apartioular
logle, but then, wlithout warning, settles for a modifled Predlicate
Calculus for expressing sentance strugtures 1 one withpredicates and
arguments that can themselves be Predicates, He then uses thls
format, whenlt is appropriate to the system ho |sdlscussing, but
expressed in tree form, there |8 no reason why allngulst should
not express predicate formulas by +trees rather than Stringsif h e
wishest all that make8 this oddisthat Lakoff also makes use at
other Points (!bld, +» PP, 14, 15 for example] of standard phrase
structure trees, and Wwrites of them asLF’S, which leaves one In
consliderable doubt as to what Lakoff thinksaloglcal form |s, He
has not plnned down the Predicate Calculus format he seems to have
adopted c¢losely enough for one to know whether or not it Is gcapable
Cf expressing the |lngulstlie variety that he, especlally, woul"d want
to get into it,

In the matter of auantiflers, too, one’s falth In the
commonsensicallty of Lakoff’s natural logic 18 not increased by his
Inltial battery of examples which starts wlithiribld, ,p, 121

"(1) The arohaeologist dlscovered nine tablets",

This, Lakoff claims, |{s ambiguous because " It can mean elther that

the archaeologlst discovered a group ofnine tablet8 or that the
numberof tablets he dlscovered altogether total led nine, though they
may not have been in a group",

But, one Is tempted +to reply, it might Just as usefully be argued
that the sentence Is ambiguous depending on whether or not the
archaecjoglst js an offlclally certificated one!What Lakoff has done
here |8 to take a distinetlon fundamental in mathematics and Io9l¢c,
that between a set and its members, and to eclalm that it has
emplirical significance In a natural | anguage, But that is an
extraordinary procedure ,and doubly so for an advocate of a NATURAL
togle, one free from the preoccupations of mathematically Oriented
logliecliangsee==for what normal speaker ocould serlously consider the
auoted sentence ambiguous?



A T

13

It | Important to be Olear here that Lakoff‘s point |s aulte
different from arecurring one of Quine’s jthat we understand certain
grammatical structures and dlstinctions better by seelng  them
l1luminated by |oglcal description [(see for example 23, o, 413,
Quine assumes, In order to make thls point, pre=exlsting grammatlcal
distinctlons to be illuminated, and does not envisageaSEARCH for
mathematical distinctions In the operation of natural language,

But some advances are present in Lakoff’s treatment of qqant”his:
it was begoming we|l known that standard transformat{enal theory
oould not handle the notions ot var iabie and auantlfler, In
particular, so asto give two readings to such old logical chestnuts
as "Everybody loves somgone”, Most peop|e can be got to 9ee that
this Sentence oan be interpreted to mean two quitedifferent things,
that ¢coul|d be aSsoclated with the Predicate Calculus formulas
(POCYI(Lyx) and (x)(3y)(Lxy) respectively, oven though they Would
not normally express the two messages Involved by means of that bne
sentence If they wanted to be understood, Now Lakoff dlscusses thils
Particular example, and displays two (conventlonal Phrase-qtrugturr )
trees for the sentence, but (and thls seems to me the vitaj polnt) he
glves no bottomm|egve| rules that show how one could take the sentence
and derive two readlngs Tfor It, That is the serious test In thls
case, and the trick we all want to see done, While Lakoff Is
discovering loglc Moravesik and Gabbay have provided a strong Set=
theoretic loglewith grammar rules(i2821]that does do Just that.
Sandewa I 1 [24) and Simmons(26) have also provided modifled Predicate
Calculus notatlons that deal with such examples in a procedurally
determlinate manner,

Lakoff’s failure to provideany sort of system of rules, however
minfaturised in 3cope, |8 an Important one, as | argued ear|fer, For
it leaves an Important doubt as to Just what a natural lo@i¢, or
12desd a generatlve semantics, |s intended to aceomplish wlth regard
to some body of sentences in anatural language. And, It is not
Possible for Lakof? to take refuge here in some
competence~performance distinotion and +to say that of course he |s
not attempting to model aspeaker"s performance etc, etc, , el sely
because that 1Is not what he |s belng aceused of, The request for
determinateness and preglsion is in no way t0 be confused with a
demand for psychologlcalimitation,

It Is perfectly +true, of course, that loglclans Import structures

into their work and Inform their readers that those structures
represent oertaln natural language Sentenges, without ever glving a
hint of a determinate translation procedure that would take us from
the sentences to the structures, But ! do not think that Lakeff oould
take shelter with the logician8 here, for there Is an Important
differenoe between the |ogiclans’ enterprise andhls own, The
logliclan Is concerngd above all with the formal relation8 between the
structures he derive8 ttheexagt relation between the structures and
the natural language they "hook onto" js secondary even though
vitallY important, But Lakoff, on the other hand, desecrlbes hls task
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in terms of the production or generation ©of Sentence9 along wWith

thelr structures, So, for him, the mlissing determinateness Is, and
must be, central,

I may wel| not have done Justiceto the wealthof Lakoff"s exampleb
in thls paper, But it should be sald that there are certain aulte
gratuitous difflculties In the way of dolns 8o,in particular Lakoff'’s
cur lous treatment of the status of |!ngulstic examples, It has been
rerarkegIndetail elsewhere by Llindsayl38) how blzarre the "#
notation” Is when USeq t0 mark 9entencesS considered |lnguistiqally
i 1legitigate, Let ne add tWwg 9lgsses to those Crliticisps to
illustrate the additional difficulties present In the work of
Lakoff’s under discusslon,

In the present paper Lakoff also uses the "#" to mark LOGICAL | terns
that he <consliders Tfalser or |oglcally false, For example, the
asteriskis attached to PERMIy(x, Y,gl)2gEQIgEtx,Ysigl) Cibld.
P, 754 to Indicate zn Inference that does not in general |ead to true
conclaSions. But the statement canhard|Y be called ungrammatical
in any sensa, unless that hardworked Word !s to ecarry an evVen heaVler
| oag!

Lakoff also displays an opposite technigue In this paperiopposite

that !s to the arbitrary excluslon of examples, For it amounts to the
aroitrary acceptance Of examples, TWwo aquotations from footnotes
should give %ta3 flavar of tha netnad:

"The asSs!gnmant of astarisks in tha follawling aXxamnles garresponds to

the author’s speech, Readers whose idiolects dlsagree with these
examp|es can eas! |y construct simllar examples In their own speech, "

"Sentences |ike (1) are nNOt norma | in standard English, and are
restricted to certain dialects, These are most common tn Urban
centers |In whleh there are, Or were, a large number of Yiddlsh
speakers, Agaln, the facts glven here are from the author’s natlve

dialect and the argument |Is based on the existence of a dlaject In
which such facts ho|d" [ibtd, , pp, 13A=131]

It’s hard to know what to say to thls, except that he must surely see

that I|f hls examples depend on the particular dlalect and cannot be
reproduced In standard English, then It throws consliderable doubt on

whathe is argulng for, I myself cannot "easi|y" reproduce hls
examples In my dialect and, moreover, se@ no reason Wwhy | should,
since ha is wrlting the paper and It Is hls job to convingce me, On

the other hand, if the examples can be reproduced easily Imn standard
Engllsh, then it 1Is sheer perverslty, in a paper apparently IN
standard English, for the author not to do 8o, [ referred to hls
method as the arpbltrary acceptance ofexamplies (analogous to the
arbitrary exclusion with "«") because, |f one does not understand the
author"s dlalect, one feels that there are no holds barred and that
an author could make any arblitrary point about Engllsh in this way,
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In the end | feel a sense of dlsappolintment about Lakoff’s dlscussfon
of natural |oglc, Partly because | do not get the feelling that behlnd
the radbag of bits andplecesthere!sareal hard system of analysls
ecomring into belng, and partiy because there s so much of real
(non-formal-logic) argumentation in natural language that Lakoff does
not even conslder, He considers only the structure of Simple
sentences and simple |(nferences, whereas the real stiuoturn of
informal argument seems to me to takeover a muc¢h larger scale, And
here | am ¢hinking ,f the cgnsidepable york of Austin 2]  and
Bambrough (3] to pin down the notion of Informal argument; Hesse’'s
(131 efforts to glve a  formal definition o f analoglieal
argument;passmore’s [22] analyses of basis forms of argument In
phi|osophy and ordlmnary discourse that %8em to elude c¢onventional
formal description-===such as the Reductio ad Absurdum;Colby’s
{11] computer-construction of discourses and Inferences appropriate
to certain forms of mental disorderjAndersonand Belnap’sfi) efforts

to formaljze enthymatic, or Incomplete, arguments;as we|| as my own
efforts (38) to_trace ,formal|y,the sense shifts in argument, based
on socme important ldeas of Bosanaquet (5 ], All these seem to me to

deserve some consideration in the context ofa real natural logle, to
supplement merely wandering through what the conventlonal formal
logicians have to offer asblakeff has done,

Il GENERATIVE SEMANTICS

Lakoff’s thes!s of GS can be dlscussed separately from natural loglc
because natural logic is clearly about the expllielt inferences people

make, for better or worse, Wwhen they reason, GS; on the other hand,
Is about the more standard |l!ngulstic task of plnning down the
production of well formed sentences , or, if one prefers to speak in

a psychological mode, about Impiicit Inferences made in the
generation pProcess for sentences,

GS can be discussed briefly here because heavywelght analysis would
be out of place unti! Lakoff says more clearly what he moans by 1t.
As | quoted ear|lgr, he writes that "the rules relating the loglgal
formtothesurfaceformare exactly therules of grammar®, 1 th nl k
we can take the "exactly" as having only rhetorlcal force here, since
any such perfect colncidence would almost certalinly have been notlced
before the year of our Lord 1978,

1t may wel| be the case® that certain of the rules to which Lakeff has
drawn attention In thfs paper do have apart to playin any general
languade~to~loglec translation AND in any reasonably general grammar,
of whatever sort, But Chat Is a far erY, of course, from the burden
of proof requlired by the "exactly"inthelast quotatlon, If It |s
rep| ied that the aquotatlon expresses oniy a conJecture,then It seems

clear|y a Tfalse one, since it is not hard to find --for two such
prira faciedifferent tasks as grammatical produetionand transiation
to logic===~~ examples of rules that w!|| certainly function In one

enterprise and eaqua| |y certainly not in the Other, I do not believe,
for example, that the grammaticallty, {n any sense of that word, of
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sentences oontalnlng "poss!bly" can reaquire a rule relating that word
to some oprimitive sympbol expressing the concebt of certalnty, Yet

translation of such sentences !nto modal loglc wi |l reaulre some such
tule ====or the complement ©of It, where "certain" replaces "possibjen
mutatls mutandls, Surely Lakoff’s conJecture=-assertion about rule

lgentity excludes this possibillty?

Agalm, Lakoff's defense of GS at this point involves some very odd

forms of argument Indeed, The following seems to be essentlal to hfs
Justiflcatlon,Cibid, , p, 111

"It should be noted that the above conclusions Cthrt |8, GSJ depend
Upon a form of argumentation wupon which Just about all of the
fInguistlecs of the past decade and a half depends, namely, thet |f a
given theory necessar{ly requires that the same rule be stated twice
then that theory s wrong, Not Just Inelegant, but empirically
Incorrect, "

Welly, Tfthat Is true, then perhaps SO much the worse for recent

linguisties, For that form of argument, |If correct, would out
linguistics In aunjquetheoreticalposition among the sclences and
hurane disclpllines, There are very complex discussions In the

contemporary phllosophy of science about whatexactlyit means to say
that ome theory |s more economical than another, In terms of
excluding more alternative possibilities and so being more testable

In some defined sense, Paradigms of such argument concern, for
example, whether thg hypothesis that the planets have c¢ircular orbits
s more or less egonomlcal than the alternative In term8 of
ellintical orblts, But no one, to my knowledge, has suggested the

eamp|oyment of the oprinciple vreferred to by Lakoffi that a less
economle theory, in any sense, Is not Just lass eponomlc (wlth
respect to the same data) but is ergo EMPIRICALLY WRONG!

With G6S, as wWith all suoh theses, there ae two ways of looking at
them! one is to take the words as meaning what they appeartomean;
the other Is to assume that they mean somethIing quite dlifferent, The
first approach gives us what I shall call the TRANSLATION view or the
CONSEQUENCE view dependl ng on how we take the word "relate" In that

last. quotatlion, The seoond epproach would glve what ! eould call
the RENAMING view, By that I mean that when Lakoff{ speaks of
loglcal form he doesn"t mean that In any standard sense, but as some
linguistic structure, aither faml|lar or of his own devising, In

either case, on the renaming view, GS would not really be ABOUT Ioglc
at all, and disputes about |t would be wholly an Internal matter for
Iinguistics, When Chomsky (18] writes of GS as"notatlonajvarlant®
of hls own work he js taking the renaming view,

The consequence Vview s the most obvlous possib! |lty, namely that the
"relates" Is by inference, valld or otherwise, and that the well
formedness of sentences Is settled by whether or not theycanbe
inferred from loglcal forms, MY points iIn the Introduction about
Bark!llel assumed that thlswas Lakoff’s view, Much of the evidence



17

for thls assumptlion is circumstantial because Lakoff rarely actually
discusses GS In general terns, But it la reinforced by hls.
Introdugction of rules of Inference with "Itisclear that there Is
more to representing meanlngs than 8imply providing logleal forms of
sentences" (lbld, , p, 757, That aquotation seems to me to rule® but

the translation Vview: that loglca| forms are the meaning ¢ or
"backbone", of sentences and can be related to them by mere rujes of
transliation, The translation vlew also becomes leas plausible when

One remembers how much of the paper is about Inference t lf GS were
really about trans|ation Into |oglcal form then Inference would have
no place atall in a dlscussion of natural loglc, So then, the
consequence vliew must be Lakoff’s vlew |f he has aflrmview, TWO
elear and simple considerations te||againstit!

(1) There is just n¢ clear notlon available of inference golng from

loglical forms to sentences, Rules that ¢ross the logleal
form=sentence boundary are rules of translation,

(2) There | 8 the problem of "reverse directlion"s how oould we
anajy¥se sentences Wlth reverse Inference rules to Produce Ioclcal
forrs? Revaersing Inference rules Is to produce false,hood, as In "if
thisis not colored then It Is not red,"” What possible interpretation
cou|d We attach to such a Procedure In the context of GS?

Inaddition there |Is the general Implausibllity of belleving that the
form Ofr meaning of what we say !s determined In any waY by operatlions
Involving the motion of truth, This Is a separate and detnl{ed
philosephlecal matter, of course, onelnappropriate for dlscuss bn
here, but Wwhich shouyld,] believe,bY now be considered settled 1In
favor of the common sense position,The questions Involved have been
much dlscussed,but Strawson’s(28)1s an excellent recent restatement
of that poslition,

The possible analyses of G6S | have offered, and the knockdewn
arguments | have produced against It when sg¢ Interpreted, may be
eriticlsed as cava|ier and Inadequate, Thatistrue,] am sure, but

I @0 nrot see how ‘Justce Can be done untl| Lakoff produces
considerable clarificationo fGS,a t t h etopievel,!f]l may use that
phrase, It should alsobe added,!n falrness, that | have not
megntl ongd the many fundamental points, _suoh as th4 oprimacy of

serantlcs and the Importance o f what 1Is now called "lexleal
decomposition”, on whlchl, like many unreconstructed Pre«Chomskyans,
warnmly applaud Lakoff‘srecentpositions,
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