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ABSTRACT

-=.
Beca,use of its simplicity, Richardson's non-stationary iterative

scheme is a potentially powerful method for the solution of (linear)

operator equations. However, its general application' has more or less

been blockelrl by

(a) the problem of constructing polynomials, which deviate least

from zero on the spectrum of the given operator, and which

are required for the determination of the iteration para-

meters  of the non-stationary method, and

(b) the instability of this scheme with respect to rounding

error effects.

Jieccntly, these difficulties were examined in two Russian papers. In .

the first, Lebedev [15] constructed polynomials which deviate least from

zero on a set of subintervals of the real axis which contains the spec-

trum of the given operator. In the second, Lebedev and Finogenov [ll]

gave an ordering for the iteration parameters of the non-stationary

Richardson scheme which ma'kes it a stable numerical process. Transla-

tion of these two papers appear as Appendices 1 and 2, respectively, in

e



this report. The body of the report represents an examination of the

properties of Richardson':; non-stationary scheme and the pertinence of

the two mentioned papers along with the results of numerical experimen-

tation testing the actual implementation of the procedures given in them.
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61. INTRODUCTION

c

L

Of the many methods

linear system

proposed for the iterative solution of the

Au =r3

where A is an n x n non-singular

stationary method of Richardson [l],

c ,#'>= utk> _ cy (Auck)
r+* rrl kti -

f4 (14

matrix, the simplest is the non-

viz.

f) (k=1,2, . ..) , (14

where al) a29 . . . are iteration parameters with ak = my k,Nck ' '1.

The given fixed integer N is called the period of the iteration (1.2).

Though Richardson's original method was the stationary version of (1.2),

viz.

c

L

L (i) in a certain sense, the choice

u(~+% u(k)_ &uck)- 5)r3 d
(a = const., 'k = 1, 2, . ..) , (1.3)w

he observed that better convergence could be obtained if an varied

e with n. Along with other methods, Young [2] examined its use for the

iterative solution of elliptic partial differential equations. In sub-

-sequent papers [3], [4], its numerical properties were examined in some

detail. It was shown that

ak = 2[a+b - (b-a) cos((2k-l)n/2N)]-1 (k = 1, 2, . . . . N), (1.4)

where a < Xj(A) 5 b (j = 1, 2, . . . . n), gives optimal con-

vergence properties to the u O-4
d defined by (1.2),
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(ii) the method, at least when using the optimal choice (1.4)

with the {akj in the order given there, is very sensitive

to rounding error effects.

Independent studies of the method have been made by Birman 153

and Gavurin [ 61. Since the publication of Young's paper [3], the method

has been discussed in different contexts by Stiefel [7], Engeli et al [8;

Chapter II], Golub and Varga [ 93 and Young [lo]. An important result

obtained during this period is that due to Young [lo; $11.43, which

shows that the non-stationary forms of (1.2) are related to semi-iterative

forms of the stationary procedure (1.3):

k

Y =A c
(k = 1, 2, ..a)

Definition 1.1. Let (yijl = {yij (i = 1, 2, . . . . j = 1, 2, . ..) 0)

denote a set of coefficients which satisfy

i

c Yij
=l ( i = 1, 2, . ..) . (1.5)

j=l

Given a sequence {zj) = [zj, j = 1, 2, . ..) generated by (1.3), then

I defines a semi-iterative method with respect to the linear stationary

procedure (1*3)*

c

j=l

Theorem 1.1. Let A be a non-singular matrix. Given [cu,), there- -

exists, for cy # '9  E'ij) such that (1.5) is valid and such that the- - m-vP-w

semi-iterative method based on (1.6) and the {yij) yields the same- - - - - -

iterates for the starting vector as does Richardson's method- - - -

2
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based on the [cyk) and the starting vector u (1)
- - - - - N . Conversely, given

{%,I such that (1.5)- - is valid, then, for any cy # 0 and any i, therew- - m- w-
.

( >exists 2 set {cyjj, such that the u i , as determined by Richardson's-
- - -  lu

method based on the [ak) and starting withu (1) ,is the same as ( >nvPm- - -rJ --p-d

determined by the semi-iterative method based on (1.3) and the {yij)- - -m - -

with v (1) (1)=u .-N r3

Compared with the semi-iterative method based on (1.3), which

c requires the triangular array [Yij) defining (1.6) to be stored, Richard-

son's non-stationary scheme is the simpler to implement. However, its

sensitivity to rounding error has more or less blocked its general use,

c

c

c

c

especially since semi-iterative methods are less sensitive.

Closer examination of the Richardson scheme indicates that the

mentioned sensitivity is a function of the order in which the [a,) are

taken. This was first observed by Young [3], [4] who examined a number

of orderings and showed that some gave better results than others.

However, the more fundamental question of the existence of orderings

for which Richardson's method defines a stable numerical process was

not examined.

m We pause to mention further connections of Richardson's method

(I.?) with other well known iterative techniques:

((i)) The optimal choice of the relaxation parameter for the SOR

'method is only known explicitly in special cases; e.g. the given positive

definite matrix A has Property A [see Varga [19; Chapter lb]}. This is

stronger than positive definiteness which is all that is required for

the application of Richardson's non-stationary method.

((ii)) If the first order method (1.2) is replaced by the second

order (Richardson) method.

3



uck+') = uck) + +uck) + g _ u(k-=l+ + er U (k)
cv & -u u rJ r-J

_ ,&k-1$
d 9

then the problem of numerical instability is found to disappear {see

Golub [ 181). The close connection between this second order method and

the Chebyshev semi-iterative method, viz.
c

c

c

c

c

c

L

L

U(k+l)
u

(A ck) + g - u(k-1))  + u(~-~)
= Wk+l 2 ri *3 d

with

Wk = l/(1 - p2wlr/4), (k > 2), w1 = 1, w2 = 2/(2 - p2),

(k > 1)

where p denotes the spectral norm of A, has been examined in detail

by Golub and Varga [ 193. See also Varga [ 191 and Young [ 10; Chapter 161.

This semi-iterative method contains SOR as the special case wk=2/(l+[l-p 2=]z),

(k > 1).

((iii)) The advantage of either method mentioned in ((ii)) over a

stable implementation of (1.2) is the choice of the iteration parameters.

For the first order Richardson method, it is necessary to specify in

advance the roots of the polynomial of degree N which deviate least from

zero on o(A) for a given N. For the second order method, Golub and

m Varga [ 193 have shown that there exists, under a wide range of circum-

stances, an optimal choice of cy and p, viz. cy = 2/(1+[1-p  ] ) and28

-g = -1. In the case of the Chebyshev semi-iterative method, the wk

are generated sequentially as and when required.

Recently, Lebedev and Finogenov [ll] {A translation is giver: in

Appendix 23 examined this question and constructed an ordering of the

CYk
of (1.4) for which Richardson's method defines a stable numerical

process. The construction of this ordering will be examined in $2, and

the application of Richardson's method based on it for the solution of

4
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different forms of Poisson's equation will be examined in $3. Lebedev

and Finogenov did not examine whether their ordering is in any sense

optimal or whether other orderings exist for which Richardson's method

defines a stable numerical process. ~

c
The other difficulty associated with the efficient implementation

of Richardson's method is the actual choice of the ok. The choice based

on (1.4) is more or less optimal if
L

c

( 1a a and b are the exact lower and upper bounds for o(A),

the spectrum of A, (assuming now that A is positive definite) and

(b) o(A) does not consist of widely separated disjoint sub--=.

intervals in which the Q(A) {i = 1, 2, . . . . n) lie.

In fact, the optimal choice of the ok are the reciprocals of the roots

c of the polynomials of the form

N
‘Nb) = I-T (1 - a,t,

k=l

c with

(1*7 >

c

‘N(O) = ’ 9 (1.8)

which deviate least from zero on the set o(A). However, the actual

_ construction of such polynomials is often blocked by

(a) the lack of knowledge about the structure of o(A) [the numer-

ical determination of all the Xi(A) (i = 1, 2, . . . . n) in general,

involves more computation than the numerical evaluation of A
-1

f], and

(e) the fact that, for a given o(A), the construction of poly-

nomials of the form (1.7) - (1.8) which deviate least from zero on o(A)

can be a difficult, if not impossible, task.

5
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For these reasons, the construction of the ok for a given A has been

based on the following approximate procedure:

1. Determine a region n

((i)) for which a(A) C Q, and

((ii)) such that the polynomials P,(tj n) with PN(Oj 0) = 1

which deviate least from zero on 0

constructed.

2. Set the ok (k = 1, . . . . N) as the

of the polynomial PN(t; CI).

The @k of (1.4) correspond to the case

are known or can be

reciprocals of the roots

when c1 = [a, b].

A number. of authors, including Samokish [IJZ], Achieser  [13] and

Markov [lb], have examined cases when R is disjoint. The most recent

analysis is that of Lebedev [15] {A translation is given in Appendix 11,

c who examined the construction of polynomials P,(t; n) when n consists

of a number of disjoint subintervals of the real axis. This work is

summarized for the two interval case in $4 and applied to a problem in

-- ‘I

. .

c
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$2. THE ORDERING OF LEBEDEV AND FINOGENW.

L

e

c

In this section, we describe the ordering of the iteration para-

meters of (1.4) which Lebedev and Finogenov [ll] proved makes the numer-

ical process defined by (1.2) stable.

For a given NY let (rpp w-p . . . . qN) denote the basic ordering

of the iteration parameters defined by (1.4), viz.

% = 2[b+a - (b-a) cos ((2i-l)n/2N)]W1  (i =1,2, . . . . N). (2.1)

-=.
Then, different orderings of the {%I for the ak in (1.2) can be defined

as permutations on the set (tpl, (p2, .*., cpN). In particular, we define

a one-to-one mapping between ('pl, cp2, . . . . cpN) and (cu,, cy2, . . . .
aN)

with cyk = (Pik by the permutation

UN = ( ip 5 Y . . . . iN) . (24

L

Thus, any ordering of the iteration parameters (1.4) can be defined in

c

- terms of this permutation xNo

Let NE {P', p = 0, 1, 2, . . . ,)
X20 = "IL =

(1)
, and

H
2P-1 = (j,, j,, l , j2p-l) . (2.3)

c Then, the permutation %N which defines the Lebedev-Finogenov ordering

of (2.1) is constructed inductively with respect to (2.2) and NE{2', p = 0,

1, 2, . . . ) x3ing

7



u 2p = (j,, 2'+1-jiy j,, 2p+l-j2y l ... j
2P-1,

2p+l-j
2P-1

) . (2.4)

L

L

e

In particular,

9 = (w) ,

x4 = (L4,%3) ,

x8 = 0,8,4,5,2,7,3,6)  ,

“16= (1,16,8,9,4,13,5,~,2,~5,?,~o,3,~4,6,1~)  ,

n32= ~~,3~,~~,~7,8,~5,9,~4,4,~~,~3,~~,5,~8,~,~~,~,3~,~5,18,7,2~,

An AIGOL procedure for generating nzP for a given p is:

Procedure
-=.

Lebedev-Finogenov-Ordering (P, Kappa);

Value P; Integer P;

Integer Array Kappa;- -

Begin Comment For a given "P", this procedure generates the

permutation "Kappa" of order 2tP which defines the Lebedev-

Finogenov ordering of period 2tP. The array "Kappa" must be

dimensioned externally with order 2tP;

Integer I, J, INT, INS;

KAPPA [l]: = 1;

1m: = 1;

For I: = 1 step 1 until P do- -

Begin INT: = 2 X INT;

INS : =INT+l;

For J: = INT + 2 step - 1 until 1 do

8
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c

Begin KAPPA [2 x J]: = INS - KAPPA [J];

KAPPA [2 x J - 11: = KAPPA [J]

End

End . .

End Lebedev-Finogenov Ordering;c

L

9
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53. APPLICATION OF THE LEBEDEV-FINOGENOV  ORDERING.
. .

In order to test the Lebedev-Finogenov ordering, we examine the

type of matrix equation (1.1) for which iterative methods are best suited,

viz. A is a sparse large rank matrix with A% defined in a systematic

manner which rules out the necessity to store A. In particular, we

examine the following boundary

methods, construct a function

value problem: using finite difference

u(x,y), continuous on the unit square

1') except possibly at the corner points,c

L

c

c

s=~(x,y);o<x<l,o<y<-. -

having first and second derivatives in the interior and satisfying

Poisson's equation

a2u
2

+ a2u
- = -dX,Y) b = U(X,YL (XYYN s>,

3X aY2

and the boundary conditions

U(O,Y) = Q(Y), UOYY) = aY) (0 < Y < 1) ,_ _

u(x,o) = p(x), u(x,l) = S(x) (0 < x < 1) .

We introduce the grid

G = [(ih,jh); i = 0, 1, . . . . I, j = 0, 1, . . . . I, Ih = l]

and the notation

U
ij

= u(ih,jh) ((ib3h) E G) ,

(34

(3.2)

(3.3)

c
and we use the central difference approximations

10
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which

(XYY)

after

[ 1a2u(x,y)  (u
ax2 i=j i+l,j

- 2u. . + u.
1~3 l-1,j )/h2 + O(h2)

Y

(394)

[ I

aeu(x,y) = (ui j+l - 2u

aY2 i,j ’
i,j

+ ui j ,,/h2 + O(h2) (3.5)
Y -

4
au

4
auare valid if '4 and '4 exist and are bounded for

ax by

e Interior (S). Substitution of (3.4) and (3.5) in (3.1) yields,

neglecting truncation error, the following finite difference scheme

for the approximate solution of (3.1).(3.3):

lcvij
2

- vi-l,j - vi.,j+l - vi,j-1 +h g..= O(i,j = 1, 2, l -, I-l),
13

VOj =Q)jY vIj =zj (j = 0, 1, . . . . I) ,

v
i0

=g., v =1 i1 Fi ( i = 1, 2, . . . . 1-l) Y

(3.6)

(3-7)

(3 l 8)

where
2

= @(jh), cu. = Z(jh), Bi = g(ih) and Fi = g(ih), and
3

V ij denotes the calculated value of u...
13

Since (3.6).(3.8) define a linear algebraic system of order (I-2)2

for the determination of the finite difference solution (3.1)-(3.3) on

the grid G, it can be solved by the non-stationary scheme (1.2). In

Tract, its implementation only involves the use of three matrix arrays

V
(1)

V
(0)

ij ' ij and g . .
iJ

(i, j = 0, 1, . . . . I) (3*9)

in the following way:

(i) Set vg) (0)
Yy k

=z., v (0)
J i0 = pi, ( >

viIO = Bi

(j = 0, 1, 2, . . . . I, i = 1, 2, . . . . I-l) ,

11
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V (0)
ij = d..

13
(i, j = 1, . . . . I-l)

c

where the d
ij

define the starting solution, and k = 1.

. .

c (ii) Compute

p, p1
ij ij - ak(‘ij>  and R = max Irijl (i,j=1,2,...,1-1),

ij

L
where

(0)
r = 4v (0) (0) (0) (0) 2
ij ij - vi+l,j - vi-l,j - vi,j+l - vi,j-l + h gij,

and then
--.

V (0) (1)
ij = v..

iJ
(i, j = 1, 2, . . . . I - 1).

(3 JO)

(3.11)

(3.12)

(3.13)

c
(iii) For a given positive value @, if R > e, set

c

k = k + 1 and return to (ii) then back to (iii); if R < e, stop as

U (O)
ij

(i, j = 0, 1, . . . . I) defines an approximate solution with the

required accuracy. The final value of k gives the number of iterations required.

-
Note. Because (3.11) is only a three-level difference scheme,

c the storage requirement can be reduced to at most (1+1)2 + 3(1-l)

c

-locations.

For the matrix defined by (3.6), the exact bounds for the eigen-

values of A are

a=A min(A)  = 4(l-cos nh), b = h,,(A) = 4(l+cos nh)*
(3-14)

Since the eigenvalues of A are dense in the interval [a,b], for sufficiently

small h, it is not inapprdpriate to define 6a as the single interval [a,b].

The iteration parameters for (1.2) are therefore defined by (1.4). Using

12
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c

44. POLYNOMIAIS WHICH DEVIATE LEAST FROM ZERO ON
DISJOINT SUBINTERVALS OF THE HEAL LINE

For the general case, when

R = u” 1 '2i-1, a2i 1
i=l

(4.1)

with ai < a.1+1 (i = 1, 2, . . . . 2n-1) and Of [a2i-l, a2i] (i=l, 2, . . . . 4,

Lebedev used a method of Markov [lb] to construct the polynomial

P,(t; n>, with PN(O;  Q) = 1, which deviates least from zero on Q.

The construction hinges on the validity of the following assumption

which amounts to a restriction on the way in which the ai (i=l, 2, . . . . 24

are chosen.

Assumption: There exists g polynomial Q&t)

with leading coefficient one and
Qd )

0-v = 0, which maps all of thep-w-

intervals [a2i-l, a2i] (i = 1, 2, . . . . n) onto one and the same interval--wVP

b, Ml, with ~$4 > 0, and which maps the ends of c&2i-l, a2i] onto them--m-- - -

ends of [m, M]. Further- - s( )t must be a monotone function as each of- s - - - -

ayrithe intervals [a2i-l, ] which varies from m to M or from M to m.- -

Let T&T) E [%i-l, %i] (i = 1, 2, . . . . n) denote the roots of

I-t?!;3 equation

Qn( )t I-= (4 2)

for TE Em, Ml. Then, the required P,(t; n) is defined in terms of

(4.2) using the following sequence of steps:

(i) Let N = jn, where j > 0 is an integer, and set

14
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(4.3)

where Sj(z) is the polynomial of degree j which deviates least from

zero on [m, M] and is normalized with respect to the condition Sj(0) = 1.
. .

(ii) Observe that

c

c

4b

c

L

where
Tj(C;)

= cos (j arc cos s)is the Chebyshev polynomial of degree j,

and

zO
= -(M+m) (M-m)" , lzol > 1. (4*5)

-=.
(iii) Since

Tj(z) = n (z-zi)
I=1

, zi = cos ((210l)n/2j) ,

it follows that

.

',#) = ii
Qn( )

t

i=l 7.
1

where

7i = 3 (M+m + zi(M-m)).

c

(iv) Using the definition of Ii+(s), it follows that

c

.
p,(t) = ii ;; (

t - l]sCTil
i=l s=l -r)s(7i)

which is the required PN(t; Q) [see Lebedev [ 15; Lemma,] for the proof].

(4 4

(4.7)

(4.8)

15
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Thus, the actual construction of P,(t; J2) and the required ok

(k = 1, 2, . . . . N) involves the following steps:

1. On the basis of the restrictions contained within the Assumption,

construct an 0 and a corresponding --s(t).

2. Set N= jn, where j > 0 is an integer, and determine all

the roots v&ri) (s = 1, 2, . . . . n) of the polynomials

Qd )t =Ti ( i = 1, 2, . . . . j)

with the 7i defined by (4.8).

3. Then P,(t; n) is defined by (4.9) with the roots

cu’~” [r)s(7i)1 =(k = (i-l)n+s), i = 1,2,...,j,  s=O,l,...,n-1). (4.10)

In order to apply the results of $2, it is first necessary to determine

by (45’ . . . . qN) which corresponds to the ok arranged in descending

order of magnitude.

Since, for the case n = 2, Q&t> = t(at+b) is symmetric with

respect to the line t = -b/2a, it can only be used to generate the

required transformation for hz = [al, a21  U [y, a41 if

i"2-"1
= a4-y = const.

- Hence, given that o(A) c, D = [bl, b2] U [b3, b4], it is necessary to

examine the optimum choice of the ai(i = 1, 2, 3, 4) for this D.

All the possibilities are examined in detail in Lebedev [15]. We only

pause to examine the case which covers the problem to be considered in

$5. For this problem, we have a2 - al = a4 - a3, n = 2 and N even.

Thus, we can use the following explicit expressions for the cyk of

16



(4.10) which Lebedev [15] derived using the properties of g(t):

a2k-1 = fc+[~~+c~]*)-~, a2k = fc-[r,+c2]Q1 (k = 1,2,...,j) (4.11)

with Tk defined by (4.8)) M = -ala&, m = -a2a3, and c = (a2+a3)/2.

c

c

c

e

L
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$5. AN APPLICATION WITH THE SPECTRUM ON
TWO DISJOINT SUBRM;IONS
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c
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c

c

L

L

. .

In this section, we examine the use of the Lebedev-Finogenov

ordering for the solution of a positive definite sparse matrix A with

its spectrum contained on two equal-length disjoint subintervals. The

'p;(i = 1, 2, . . . .
*

N) of (2.1) will then be defined by the roots Si

of (4.11) arranged in

We do this by

square S [we use the
--a.

descending order of magnitude.

examining the following problem: on the unit

notation of §3), use finite difference methods to

construct a continuous function u = u(x,y), (x,y)ES,  which satisfies

2
-icL a2u

+ - + q(x) u = -dX,Y>
ax2 ay2

(5 =I)

and the boundary conditions (3.2) and (3.3). Following the procedure

of $3, we introduce the grid G and the differencing (3.4) and (3.5).

This yields the following finite difference scheme for the determina-

tion of u = u(x,y) on the grid G:

"hvij + h2qi v.. + h2
iJ

g
ij = 0 (i, j = 1, 2, . . . . I-l) (5.2)

1 along with (3.7) and (3.8), where Ahvij is defined by

Ahvij = �Vij - Vi j-1  - Vi j+l - Vi-1 j - vi+l j l

Y 3 3 2

(5 -3)

For the solution of this difference scheme, we use the following

generalization of Richardson's non-stationary method (1.2):

18



bhere the cyk are now the reciprocals of the roots of the polynomials

which deviate least from zero on the spectrum of B-1C.
. .

We denote by f [and s) the vectors obtained by ordering the

elements vij fand gij] (i, j-= 1, 2, l **, I-l) in the following way:
c

%F = x2, ‘k = (j-l) + i(I-1) (j=l, 2, . . . . I-l, i=l, 2, . . . . I-l). (5.5)n Ad

c
Using this ordering, we can write (5.2) as

2.
Lf+hg-_b

N
s (A + h2Q); + h2z - k = 0

N (5 4

c
where

Q = diag (ql?, q2?, . . . . qIoly)

c
with ? the unit matrix of order I-l,

'A -'i

-? A -!

c

.

A
0

‘4 -1

-1 4 -1c

-1 4 -1

. .

A =

and

with A = ’ (5.7). . .

.

.

-1

-Y
.c .

4

b = r+ i2, l * l , bImllTL

where the vectors -bk tk = 1, 2, . . . . I-l) are all of order I-l with

c
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c

!?l = [y+Bpp l  l  l  Y5pQ + iql’ Y ,bIol = rg1-,++zi2,.  . . ,&liGI l]T

and

b@k

Thus,

= [pk, ‘, ‘**, ‘&IT . . (k = 2, 3, . . . . 1-2).

the implementation of the generalized Richardson procedure

for the solution of (5.2), (3.7) and (3.8) becomes:

((i)) Set k = 1, and using the ordering defined by (5.5) set

T(0) =N Cd11' d12' d13, l **, d*-l,*-l > (5 J3)

where the d
i 3

define the starting solution.--.

((ii)) Compute

I;: =LV(0) 2-
+hg-_bY R =N mx Irk\,

k

and then

(5.9)

(5.10)

followed by

40)v =v .(1)
N

((iii)) For a given positive value e , if R > e, set ‘k = ‘k+l

and return to ((ii)) and then back to ((iii)); if R < c, stop

as 't; (0)N defines an approximate solution with the required

accuracy. The final value of k gives the number of iterations

required.

20
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Note. In (5.10), the actual inversion of A is done using one

of the recently developed direct methods which takes into full account

the sparseness of A. See, for example, Buzbee et al [lg].

. .

For this implementation, the ak must be the reciprocals of the

roots of the polynomials which deviate least from zero on the spectrum

of L\'lL. Since the A of (5.7) coincides with the A of (3.14), we

obtain that the spectrum of A-lL must lie on the interval

q(x) = qk(x) = - 1/4k 5 x I& + 1/4k)

with 2kh 1 1 and I odd, then the spectrum of A-IL will be on the

equal-length disjoint subintervals
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Consequently, using the notation and results of $4, the cpi of $2

become the roots pi of (4.11) [arranged in descending order of magni-

tude) with

C = &, M = - (1 -+ ( sinF j)

Applying the Lebedev-Finogenov ordering to the (Pi (as detailed

in §2), the following two problems based on (5.1),  (3.7) and (3.8) were
-=.

solved using the above implementation ((i)), ((ii)), and ((iii)):

Problem 5.1. The homogeneous problem

dY> = Z(Y) = e(x) = F(x)  =  0 ,  g(x,y)

which has the exact solution u(x,y) = 0, (x,y)ES.

and I = 32, the starting solution was taken to be

= 0,

Along with k = 4

d
ij =l (i,j = 1, 2, . . . . I-l).

Problem 5.2. The non-homogeneous problem with

a(y) = p(x) = 0, Z(y) = sin fly, F(x) = sin mx,

&Y) = -[n2(x2+y2)  + qk(x)J sin flxy

which has the exact solution

u(x,y) = sin *xy (b,Y)ES)  l

22
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Along with k = l+ and I = 32, the starting solution was taken to t)c

d
ij = o (i,j = 1, 2, . . . . I-l).

The actual numerical results-are discussed in $6.

-=.

c
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$6. NUMERICAL RESULTS AND CONCIXJSIONS

L

e

G

c

L

Numerical experimentation with Problems 3.1-3.3 using the ordering

of Young PI, II31 as well as that of Lebedev and Finogenov indicated

that:

(i) Young's ordering allowed (1.2) to behave in'a stable manner

for small N when using the floating point double precision

arithmetic of the IBM 360/67 computer at the Computer Science

Department at Stanford University. This is easily reconciled

with' Young's finding since his computations were performed

with the low precision fixed point arithmetic of the ORDVAC.

However, with the ok chosen in ascending order, even the

use of floating point double precision arithmetic did not

prevent the rapid onset of instability.

(ii) For N - 100, Richardson's non-stationary scheme (1.2)

behaved in an unstable manner when using the ordering of

Young. This is illustrated in Table 1, where we list the

errors arising from the use of Young's ordering with N = 1.28

when Problem 1 was solved.

(iii) When using the Lebedev-Finogenov ordering, the non-stationary

scheme (1.2) always behaved in a stable manner. This is

illustrated in Table 2, where we list the errors arising

from the use of the Lebedev-Finogenov ordering with N = ~8

when Problem 1 was solved.
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Further support for the validity of (iii) is contained in Tables 3 and

4. Here, we list the errors arising from the solution of Problems 3.2

and 3.3 using (1.2) with the Lebedev-Finogenov ordering.

While of interest in its own right, the stability of the non-

stationary scheme (1.2) for the Lebedev-Finogenov ordering raises

important practical questions. For example:

(i) Since this stability result applies to a wider class of

matrices than covered by the Property A condition, do

there exist classes of matrices for which Richardson's non-

stationary scheme, with the Lebedev-Finogenov ordering,

yie&ds better results than SOR?

(ii) Do there exist other orderings for which the non-stationary

scheme (1.2) is stable?

Though answers to such questions will be of interest, the practical

importance of this result will depend on how good a method it proves

to be for the type of problem and procedure discussed in $5 (see also

Concus and Golub [20]). That it represents a reliable method for such

problems is illustrated by the results of Tables 5 and 6. Here, we
m

list the residuals arising from the solution of Problems 5.1 and 5.2

using the

IFinogenov

order of

generalized Richardson procedure of $5 with the Lebedev-

ordering applied to the ak of (4.11) arranged in descending

magnitude to form the set (cp,, cpp l e - Y  0,)  l
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L APPENDIX 1.

c

c

c

c

c

c.

ITERATIVE METHODS FOR THE SOLUTION OF OPERATOR. .

EQUATIONS WITH THEIR SPECTRUM LYING ON SEVERAL INTERVALS.*

V. I. Lebedev
(Moscow)

Let

Au = f

denote an equation in a Hilbert space H with A a bounded self-

adjoint operator. Let CT (A) denote the spectrum of A with

($ o(A). We examine for the solution of (1) the ef'fectiveness of

the use of cyclic iteration methods of period N [see [l] - [3]), viz.

uk+l k=u 0 ok(Auk - f), ( >2

where the cy.
k are numerical parameters such that Cy = CY

k+N k l

Performing

N iterations with (2), we obtain

Uk+N = PN(A)uk + (I - p,(A))A-'f,

-where the polynomials PN(t) have the form

N

‘Nb> = l-r (1 - CYkt)

k=l

P,(O) = 1. (4)

jeTranslator's  Note. First published in Zhurnal Vychislitel'noy Matematiki
i Matematicheskoy Fiziki 9(6) (1969),  Z!ki'-l.Z52.

A-l



Thus, the error ck k
= u - u satisfies the following recursive formula

ak+N
= PN(A)ek. (5)

c

Hence, if the coefficients in (2) are. chosen so that the polynomials of

the form (3) and (4) deviate least from zero (PDLZ - polynomial which

deviates least from zero) on the set o(A), then we obtain a sufficiently

effective Chebyshev iteration method which gives for N iterations

the maximum damping of all the errors @kEM = {e:l1~1 I< c) .

The actual construction of such a polynomial, as a rule, does

not appear to be feasible because either a known structure of o(A) is

not available, or o(A) is such that it is difficult to construct a

PDLZ. It is clear that the problem can be solved in the following simple

minded way: Assume it is known that a(A where 0 is such that

a PDLZ can be constructed for it, then the my.k are the reciprocals

of the roots of this polynomial.

c

Methods for the construction of iterative methods (2) with

0 = [m,M] and mM> 0 are well known [see [l] - [3]). In [4], the

choice of the myk with N = 1 is based on a conformalmapping proce-

a dure when o(A) belongs to a set 0 in the complex plane and the

c complement of n is a connected region. The case, when n consists

of the region [m, M] with mM > 0 and a point h > M, was examined

in CSI. Methods for the construction of PDLZ on two non-intersecting

regions, with the coefficient of the highest term unity, were developed

in [6]. We note that, when these two regions lie on opposite sides of

the origin, the polynomials found in [6] can not be always used a;. a

basis for the construction of PDLZ of the form (3) and (4). a

A-2
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c

In this article, we examine the construction of

form (3) and (4) when [I consists of n intervals of

PDLZ of the

the real axis.

We make no assumption about whether A is positive or negative.

Case 1: n 2 1. Let \ . .
n

n = ul[%-1' '24'=

where ai < ai+l ( i = 1, 2, . . . , 2n-l), 09 [a2i-ly a2i] (i=l, 2, l .0 , n).

In addition, we require that the ai satisfy the following algebraic

condition: there exists an n-th degree polynomial QJ )
t , with

leading coefficient one and
Qn( )

0 = 0, which maps the intervals

[a2i-1, a2i] (i'.= 1, 29 l *a 3 n) as a whole onto one and the same

interval [m, M] with mM > 0 and maps the ends of [&2r-1, a2i] onto

the ends of [m, M]. We denote by hi(7>E[a2i-l, a2i] (i = 1, 2,

. . . 9 n) the roots of the equation

for TE [m, Ml. It is clear that s(t) - (M+m)/2 is a PDLZ on

fl with 1cadi.n~: coefficient enc. It follows from this, that the mod-
-

ulus of

and that

-of n :

s(t) - (M+m)/2 takes its maximum value of (M-m)/2 on fl

its sign oscillates with respect to the following n+l point

al9 a21 a4 9 l . . 9 a2n {see C711a Below, we require the fact

c

c
that tQJ ) is a monotone function on each of the intervals [a2i-l, a21

which varies from m to M or M to m.

For the construction of the PDLZ, we make use of a well-known

method [71, which is used in the actual construction of the polynomial
c

c



and in the proof that it is the required polynomial. Let N = jn,

where j > 0 is an integer. We set
c

i

L

i

where
‘j(‘)

is the PDLZ on [m, M] of degree j which is normalized

with respect to the condition Sj(0) = 1. In fact, Sj(z) satisfies

the following explicit expression [7]

sj(z> = Tj((2Z 0 M - m)/(M - m))/Tj(zo),

where
‘j(s)

= cos j arccos g is the Chebyshev polynomial of degree

-1j and z. = -(M+m) (M-m) , lzol > 1. Since
--.

Tj(z) = ~ (z - zi), zi
(2i- lh

= cos
2j Y

i=l

it follows that

PNW = I, (s'"l; Ti )

where
c

7i -- 1/2(M + m + zi(M - m)).
a

(6)

(7)

We transform (6) to obtain
c

Let

EN = EN( O) = max Iw,@>\ )
tEra

t
where w,(t) is the PDLZ on n of degree N which is normalized with

respect to the condition wN(0) = 1.

A-4
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Lemma. Among all polynomials of degree N which are normalized

with respect to the condition (4), P,,(t) defined by (8) is the PI&Z
I,

For the proof of the Lemma, we note that P,(t) attains, with
. .

respect to its modulus, a maximum on 0 which equals Irj(Zo)l-',  and

has an oscillating sign with respect to the following jn+l points

3
of n : 82i-l (i = 1, 2, l a* , n), a2n and (j-l) internal points

on each of the intervals [a
2i-1 , a2i] (i=l, 2, . . . , n). In addition,

PN(a2i+l
) = pN(a2i), i = 1, 2, . . . . n - 1. (9)

We assume that --.FR(t)
and not PN(t) is the ET&Z. We examine the

behavior of the polynomial

+) = P,b) - ‘N(t)

with degree less than or equal to N. It is clear that

cpN(o) = 0.

On the other hand, q$(t) h &c an es sign at the N + 1 points of "1'

e i.e., c# has no less than N roots on [al, a2n], and we conclude,

as a consequence of (9, that not less than N roots of c$t) lie

in fl. Taking the degree of cp,(t) and condition (10) into account,

'we obtain that $t) E 0. The resulting contradiction proves the Lemma.

Comparing (3) and (8), we see that the ak of method (2) must

take the values

(11)

A-5
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L

c

Mitt: k = n(i-1) + s (i = 1, 2, . . ., j, s = 1, L', . . .) rd. iIi!nce,

and thus, I le”+NII  I 5 Ibkll* This leads to the problem concerning

the e>:i.stence of implementations of (2) for which the strong accwnu-

latlon of rounding errors does not occur. 'We note that, for n = 1,

we obtain Chebyshev's method for one interval.

Case 2: r-G?. If the above assumptions regarding 0 hold,

then for n=2 they imply that a2-al = a4-a3 = h. Let

C =
(

--..
a2 + a3 >,I2 3

hl= a3-( a2p Y

then

Q2( )t = t(t - a), I.1 = -ala4, m = -a2a3, I
v-4

z. = - “1”1+( -+ a2a3)/(a1a4  - 2 3;a a 1,

a2i-l = ic + -J (7i + C2)lw1y  a2i = [C -I/(Ti + C2)]-‘,(i=l,  2, . . . . j.j

We evaluatee lT,Czo>\  l
For this we put to2 = (1 + zo)/2. Calculating

t0'
we obtain

2
t0 .= (1 - a22 ala41J

-1
.

T‘i-erefore,

T.(z ) =
J 0

Tj(T2('0)) =I T,j(to),

A-6
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c

c

and hence, for t
2
o > 0, we have to2 > 1 and

3:2j = iY[t, + +to2 - l)Jj + [to -d(to2 - l)py (1 >4

and for t0 2 2= v 5 0, we have -.

-E2j = 2rr7/  (p2 + 1) + pl 3 + [J(p2 + 1) - p]j)-l .

For j > 1 and n = 2, we examine the following problem. Assume

it is known that CT (A) SD = bl, b21 U b3, $1 where bl 5 b2 < b3 5 $,

OPCD , and let Cl = b2 - bl, C, = b4 - b3 and n=&,-t2. How is the

set Q chosen so that the modulus of z 0 is a maximum?

Let =.blb4 > 0. It is sufficient to examine the case when

% ' 0. If A > 0, then we put k1 = bl and a,, = b . It is neces-L 2
sary to i.!nbcci [ b . ,

'1
bl+] in an interval [a

3'
a,J of length tl. ‘1 t

1'011.0w ;; from (l-2) that for fl it is necessary to ta'ke the set

ia = bj, b21Ub3 - 0, $1. (14)

c
If 6 < 0, then we put a3 = b3 ) a4 = b4 and imbed [bl, b2] in [a,, a2].

From (12) it follows that
e

c n = [bl, b2 - n]U[b,,  b41- (15)

In this way, if n , defined by (14) x (15), is simply connected,

then it is best to apply the Chebyshev method for [bl, b4]. If a2 < a7 3
J

it is easy to see that the examined method converges lmore quickly than

the cyclic method (2) for the interval [bl, b4] with period 2j.



Let blb4 < 0 and without loss of generality Q >, 0. We put

4;

,

c

al = bl, a2 = b2 and imbed [b33 b41 in i$, a41' From (l2) it follows

!J = [bl, b21Lib3,  b4 + Al.

NOW, we construct a PDLZ on D of the form

P,(t) = 1 + 2at + bt2. (16)

Then, for N = 2 and (J (A) CD, we have for (2) that

~3~ = -a t4a2 - b).

As a preliminary, we introduce the notation

cp(X $ Y, 4 = - (x + Y) MY + 4 + Z(Y - z))
-1

,

*b, Y, 4 = 2(X(Y + z) + z(y - z)>‘l ,

c

Bl
9

,(x, Y, 2) = -2(x + y 2 4(x - d2 + (Y - 2121r1 )

vb, Y, d = \<Y - d (z - x> MY + 4 + 4Y - 4)
-1

I*

1. Let blb4 > 0 and, without loss of generality, bl> 0.

a
Then P2(t) will+ be a l?DLZ, if, on D, it attains on three occasions

the maximum modulus value with changing sign. We actually construct

such a polynomial.

a. If b2 >, (bl+b4)/2 or b3 < (bl+ b4)/2, then, as is easily_

verified, the PDLZ on D is the same as the PDLZ on [bl, b4], i.e.

6, E2 = lb4 - bl)2((b4 + bl)2 + 4b4bl)-1 .

%,2 = 2(b4 + bl 2 b4 - bl)/+)
-1

2

c



I

Y,

L

c

b. Let b2 < (bl+b4)/2 and b3 > (bl+b4)/2. If n 2 0,

then the points of oscillation are bl, b2 and b4.

WC l'inci from P&Q) 2 -P2(b2) = P2(b11) thatL-

a = rp(bp b4, b2), b = q, b4’ b2), 9,2 = ,13, 2bl, b4, b2L

E2 = YblY b4, b2L

For n 5 0, the points of oscillation will be the points bl, b3 and

b4’ We find from P2(bl) = -P2(b3) = P3(b4) that

a = &5,b4,b3L b = wp4,b3), o1,2 = p1 2tbl,b4,b31Y
--.

E2 = Ybl,b4,b3L

For the examined case 1, the results of [6] and [8] on the con-

c struction and evaluation of PDLZ of higher degree are applicable.

In particular, in [6], the explicit form of the polynomial of third

degree is presented.

c 2. The analysis of the case blb4 < 0 is somewhat more involved,

since the system 2,
k

(k = 1, 2, . . . . n) does not satisfy the Haar

m condition on [bl,b4] ( see L91’). Initially, we note that E2 < 1, i.e.

c

the maximum of the modulus of the PDLZ is not attained inside D,

-but is attained on the ends 05 the intervals Cb+321 and ☯b3,b41  l

Let nl 0. We construct P,(t) under the assumption that

-pz bl) = p2032) = P2(b3). Then a = cp(b2,bj,bl) and b = $(b2,b3,bl).

T'ne dcr<Vrative  of P,(t) becomes zero at the point (b2+b3)/2$D, .;t3nce,

P2(t) attains its extreme values on D at t = bi (i = 1, 2, 3, 4)

with P2(b2) = P2(b3) > 0. As a consequence of the symmetry of ,",(t)

A-9
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L

L

L

UC We compare the examined method with two known convergent itera-

c

with respect to the straight line t = (b +b )/2
2 3

and b> 0, we have-

IP2tb4)\ < lp2Cb3)l l
We show that P,(t) is the PDLZ. In fact, if

it is not P,(t), then let it be i;,(t). Then the second degree poly-

nomial

cP2w  = P,(t) ” P,(t)

changes sign on [bl,b2], and hence, there exists a zero of q,(t)

inside_, Cb1,b21* On [b2,b5] the polynomial cp,(t) has two roots, since

it has the same sign at the ends of [b2,b3] and ~~(0) = 0. Hence,

tp,(t) z 0. The resulting contradiction shows that P,(t) is the PDLZ

and that --

9,2 = ,8, 2(b2~b3d+ E2 = Y(b2,b3,bl).

Analogously, if b < 0, then the PDLZ on D is determined by

p2(b$ = P;lb3) = -P,Cb4),

i.e.

a = cp(“&p4L b = WJ Yb Yb 1,2 3 4 5,2 = e1,2 Cb2Yb3Yb4)

E2 = Y(b2Yb~,b4)*

tion methods with blb4 < 0. The method

,k+l uk k= - 02A(Au - f>, ( 711

where a2 is a constant, has each iteration defined by the operator 2 2
(1~ A ).

We assume that 2 kA u is calculated for each iteration by multiplying

A-10
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UkL twice ~.ith A. Analogously, the method [lo]

uk+l
= Jk + (-1)

kty(Auk - f) (18)

2 2has every two iterations defined by the operator (1 - QI A ). Com-
. .

c
paring (17) and (18) with (5), we see that for the same number of

operations the methods (17) and (18) guarantee a lower rate of con-

vergence when either A 3 0 or A = 0 and lb11 f lb41.

Knally, we note that the examined iterative methods allow

problems of the following kind to be solved: Let the selfadjoint

operator R have eigenvalues Ai such that either xl < x2 5 . . .

c

c

It is necessary to solve I% - x.U = f for hk < u < x.k+l by the

itrration method (2). For example, such problems arise when eigen

‘V :.tluc ’ rtnl l'unc* Lion:* :lr-r\ dct~?rr:linr!rl  by a m&hoc1 wit11 shift 121 .

Received by the Editors: 24.05.1968.
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APPENDIX 2.

ON TIIE ORDER OF CI-EOICE OF THE: ITERATION PARAJ4XTERS

IN THE CI-TEBYSHEV CYCLIC ITERATION METHOD.*

V. I. Lebedev and S. A. Finogenov
(Moscow)

A solution is given for the problem of ordering the
iteration parameters in a cyclic iteration methodH
which can be used to solve Au 7 f. This solution
guarantees a computationally stable form for the
method.

--

.in the 1%0's, whc?n it was proposed that the equation

(1) Au = f

be solved by cyclic iteration methods [l-b]

(2)
Uk+l k k=u 0 ak(Au - f),

b,ith the iteration parameters CYk (ak+N = 'ok) related to the roots

01' I,~I(~ Chebyshcv  polynomial:;, it was noted that, when solving (1) bye

such mct!iodc ou tl ::omputer  with a finite word length using fixed or

floating point operations, one can estimate,  for poorly conditioned A,

L Translator's Note. In fact, Richardson's non-stationary method.

5-e loss of significant figures in the intermediate and final results

(in uk), and the resulting s-'-c;ni.ficnnce  of the intermediate calcu-

lations with respect to tne initial accuracy of the data. Marked

z--
Translator's Note. First published in Zhurnal Vychislitel'noy  Matematiki
i yatematicheskoy Fiziki ll(2) (lgl), 425-438.
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instability has to a significant degree blocked the wide application of

these methods. It can be shown that this instability depends heavily

on the order in which the iteration parameters ok
<arc! used.

In [3] (see also [5] and [63) some proposals regarding the use. .

of the ok have been given; but, as we shall explain, they do not

eliminate but only reduce the instability

investigations of this particular problem

In this article, we are given an ordering

within the method. No other

are known to the Authors.

for the iteration parameters

cyk
which guarantees a computationally stable implementation of the

method.

We shall assume that (1) is defined on a Banach space 2,
--.

that u,f'@, and that A is a bounded operator which maps from z

into B and has a complete system of normalized eigenvectors qn

which correspond to its eigenvalues 1 n' Let o(A) fthe spectrum of Al

lie on the real axis, and m and M denote its exact lower and upper

bounds with 0 < m 5 M.

Let ek
k

= u-u and N > 0 be some fixed integer. Then, in (2),

the set (cY~,, , l l l KY,> is a permutation of the set (y1,y2, . . ..y.) where

(2 i - lh
-1

-
( >3 yi = 2 + m - (M - m)cos

>
Y i = 1, 2, . . . . N.

2N

.The one-to-one mapping between (a,, 02, . . . .
aN)

and (yl+ 3 l l �YN)

is defined by the permutation

L

t

uN = il, i2, . . . . . . iN>

with ak = yi .
k

B-2
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Let N belong to some increasing sequence >f inte;ers rNi] for

which the permutations 'Ni
are defined. Our problem reduces to thtl

determination of a permutation nN which guarantees a computationally

stable implementation of' .(:') for small r:/!.I and NErNi}.-.

Perf'orming R iterations with (2) using exact arithmetic, we

obtain that

UN = PN(A)uo + (I - p,(A))A-If,

where the polynomials PN(t) have the form

with

N

PN(tlj =
I i

(1 - cY$ =
TN[(M + m - 2t)/(M - m)]

Y

k=l
TN(B >

M + m
TN(t) - cos(N arccost), e = > 1.

M -m

Let

RiN(t)  =

II

(l o cljt),

j=l

N

QiNc >t =
II

(l - ~jt)'

j =i+l

rrlll.‘krl the> errors 6' (k=l, 2, . . . . N) satisfy

T-4.

and if

c '= RkN(A)eo,.*

c



then we obtain that

( >5 e ' = RkN(kn ) en00
n

Real computations on a computer,. which has fixed or floating

c point operations with finite length words, are executed with rounding

error as a result of which errors arise. This fact can be taken into

account if it is assumed in (2) that Uk + h
k

is written instead of

c
k hk

k
u > where is the error added to u during the calculation of

uk+l
. Independent of the actual rounding procedure on a given computer,

the hk can be interpreted as the result of errors which arise as a

k
result of the rounding in the computation of u and in the final

result. The hk can be correlated among themselves.

Instead of (2), we obtain

c
(6)

uk+l k k=u +h - (rk(A(uk + hk) - f)

Q

e

c

with
k-l

(7 1 ek = RkN(A)eo -
c

QiN(A)hi - hk.

i=:L

.

hk ;=
c

TjkTn '
n

n

then

(8)
k-l

ek - RkN( hn)eno -
n-

Qik( in) hni - hnk*

i=l

B-4
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c The loss of significant digits will occur when kIIu 11 >> Ilull with

YL

b

c

We now examine two reasons why the iteration process (2) loses

computational stability and the accuracy of the approximate solution

of (1) is reduced. Our optimal choice of XN is based on the removal.

from (2) of situations of this type. . .

Let

(9)

(10) tNi
N

=maxqi , rN N=maxr. .
i i 1

The first reason: The loss of significant digits in the inter-

mediate iteratzions (with k < N) which results in the loss of accuracy

in the final solution and in the growth of \lhk\l or the accidental

stopping of computations due to computer under or overflow.

1jklN and N-, 03. This is equivalent to the condition

Taking (4),  (51, (9)

supl\ek/l > llu\l as N + my N G(Ni) l

k

a

loss of accuracy due

data which satisfies

.
-01)

and (10) into account, we see that a substantial

to the growth of l\ukll does not occur for initial

II IIco <c 1, if

N
r CC2'

where C2 is a constant which depends on m/M but not on N.

The second reason: The growth of the quantity.

suPilQkN(A)hk\l/I\hkII as N +$oo) NefNi),
k
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which characterizes the instability in the computation.

Taking (71, NO, (9) and (10) into account, we see that the cal-

culation will be stable with respect to permissible error, if

Pa qN < C“
3’

where C
3 is a constant which depends on m/M but not on N.

Thus, conditions (11) and (12) insure that a substantial loss

of accuracy in the final solution is avoided. In fact, they represent

necessary conditions for the stability of any real implementation of

(2) on a class of initial data which satisfy l\eOll < Cl. Sufficient

conditions .for the stability of such an algorithm depend on the method
-=.

and order of the implementation of (2) and the type of rounding used

as well as (11) and (12).

Initially, we examine the character of rN and qN for the

simplest permutations; viz.

N=
"1 (1 2

N
, ,...,N) or n2 = (N,N - 1,...,2,1).

As a preliminary, we introduce the notation which will be used

in the proofs of the Lemmas:e

c

t

6 e-i,= n = b/2, $, = (2k - 1)rr/2N,

Z =
CM +m-2t)/ (M-m).

Lemma 1, If N
I - "N

corresponds to the permutation r'l , then

c B-6



c A 1r A
(j-N)/2

cos' (&IN)
l+

cos2[.,,(2N
<

- 2j - 1)/4N1
-

-- A
2

cos [,(N - j)/4Nl

Procf. It follows from the conditions of the Lemma and (3)

that ak = “k’ It is clear that

max 11 - akt( = (l
mea

-akm) < 1 (kzN/il) ,

-a

c and hence, Nqj --.= QjN(m) for j > N/2.

We now prove that for j < N/2

c

L

N
“ii

= max 1 Qj"(t)l = QjN(m).
.tita- -

:n order to do this, we examine the function

l-r
v (CD) = - cos

2N

k=j+l

N/2
IT

= - cos coscp + cos (2k
2N

N-j
7

= (2 k - 1)

)I

Y
2N

L
-,/here cosq = Z.

k=j+l

B-7
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Let (p = y +

v(v) ++i)=

ni/N, where 0 5 y < n/N, 0 ,< i 5 N/2 - 1, then

N-j+i

/II (

sin Y + L (2k - 1) =
2N

,I
k=j+i+l

. .

k=j+l+i k=N-j+l

But

+ L (2k - 1) <
2N ) -

k=N-j+l

j+i l-r
+- @k - 9

2N

k=j+l

e and consequently,

V

i
Since v (9) attains its maximum for q= 0 and differs from Q "-j(t)

3
only by a constant factor, it follows that

.



c

But

L

a,

c

L

c

e

On the other hand Y

N
QzN bd = T-T

l- cos[&k - 1)/2N]
=

J I I e - cos[n(2k - 1)/2N]

k=j+l
. .

N

>

-1
A

=
2

=
sin [~~(2k - 1)/4N]

k=j+l

N-j
2 -I

Iv
-I

A
= l+

1.
cos2[rr(;lk -

-v.

k=l

A

X

J
-1

X 2 <
cos [n(2(N - j - k) + l)/bN]

I -

N-j

+
A

cos2[n(N - j)/kN]

1 QjN(m) 1 1
-I

A

cos2(n/4N)

k=l

X

c

. -1
A

l+
cos2[n(2N - 2 j - 1)/4N1

)

=

A
(j-N>/2

A= \ .
cos2(n/4N) cos2 [TT  (2N - 2j - 1)/4N] J"

e B-9
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Lemma 2. If N
w - nN =rrl ,A

l/2 + @N/d  r(l - A)@

= m/@-m) < l/2 and i 5 No =

, then

'> &
rN- I-

l-i- -
i 1 A + I

J- 1 - n2(2i + Q2/16$ -1

i + l/2

i
I

i, 168 J ;_ A + n2(2i + 1-)~/161$ J
l

c

c

Indeed, under the conditions of the Lemma riN = IRiN(M)J y if .

2i - l< (2N/n) arc sin [(l - A2)]*

Noting that

1 + cos pk

6 + 2sin2( $k/2)
> f@j2 > 1 when e,< -Jr2A + ( ( 1 - A>],

--.

we obtain that
i i

ri
N=

II

1 + cos Is, - x.

6 + 2sin2( $$2)
> ’ d
- A + xk2

=w ,

k=l

where

2&.= 2k-1 n

% -Y
2 2N 2

i 5 NO(N).

c

2N
In w = 2,

l-r
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where

c

c

z= In
1 k2

B*1+1- x 1 2- x
J>

A + xk2 2N -
V = In 2 dx=

A+x
k=l

1 2-X

=

A + x2
+ 2 arcsin x - 2& arctg

il. 2-X “‘+’
> xln I +

( Pi+1 - Bl> e12 13 2_ i+l

8A + x’ b 1

c

At this stage, we make use of the inequality

x -
2 2

I/
(B

arcsin x - A arctg ->I -Bi+l > Bl Bi+l i+l - $1)

I/A 8

(L
and obtain

It follows from Lemma 2

values r N
i grow strongly for

’ ‘81

i+1/2

r l- (&.i + 1)/4N)2 1
L A + (n(2i + 1)/4N)2 J X

(i 5 TO(N)) .

that,for small A and large N, the

i 5 NO(N) . Since the quantitic::
nT

rN stnd qi
N

i for the permutation n2" correspond to the quantities

N
qN-i and r

N
N-i for the permutation nlN, it follows from Lemmas 1 and

B-11



c

e

2 t h a t

Corollary 1. UN = rr*N , th+?n

j/2A
3C

A
cos2(n/4N)

l+ -.
cos2(n(2j - 1)/4N) 1) -

<

3
A

cos2 (n j/&N) I (l< j < N)- -

e

c

Q

c

c

L

for j > N - NO(N).

1 - (&Q*(L!(N  - j) t J - f
N-j-tl/2

+ (TT/4N)2(2(N  - j) + 1)" 1
Let N = 2n. We examine the permutation

Nn. =
5 ( n, n+l, n-l, n+2, . . . . . 1, 2n).

e
Noting that T2,(z) = Tn(T2(z)) and using the above results, we see that

I (13 >
Uk+2 k 8

=u -

(M - m)(202 - 1 - cos2 pk)
X

x((M + m)I - A) (Au' - f), k = 0, 2, . . . . 2n.

Hence, the functions 5: (t) and Q2r (t) for rrjN are equal to the

functions BiN/2 (t) and QiNj2(t) for the permutations "pN/2 applied

B-12



c

to the cyclic method (13) for the solution of

((M + m)I - A)Au = ((M + m)I - A)f.

Therefore, for N Nr and N
2j q2j corresponding to 7. . 3 '

the inequalities

of Corollary 1 are valid; viz.

Al Al
j/2

cos2(rr/2N) cos2(n(2j - 1)/2N) 3 -
<

c

<r
N

- 2j L

--a.
N

q2j L

for 2j > N - NO(N)

C
3

l+ A1

cm2 (n j/2N) 3
(1 5 j <: N),

~l+-$-j1'2[
1 - (n/2N)2((N - j) + 1)2

N-j+'2

Al + (TT/~N)~((N - j) + 1)2 1
where A, = 8 2 - 1. The permutation which corre-

sponds to 7
N/2

1 in an analogous way is

nbN = (2n, 1, 2n - 1, 2, .eti9 n + 1, n).

In this way, we see that, when using the permutations n N
and

Ne
Y

in the exact iteration process (2), the 1 lukl 1 are suitably

located on the real axis, and IlgklI in (7) is constantly decroazing,

but that the error due to rounding can grow strongly. These permuta-

tions were proposed in [3], [s] - [7]. For the permutations 71' and

lT4-’ the norm of the initial errors decreases for subsequent iterations,

however !bklI can grow strongly and this can lead to the growth of

I Ink11 and further to the accidental stopping of the computations.

* B-13
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Let NC {2', p = 0, 1, 2, . ..}. For this case, we construct a

permutation for which
c

qN ,: 1, rN < C
1.

We define a recursive procedure for the construction of the permu-

tation )C for N = 211 which insures that (14) is satisfied.
N

For PT=l,

the solution is obvious. For N = 2P-l with p-l < n, let the required
*

permutation be

"2p-l = (j 'p J29
.

.**’ J2P-1
>

'

--.
then the permutation of order 2p is defined inductively as

05) n2P = (j,, 2’ + 1 - j,, j,, 2p + 1 - j,, .

l **� J2P-l'
2P+l-j ).

2P-l

putting p = 0, 1, 2, . . . . we obtain the required set of permutations.

For example, for N = 16,

“16 = (1, 16, 8, 9, 4, 13, 5, 12, 2, 15, 7, 10, 3, 14, 6, 11).

c,
Below, we shall shot. that for this method the ordering is such that the

operators (I - cykA) with large norm are uniformly distributed among

:the operator,. which decrease the norm of the error.

We explain in a different way the mentioned procedure for t'rte

construction of )C
2n

. In order to do this, we put PN(t) in the form

c

B-14*



c

c

L

c

c

where

TN(Z) 2T2N,,(‘) - ’ T
N/2 '( > - cos 0

P,,(t) =
1= =n XI‘4

TN(e) 2TLN/2 (e) - 1 TN/2 (e) - cos 0 1

T
X N/2 '( > - cos 0 . .

2
3

TN/2 (e) - cos Q2

o1 = n/4, ff2
=n-(y .

1

We assume that the roots of the polynomial r1('I (z) = TN,2 - cos 01

precede the roots of r2 (1)
= TN/2 - cos 02' In a similar way, we replace

each of’ the polynomials
'1
0) and r2

(1) by the product of two, for

example

(1)rl z=( 1
(TN,4(Z) - cos((~1/2))(T~,~(z)  - cos(n - q/2))

(2)
cTN/4 (d - COS$~))(TN/~(~)  - COSh - 01/2)) 2 '

and again we assume that the roots of '1
(2) precede r2 (2) . ke con-

tinue this process and determine by this method a sequence of roots for

each i
e 'l(

( 1
( i = 1, 2) up to the point where the degree of the poly-

nomials
rk

( >i
become equal to one. As a result, we obtain a permu-

tation )c .
N

Observing that the roots xi (i = 1, 2, ..*, k) of the

equation Tk(x) = 8 satisfy

2(i - l)n
x. =1 cuO cos -4

2 2(i - l)n
(1 > sin ( i =I 1, .  . . )  k j ,

k
- w.

k

B-15



where % = ~0s (y/k), y = arccos B, it can be shown that this permu-

tation uN coincides with the permutation (15).

Bef'orc estimating rN and qN for the permutation (15), we

establish a series of subsidiary inequalities:

a. If' 8 = 1 + 6, 6 > 0, then

,

Ic

,w
i 2 (i 2 -

Ti(8)
1)

2 1 + i2S + iS2.
6

In fact,

2Ti(e) = (e + J(e2 - 1>+ + (e - d(e2 - l))i =

-v.

= Cl + (6 + 426 + s2))li + [l + (6 -J(b2 f 2s))Ji =

i(i - 1)
=2 +2i6 + (46 + 4b2) + . . .

2

i~(i’ _ i)a 2

. . . I> 2 + 2i2S + .
3

b. If O~W~IT/~, nz2, t h e n

(17)
sin2(U/2) + pnk sin2[(n - cu)/2nl + pk

cos2((u/2) 2 >
cos C (7~ - 4/2nl

>
sin2(w/2n) + pk cos2(cu/2) + p*

cos2(U/2n) cos2(u,/2),  '

L

where Fi = Ti(0) - 1.

B-16



The inequality (17) is established once we show that

e

,

L

L

c

(18) tg w tg TT - Lu
CD

2 tg - 3
0L 2n 2n

%k
sin2[ (n - ~)/,?~h]

(13)\
cos2(lu/2) cos2[(~ - w)/2n]

+

Pk sid(co/2)
+ > Pk

cos2[ (TT - (u)/2n] cos2(uj2) - cos2((o/2n)
+

sin2(w/2n)
+ hk

cos2 b&d COS2(U/2) '

For a proof of inequality (18)) WC replace cu by n/2 - my in

it and :*I,Lain

> (0s c + sin t) sin n'22i cy cos n'22l cy .

Transforming (20), we obtain

I (os:-sin-$ tie+sinr) >

2 (20s: + sin-$) [in& - sin+),

B-17



c

L

c

t

c

and thus,

(21)

CY CY a! l-r
cos - sin - > sin- sin- 3

f>
L n- 2

sin(cu/n) CY
> t g - .

sin(n/2n) - 2

2n -

We note that for Q = 0 and a! = n/2 the inequality (21)

becomes an equality. However, since tg(a)/2) lies above and

sin (a/n) sin
-1

(rr/2n) lies below the line y = 2c~ /rr on the interval

(0, J-m, it follows that (21) must be satisfied at any interior point

of this interval, and consequently, that (18) is satisfied.

Inequality (19) is equivalent to the following inequality

c

T-r - cu w U) -0
( z. j %!s 2 2 2n

-.
-

%i (

sin cos2 - sin cos
2n 2n 2n

),
2n -

c

L

c (2 >3

>
2 A1 cos2 l-l - cu _ sin2 w 2 w

cos - - cos - .- 'IL 2n 2 2n

We show that (22) hold,c if the following is valid:

Pnk 2 T-r-cu

( '

sin cos cu .

pk 2n

Since p&-lpk >n2, the last inequality follows from

n2 . l7
a

sin -- sin - > sin Q/,
2n n-

B-18
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c

L

c

c

c

-ii’ iI1 = vi, .-_ - a. Ti.:s inequality is valid, since f'or Q 0 tjkt in-

qixiLi t) (2 ./ > r*educcs  to an equality, and since the derivative with

respect to Q/ of' the left hand side is always greater than that of the

right. In this h'ay, we have established inequality 117).. .

3 .Lemma If xN is defined by (15 ), and

N - i =2
jl

+2
j,

+ . . . . +2
jt

3

where *J1 >z j, > ---- > j, > 0,- 15 t 5 log2 (N-S-l), then

t

qiN 5 -l< l+

-(

0
-

i)2
2(1+ T

2ji (0))
t

Proof. It can be shown that

(24)
Na. = max

T,jl(Z) - C"SC1 T, j;! Z - Cost2( >
-1 . . .

m<tG4-- T,jl(e) - ~0~5~ T2 j&e> - cosC2

T2jt z - cos5t( >
l . .

9

T2&
(0)

- COSQ

tjiierc all 5 i > -t-f/2, and hence,- the ith component in (24) does not

~XCPL~~ 2(l + T2ji(Q))-1  or, if (6) holds, does not exceed (1 -!- 22JiL)-1.

-But since

it foilo~n;s that

B-19



c

c

L

L

c

0. k=l

t 2(1 + z2ji A)>~+A t-l ,>-

i=l i=l

(N - i)2
. .

> I+ A.
t

This proves the Lemma.

Lemma 4. If nN is defined by (15), and

.
I1 i2 i

i =2 +2 + . . . . +2s,

where il:. i2-> . . . . > is > 0, then_

(25)

2
7-l

rN
( i

i I
- 1)2

163 S

Proof. It can be shown that

- 00s 0.k
I

3
- cos 0.k

k=l

a n-i
where all 1(3.k < n/2 and (T 1 z= =/2.2 2 "k+l - 'IT - 0 k!

2ik - %+l
. 3’0r

3 .. 1, ta'kint: (16) and (17) into account, we obtain from (26) that
S- 1

+ cos 0

+ cos Ok -
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c

c

,

c

n-i
t;here o = n/2.' s. he make '..::;

S e of the method of estimation con-

tained in the proof of Lemma 3. For is = 0 and s > 1, (25) folio,.,:

at once from (26).

For i /' 0. taking account of' the following inequalityL; /

tg2 l-l
2 *p-is t ~ (T2is(e) - 1)

which can be verified by means of inequality (16), we obtain from (27) that

-1 s

)Ir

-1
4 (i + 2;lik A)

J-
k=l

rN,
i-

c

l-r

168
--_

+

c

In this way, the Lemma is proved.

Corollary 2. If

<

c
HN = (N+l - iiN/,, jN/,, . ...) N+l - j2, j2, N+l - j ) j

1 1
>,

e
where 'Jk is defined by the recursive method (Pj), then

cc

L

(c

q; < (1:; + g-y+ (N-i;1J2 j-l,
rNi I

Corollary 3. If the order of the choice of' the CY.~ correspond::

to the permutation (15), then for k > i we have
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e

L

k

max
m<tSbI

IT

(1 - ajt) 5 'iiJ .
- -

j=i

Lemma 5. If the order of the choice of the Q)~ corresponds

to the permutation (15), then

16
(28) t.N < 2

?J? 16 b2

l- +6 + - (8
7-l TN(e) � n2

6 -

In fact, since RiN(t) and QiN(t) always contain a polynomial

of the form =.

T.
2l

(z) + cos(rr/2i+1) ( i = n-l, n-2, l m*., no > 0)

then

t; 5 2N-& + cos I,r,> T;'(e) = 2ifl cos2 ,:, Cos2 ,,:, l

i=l i=l

e Hut

11

: II

n+2
l-r sin(n/4-) d2 1

cos i+2 =
=

2 I+-+ sin(n/2i+2) -J2*2nsin(n/2n+2)
2

i=l

b-
and hence,

t N
1 16 I?

i<
< -

- tg2(+n+2)TN(8) - n2 ',(e> '



' by im~qulity (16), we obtain (28).(a (

c

N
Lmrna 6. Let vN = x qiN. ThenPV

i=l

I
(-1

iY
v -< ew?

i

1
f S/l&

)

@n4
.

1+6

Proof. Along with vN we examine vN/2 . It is easy to see that

V
TNj2W - 1

V

N/2
+ vN/2 = vN/2

2
<

2 T,i(e) + 1 -

n-l
2

<-
>

.
T,@) + 1

i=O

e
However,

n-l
2

In
T2i(Q) + 1>

L

c

i=O

Together with this, we have

n-lI <-c 2

T2ib) + 1

n-l

-XI<

i=O i=O

n-1

x

n-l

(1 + 4i6)'1 5 (1 + s)'l + J- (1 + 4xs)-1 dx <
'0

-

i=O

6 - J-n6
<- + (1 + 6)--l ,

ln4

(1 + 22i@ l

which therefore establishes the validity of (29).
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L xlG, defined by (ls), are given Tdith m/M = 0.01.

ec

e

In the Table, values for r. 16 16
1 a n d  q.1 corresponding to

i qi16 i rii6 qi
16

:;*6”
9:59
4.63

28.0
2.68
7.98
o*9q

0.418 9 27.0 0.761
o.li25 10 5.63 0.768
0.432 11 5.14 o-730
0.440 I2 0.601 0.803
0.479 13 7.66 0.940
0.485 14 1.27 0 ‘3” 0

0.511 15 2.18 o:&

0.518 16 0.0812 --w

For a more detailed study of the iteration process(2),  .it, is

necessary to introduce a priori assumptions about the nature> of h
k

.

e
Concentral.ing on the situations wLich cause the iteration process to

behave unfavorably {for example, when I lukl I is larger or smaller

than m/M) and taking into ac?,3unt.  the final ordering which insures

that IlhklI is proportLona1 to I bkl I for #..~~l~>>llu~I, we make

the assumption that the errors belong to the class

D = (h” : hk = (kl  + k,r N wk,  I IWt-r' k'
k

1 I < c},

c

where C, kl and k2 {for example, kl = 0 (IluII) and k2 = '1 (I IcoIl)]

are positive constants which are independent  of N but depend on m/M,

c
the ordering in the computer and the implementation of (2).

k
Then, if w = xwnk 'pn, it follows that

eN =
n RiA~~A&o - VnN,
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c

,

t

t

4b

c,

VN QiN ('n) (kl + k2ri
N -=

n >wn' + (kl + k2rN
N N

> wn .

i=l

Consequently,

i=l i=l '

Taking the results of Lemmas 5 and 6 into account, we are led to the

conclusion that if hkED, then the calculation is stable.

We have also examined the ordering of the coefficients ok

,when the spectrum o(A) lies on p intervals, the ends of which

satisfy the conditions of [8] {see Appendix 1'). In this case, there

exists a polynomial of degree p, Q
??
(t), with $(O) = 0, which map::

all the intervals onto one [m, M] with mM > 0. Let N = P;‘~, and

+n be a permutation of the form (13). We denote by 7
i

(i=l, 2, . . . . 2")

the coefficients of the cycli: method of ordering for [m, M] according

to x2n. Now, we put ~yk = ps -1
e (-ri), where

k = (i-l)p+s (i=l, 2, l **, 2n, s=l, 2, l *=, p)

and the ~~(7~) are the roots of the equation

which are ordered with respect to increasing modulus.

~-25
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It is clear that the above results can be extended to iteration

methods of the following type {see [$j)

&C+l
= Id - cuk(Auk - f).

c

c

c

c

c
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