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Abstract

In recent years several algorithms have appeared for modifying the

e
factors of a matrix following a rank-one change. These methods have always

been given in the context of specific applications and this has probably

inhibited their use over a wider field. In this report several methods

c -=.
are described for modifying Cholesky factors. Some of these have been

published previously while others appear for the first time. In addition,

& c
a new algorithm is presented for modifying the complete orthogonal factor-

ization of a general matrix, from which the conventional QR factors

are obtained as a special case. A uniform notation has been used and

c

emphasis has been placed on illustrating the similarity between different

methods.
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1. Introduction

c

c

Consider the system of equations

..Ax = b

where A is an n x n matrix and b is an n vector. It is well known

that x should be computed by means of some factorization of A , rather

than by direct computation of A-1 . The same is true when A is an

mx n matrix and the minimal least squares solution is required; in this

case it is usually not advisable (or necessary) to compute the pseudo-

inverse of A explicitly (see Peters and Wilkinson, 190).

Once x has been computed it is often necessary to solve a modi-

fied system

Clearly, we should be able to modify the factorization of A to obtain

factors for si; , from which x may be computed as before. In this paper

we consider one particular type of modification, in which x has the form

x = A + rryzT

where cy is a scalar and y and z are vectors of the appropriate

dimensions. The matrix cryz T is a matrix of rank one, and the problem

is usually described as that of updating the factors of' A following a

rank-one modification.

There are at least three matters for consideration in computing

modified factors:

(a) The modification should be performed in as few operations
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as possible. This is especially true for large systems when

c

c

there is a need for continual updating.

(b) The numerical procedure should be stable. Many of the pro-

cedures for modifying matrix inverses or pseudo-inverses that. .

have been recommended in the literature are numerically un-

stable.

(c) If the original matrix is sparse it is desirable to preserve

its sparsity as much as possible. The factors of a matrix

are far more likely to be sparse than its inverse.

Modification methods have been used extensively in numerical optim-

ization, statistics and control theory. In this paper, we describe some--.

methods that have appeared recently, and we also propose some new methods.

We are concerned mainly with algebraic details and shall not consider

c
sparsity hereafter. The reader is referred to the references marked with

an asterisk for details about particular applications.

1.1 Notation

L

The elements of a matrix A and a vector x will be denoted by

a ij and
xj

respectively. We will use AT to denote the transpose of

L A 5 and IPll, to represent the 2-norm of x , i.e. Ilxll, = (xTx)$ .

The symbols Q, R, L and D are reserved for matrices which are respec-

tively orthogonal, upper triangular, unit lower triangular and diagonal.

In particular we will write D = diag (dl,d2,...,dn) .

c
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2. Preliminary results

c . Most of the methods given in this paper are based in some way upon

the properties of orthogonal matrices. In the following we discuss some

important properties of these matrices with the intention of using the

material in later sections.
.^

2.1 Givens and Householder matrices
r

c

c

The most common application of orthogonal matrices in numerical

analysis is the reduction of a given n-vector z to a multiple of the

first column of the identity matrix, i.e. find an nx n orthogonal

matrix P such that

Pz = +Ye
1 (1)

This can be done by using either a sequence of plane rotation (Givens)

matrices or a single elementary hermitian (Householder) matrix. In order

to simplify the notation we will define the former as

C SII 1s -C

c and call this a Givens matrix rather than a plane rotation since it

corresponds to a rotation followed by a reflection about an axis.

This matrix has the same favorable numerical properties as the

usual plane rotation matrix (see Wilkinson, 1965, pp. 13~152)) but is

now symmetric. The choice of c and s to perform the reduction

c

L
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4ct

is given by

y2= 2+z2
z1 2c

c

Y = sign (z,) y2
. . 4

( >3

and C = z,/Y ) s = z2/Y .

Note that 0 < c < 1 .- - In order to perform the reduction (1) we must

embed the matrix (2) in the n-dimensional identity matrix. We shall use

Pi Tto denote the matrix which, when applied to the vector [z1,z2,...,zn]  ,

reduces
'j

to zero by forming a linear combination of this element with

z i , i.e.

c

cc

c

.

P;z =

--.

.

i j .
zl

.

.

.
Z.

1

.

.

.

.

‘3
.

.

.

Zn
.

.

z1
.
.
.
Ei

.

.

.

6

.

.

.
Z
n

.

1

.

1
C S

1

=.

1
-C

1
.

. There are several sequences of Givens matrices which will perform the

reduction (1); for example
CL

P;p: . . . . Prn+;P;-'  z ,

or

L 1 1
PI-

1
P2P3 l . . n-lPn z .
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y:
.

To perform the same reduction in one step using a single Householder

matrix, we have

where

P=I+-l-uuT,
7

. .
u = z + Ye1'

l- = -Yul

and y = sign (z,> 1142 l

This time P is such that

--.
Pz = -Ye1 .

In the 2-dimensional case, we can show that

(4)

C Sd

s -C
I

where c , s are the quantities defined earlier for the Givens matrix.

Hence the 2 X 2 Householder and 2 x 2 Givens transformations are

analytically the same, apart from a change of sign.

There are several applications where 2-dimensional transformations

b are used. The amount of computation needed to multiply a 2 x n matrix

. A by a 2 x 2 Householder matrix computed using equations (4) is

c

c

4n + O(1) multiplications and 3n + O(1) additions. If this computa-

tion is arranged as suggested by Martin, Peters and Wilkinson (191) and

the relevant matrix is written as

I + -y/y[ 1 Cl u2/u11

s ‘U2/Y
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then the multiplication can be performed in 3n + O(1) multiplications

and 3n + O(1) additions. Straightforward multiplication of A by a

2 x 2 Givens requires 4n + O(1) multiplications and 2n + O(1)

additions. Again the work can be reduced to 3n + O(1) multiplications

and 3n + O(1) additions, as follows.

Let the Givens matrix be defined as in (3). Define the quantity

Since s = z2/Y we can redefine s as

S = p(c+l) .

e
Similarly, we have

C =l-FS.

c

A typical product is now of the form

c

c

[c I] [;;I = [ y(:+l, p:-l] [ ;I]
[ Yf + Y2s

= 1Y&+1) + Y,(clS-1)

which will be defined as

= 5[3Y2
Consequently, in order to perform the multiplication (5) we form

(5)

5
= cy

1 + sY2



and

c
Note that this scheme is preferable only if the time taken to compute a

multiplication is more than the time taken to compute an addition. Also
. .

it may be advisable with both algorithmsSto modify the computation of

cc

*
e

Y to avoid underflow difficulties.

In the following work we will consider only 2 x 2 Givens matrices,

although the results apply equally well to 2 x 2 Householder matrices

since as noted earlier, the two are essentially the same.

2.2 Products of Givens matrices

The following lemma will help define some new notation and present

properties of certain products of orthogonal matrices.

Lemma I.

Let PJd+l be a Givens matrix defined as in (3). Then the product

is of the form

HL(P,B,Y) =

I)

plf31

p2B1

P3b
.

.

Pn nl... P;
n-lpn-2

yl

p2B2

p3B2
.

y2

p3p3
.

.
.

.

.

P Bn-l 1

'n'l
-

Pn-i'2 'n-i'3

'nB2 '$3

Y
n-2

. . l p Bn-l n-l

. . . 'nBn-1
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c

Qb

c

where the quantities p , p
j j

and Y
j

are defined by eit

following recurrence relations:

Forward recurrence

1. Pl = + Y 8, =ll, . . % = sl/ll ) Yl = s1 , where TI is

an arbitrary non-zero scalar;

2. p. = c.q
3

J j-1 ) 'j = 'j

pj = -c. /Tj.
= 2,3,...,n-1;

J-1 J-1 ' %
= 'j"rlj-1

30 P, = 71,-, $ B = -c&/P ln n

Backward recurrence

1. p, = I-T ) p = -cn /TT )n-l Tj n-1 = 'n-1 IT/ ' Y n-1 = 'n-1 3
--_

where TT is an arbitrary non-zero scalar;

2. p. = c./TJ Y
J J j ' j-1 = 'j-1

j = n-1,...,3,2;
Bj = '"j-1Tj ) rlj,1 = 'j-lTj

Proof

c We will prove the lemma in the forward recurrence case; the

remaining case can be proved in a similar way. Assume that the product

Pk
k-l

k+l'k . . . . . . . 4PgPi (k < n-l)ps is given by

L

I

p1B1

p2$1
.
.
.

'kc31

Qkel

'kB2
. .

' 'kBk

'kB2
. .

l rlkBk

'k

- C
k

1

1
.

(6)



This is true for k=l by definition. The next product

is given by

c

1 .

c

L

plpl

p2"l
.
.
.

'kBl

ck+lflk~l

'k+17kel--.

pk+lpk
k+2

pk+l
k+l k . . . . . ..P2P1

32

. .

yl
.

. b

Ck+l~@2  l � � ck+l+$B, -%+lck ‘k+l

�k+l�l)kp2  l � � Sk+l~k~k OSk+lck -%+l

9

If we define pk+l = ck+$lk , Yk+l = s~+~ , Bk+l = -c /'f/
k k ' %+l = 'k+l?k '

then the product pk+l P' is of a similar form to (6). Continuingk+2 ’ l ’ 2

in this way, and finally setting p, = q, 1 and B, = -c~-~/P, , gives

v the required result.

For later convenience we shall use the notation

H&PAY) = HL(P'W)T l

The matrices H&PAY) and HL(P,B,Y) are defined as special upper and

lower Hessenberg matrices respectively. In the same way we define a

special upper triangular matrix NP'B'Y) as having the form
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NP'B'Y) =

Y n-l 'n-l',

'n ./

The particular recurrence relation used to form HL(p,p,Y)  will depend
--_

upon the order in which the Givens matrices are generated. For example,

if Pn-l
n is formed first then the backward recurrence relation can be

used.

Lemma II

Let D = diag(dl, d2, . . . . dn) , "rl = diag(Y 1’ 5’ l -*7 y n-1� �) �

r2 = diag(1, Yl, Y2, . . . . Y, l) and e = (1, 1, .*., 1, l)T l

1. DHL(p,B,Y) = HL(F,%V)D

where a
i = pi/di 3 Pi = dipi , i=1,2,~..,n, 7

i = diYi/di+l '

i=1,2,...,n-1  .

2. R(p,B,Y)D = DR(?&Y)

where a
i
= pi/di , pi = dipi , i=1,2,...,n  l

39 NP'B'Y) = DR(p,ij-,e)

where F
i
= pi/Yi , i=1,2,...,n-1  , di = Yi , i=l,2,...,n  l

4. HL(p,B,Y) = rlHL(P,B'e)

e HLb&ek2 .
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c .

where p. =
1

Pi/'i (i < n), Fn = P, 7

11

and Fi = Bi/Yi (i > l>Y Bl = Bl l

5. If HL(P,h) = HL(p,p,Y) then Yi = Yi and

Pi/Pi = Pi/Pi = constE@lt ' for all i=l, 2, . . . . n .

c
The next three lemmas show how the product of special matrices

with various general matrices may be computed efficiently.

c Lemma III

Let B be an rnx n matrix and HL(p,6,Y) an n x n special

lower Hessenberg matrix. The product 5 = BH can be formed using either
--.

of the following recurrence relations:

Forward recurrence

c; .
1. w (1) (1)=Bp, bil=fllwi  , i=l,2, . . .' m ;

Proof

2. Wi' (3)
i = 1, 2' . . .' m 7

ii j = 2, 3, -7 n l

i j

Backward recurrence

( >1. win = P,bin y i = 1, 2, l l l .� In ;

.
(J)2. b.. = Yj,lbi  j-1 + BjWi l

7
= 1, 2' . . . ' m 7

+ ,W 5
.

= Pj,lbi,j-l i
= n, n-l, . . . . 2 ;

(1)3- Cl = plwi , i = 1, 2,
� l ,* 7

m .

4b .

We will give a proof for the forward recurrence case. The backward

recurrence case can be shown in a simila? way. The first column of B is



given by

I2

c

If we define

o r

then

n

b
il

= 8,

c

bijpj , i=l, 2, l , m l

j=l

W1
c >

=Bp,

(7 >

j=l

( >T;,, = plwil , i=l,'2, . . . . m .

Y Forming the-second column we have

c

n

'i2 = Ylbil + p
2
c

b..p. ,
iJ 3

i=l, 2, . . . . m .

j=2

From equation (7) we have

n

(1)
W . 01 bilP1 = c b..p. 1J 3 , i=l, 2, .-., m ,

j=2

and if this vector is defined as w (2) , then (8) becomes
c

iT (2)
i2 = Ylbil  + B2Wi , i=l, 2, . . . . m .

c The other columns of -fj are formed in exactly the same way.

(8)

The backward recurrence is more efficient unless the product Bp

is known a priori. It is also more convenient if 'si occupies the same

storage as B .
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The forward and backward recurrence relations require approximately

75% of’ the work necessary to f’orm the same product by successively multi-

plying B by each of the individual Givens matrices. Since HL(~,@,'Y)

is an orthogonal matrix there exists a vector v such that

HL(P'B,Y)v = ael

c
and we can regard H-j-)P'tW) as the matrix which reduces v to ael .

An equivalent reduction can be obtained by multiplying v by a single

Householder matrix. If we have a product of the form

c --_ ~(pl~B1'Yl).=...'~(~,,B ,Yr)Br

the computational effort involved applying lemma III is less than that

e .
using a similar product of the equivalent Householder matrices. This

is because if D is a diagonal matrix, the product can be written as

DHL(Pl’Fl’e)** l . l ☺-&8,&

using lemma II, parts 1 and 4.

c



Lemma IV

Let R be an upper triangular matrix and K,(P'e,Y) a special

upper Hessenberg matrix. The product 3 = ~(p,~,Y)R is an upper Hessen-

berg matrix which can be determined using either of the following recur-

rence relations:

Forward recurrence

1. Set w
(1) T

=RP,

7-i =pwl( >
ij lj , j=b 2, . . . ' n .

2.

c

c .

I,

For i =2, 3, . . . , n 7 set

h
i,i-1

-e_
( 1i

wj

7-i
Lj

=Y i-lri-l,i-1  '

= w(w _ p
3 i-lri-1,j

=Y i-lri-1,j
( 1+ f3.w.
i

13 1

Bac'kward recurrence

( >1. wnn = P,', l

2. For i=n, n-l, . . . . 3, 2, set

j=i, i+l, . . . . n 3

Fli,i-1 =Y w(w = p
i-lri-l,i-1  ' i-l i-lri-l,i-1  '

‘E; -ij - Y i-lri-1,j
+

(i-1) =
wj Pi-lri-l,j

+

( 1
f3.W.

i
=J

j=i, i+l, . . .' n .
( >i

wj

3. (1)Tilj = B,wj , j=l, 2, . .'. ' n.

Proof

This lemma is proved in a similar way to Lemma III.

L
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c
Let R be upper triangular and R(p,p,Y) a special upper triangular

matrix. The product E = R(p#,Y)R can be found using either of the
. .

following recurrence relations:

Forward recurrence

1. Set w (1) T=Rp*

2. For i=l, 2, . . . . n , set

rii = Yirii )

c

(i+l) (i)
wj

= w.
J

- p.r..
1 13

-=.
r (i+l)
ij = Y.r.. + f3.w.

1 1J 1J

Backward recurrence

1 j=i+l, i+2, . . . . n .

1. For i=n, n-l, . . . . 1, set

( >i
W .

1
= Pirii $ Fii = Yirii y

IF
(i+l)

ij = Y.r.. + (3.~.
1 1J 13

( >
j=i+l, i+2, . . . . n .

i
w3

= w(w + p
j

r
i ij

c
The forward recurrence relation can be formulated in the following

alternative manner:

.
1. Set w (1) = RTp .

2. For i=1,2,...,n , set
I

'F
ii = Yirii y
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This formulation requires an additional n2/2 multiplications. It has

been shown by Gentleman (1972) that the use of the more efficient relation-

ship can lead to numerical instabilities in certain applications.

If the products of n 2 x 2 Givens matrices are accumulated into a single. .

special matrix it has been demonstrated in lemmas I - V how certain savings

can be made in subsequent computations. The nature of the forward and

backward recurrence relations are such that when a value of s is very
3

small underflow could occur in the subsequent computation of '/l
j '

This

will result in a division by zero during the computation of the next p
j l

It will be shown in the following section how this difficulty can be

avoided by judicious choice of the scalar n .
--_

In certain applications the vector v which is such that

s(P'B,y)v = llv112e1

is known. Since ~(P'B'Y) is orthogonal we have

v = B111VI12P

B and the vector v is parallel to the vector p . The value of I-T can

be chosen such that the vector p is equal to v . This gives the

c
modified algorithm:

Forward recurrence

1. Pl = v1 ' Bl = cl/v1 7 v1 = s1 ;

2. Pj =V YjY j='j

j=2,3,...,n-1  ;
Bj = -c. C./V.

J-13 3

3. pn=vn,  B,=-Cnl/V .n

We obtain this recurrence relation by writing TT = cl/v1 . A similar
*
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modification can be applied to the backward recurrence formula. The pas-

sible division by a near-zero
3

causes no problems since this only

occurs when the corresponding Givens matrix is almost a permutation matrix

and
2

is ol. the same order as
_. vj '

L
In the cases where

2
is not known a-priori, TT can be set at

20t 7 where the computation is carried out on a machine with a t-digit

r
binary mantissa. Since the value of q., is such that

J

rlj
= s.s

J J-1
. . . . ..S

lrr/

during forward recurrence, and

L %
=--. sjsj+l”““sn-l Tr/

during backward recurrence, this choice of TT is such that q. is
J

unlikely to underflow.

If even this strategy is insufficient the product of the Givens

c

matrices can be broken into products of the form

0
t---w---

3
HL(P"V'Y')

Pk
k+l E %(PN'B

0

I
1 0
B-M

I
I I
I 3

e

c

where qk
is zero or intolerably small, and HL(p',@',Y') and

HL(~",B",Yx) are smaller special matrices of dimension (n-k) x (n-k)

and kx k respectively. Clearly a product of separate Givens matrices

can be viewed as being a product of special matrices in which a "spliV'

has occurred at every step.
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39 Modification of the Cholesky factor

c In this section we consider the case where a symmetric positive

definite matrix A is modified by a symmetric matrix of rank one, i.e.

we have . .

(i
;ii T=A+.cuzz .

Assuming that the Cholesky factors of A are known, viz.

A = IDLT '

we wish to determine the factors

i

L

-=_

A=Gi

T
. .

It is necessary to make the assumption that A and x are positive

definite since otherwise the algorithms for determining the modified

18

factors are numerically unstable, even if the factorization of X exists.

Several alternative algorithms will be presented and comments made upon

their relative merits. Any of these general methods can be applied when

A is of the form

A
T

= B B
4b

and rows or columns of the matrix B are being added or deleted. In.

this case it may be better to use specialized methods which modify the

orthogonal factorization of B ,

The reader is referred to section 5 for further details. The methods in



Q

L

4b

this section are all based upon the fundamental equality

7i
T= A + CYZZ  ,

= L(D + appT)LT ,

where L p = z .

If we form the factorization

T T
D + crpp = -Gz ,

the required modified Cholesky factors are of the form

giving

r( = Li and 5 = 5 ,

(9)

since the product of two lower triangular matrices is a lower triangular

matrix. The manner in which the factorization (9) is performed will

characterize a particular method.

c



20

Method Cl. Using classical Cholesky factorization

The Cholesky factorization of D + c~ppT can be formed directly.

We will use this method to prove inductively that z is special.

Assume at the jth stage"of the computation that

'rs = prps 7 r=j, j+l, . . . . n , (10)

s=l, 2' . . . . j-l

and that all these elements have been determined. Explicitly forming

the jth column of GET gives the following equations for z
3

and

r=j+l, . . . . n :

--. j-l

c "d.i2 + 21 ji 3
= dj + cup; (11)

i=l

j-l

c
cl. .i
i ~1 ri + 2.i

3 rj
= 0p.p

J r '
r=j+l, . . . . n . 0-a

i=l

Using the equation (10) with (11) and (12) gives

j-l

2
'3
c j

= dj + up;

i=l

and

j-l

pjprc - 2
di& + ;3i.i

3 rj
= ap.p

J r '
r=j+l, . . . . n .

i=l
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From the last equation we have

c .

c .

j-l

i 'j=-
r 3 2 [ 1CY-

j c
'iB2i Pr 7 r=j+l, . . .' n

i=l
. .

and defining

j-l -

pj = +- a -

j
i

c
q3;

i=l .

gives i
rj

= P,Bj ' Hence the subdiagonal elements of the jth column

of L are multiples of the corresponding elements of the vector p .

Now forming the first column of GzT , we obtain the equations

% = dl+cup; ,

'l'rl = QIPIPr ' r=2, . . . . n ,

which shows that the sub-diagonal elements of the first column of z are

multiples of the corresponding elements of p . Consequently we have

proved that z is special by induction.

. This result implies that we need only compute the values of i
j '

m pj , j=l, . . . . n in order to obtain the factorization of D + cvpp' .

In practice we define the auxiliary quantity

j-l
.

a. =Q/ 0
J c

+'i .

i=l

The recurrence relations for a., z
3 j

and p
j

then become
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c -

c

c .

The product L = G can

recurrence

triangular

algorithm.

using Lemma V. Note

matrices and that this results in some simplification of the

The vector w (1) needed to initialize the recurrence relations

ii3
= dj + Cy .P;

3 I

"j+l - j j-ad/:
j

J
I

j=l, 2, . . . . n .

-.

be computed in terms of the p
3

by forward

that L and z are both unit lower

are known since w(1) =Lp=z. Also each of the vectors w (j+j=l, 2, . . 3 n>

can be obtained during the jth stage of the initial back substitution

Lp=z, since

n j-l
.

W (J> = n.
r

c

aripi = Zr - ',iPi , r=j, j+l, . . .'

i=j

/ Q
i=l

The final recurrence relations for modifying L and D are as follows:

Algorithm Cl

1. Define cyl = CY , w (1) = z .

2. For j=l, 2, . . .' n, compute

.
=W (J)

'J j

Ti
3
= dj + cY.P?

3 J

‘3 = PjQj/;ij

Qlj+l = d.a,./d.
JJ J

w(j+l> = ,(j) _ p R
r r j rj

(j+l>
n.

a,j~ = Rrj + BjWr
1

r=j+l, . . . ,



L

(j+l>Using the expression for wr we can rearrange the equation

for a
r 3

in the form

r = arj j+p (w (J)
rj

r' - PjRrj)

= (1 - BjPj)Arj + ,.w(j)
Jr

= (djl;ij)arj + p,w!j) ,

which is the form of the algorithm given by Gill and Murray (197'2).

However, this increases the number of multiplications by 5@.

Gb One of the earliest papers devoted to modifying matrix factoriza-

tions is that by Bennett (1965)’ in which LDU factors are updated following

c .

a rank m modification:

m = LDU + XCYT '

where X, Y are nX m and C is mx m . It should be noted that

( >i

L

m ( >ii

L

. The

The algorithm given by Bennett is numerically stable only

when L = UT , X = Y and both D and 55 are positive

definite.

Algorithm Cl is identical to the special case of Bennett's

algorithm when m = 1, C=o!,and X=Y=z.

number of operations necessary to compute the modified factor-

IL
ization using algorithm Cl is n2 + O(n) multiplications and n2 + O(n)

additions.

If the matrix A is sufficiently positive definite, that is, its

smallest eigenvalue is sufficiently large relative to some norm of Z ,
L

L
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then algorithm Cl is numerically stable. However, if my < 0 and x is

near to singularity it is possible that rounding error could cause the

diagonal elements 3.
3

to become zero or arbitrarily small. In such cases

it is also possible that the 3
3..

could change sign, even when the modifi-

cation may be known from theoretical analysis to give a positive definite

e

L
factorization. It may then

methods, because with these

regardless of any numerical- -

be advantageous to use one of the following

the resulting matrix will be positive definite

errors made.
c

c

c

c
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c In this method the factorization (9) is performed using Householder

matrices. To do this we must write

. .
A= Ld (I + awT)dLT 3

where v is the solution of the equations

Lav = z .

The matrix I + CYWT can be factorized into the form

1 + cvvvT = (I + awT)(I +ovvT

c
)

--.

c

by choosing

a
0 =

1 + (1 + CYV v)T+'

(13)

The expression under the root sign is a positive multiple of the

c
determinant of ';;i . If '31 is positive definite o will be real.

We now perform the Householder reduction of I + owT to lower

triangular form

I A TL = (I +ovv )PlP2. . .Pn 1 l

We will only consider application of the first Householder matrix Pl .

The effect of the remainder can easily be deduced.

Let

e
pl

1 T= I + - uu7



and partition v in the form

VT = [vl wTl l

The (1,l) element of I + awT is then

8 = 1 + 2
0-V

1

and Pl must reduce the vector [ 8 ovlwT 3 t T0 a multiple of el . Using

e
the relations of section 3 we define

Y2 = e2 + a2v2wTw
1 ’

u1 =e+v,c
and 7 = -Yul .

(Note that we have taken Y = + because we know that 8 > 0 .)
e

L

c

L

NOW u has the form

UT [ul ov w
T

=
1 13

i.e. .elements u2’ l **3 un are multiples of the vector w .

The result of applying the first Householder transformation can

therefore be written as

1(I + owT)(I + 7 uuT) =

-Y 0[ 16W I +75:wwT

for suitable values of the scalars 6 and 0 which will be determined

as follows. The first column is given by

-Y[ 1 T 1= (I + ow )(e, + 7 ulu)

6W



c =

T
ov w1

r+oww
3
T

1++u;[ 31
- ulavlw
7

which implies that

6w = (1 + -L +ovlw + -L
7 7

ulovl(l + awTw)w .

so

c

c

A small amount of algebraic manipulation gives
--.

6
v1=9-
Y

(2 + avTv)

c .

Similarly for the scalar 0 we have

li
I+CrwT=C 1ov w r+awwTl

e
giving

*
1
- ulovlw

T
7

1
I+- 02v2ww1

7 1.

a =- 1 u a2v2
1 1

+ CJ + ! a2v2
lL

+ 1
7

03v2wTw
7 7 1

which can be shown to be equal to

o=, -1o(l+Y) = a(1 + Y)
7 'v(e*

The (n-l) x (n-l) submatrix I + aww" has the same structure as

I +awT and a Householder matrix can be applied in exactly the same

fashion. It can be shown that
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- T T
1 + ow w = -+- (1 + ov 4

and SO the sign choice in the definition of each of the Householder matrices

remains the same. . .

L

L

c

For notational convenience we will write Y , 8 , 6
2 j j

, and

Oj+l for the quantities Y , 0 , 6 , and g at the jth step of the

reduction, and use Y , 6 for the vectors (Yj) , (Sj) .

The full reduction is now

(I + owT)PlP2. . .Pn 1 = R(v,6,-Y)
T

which gives--_

A
&T

= LD*R(v,~,-Y)~R(v,G,-Y)D~L .

From lemma II we have

R(v,G,-Y)D+ = R(D v, 6, -D+) ,&

= D*R(p, D-k, -y) 3
c

= D%R(p,B,e) ,

where

c
r = diag(Yj) 1

= &P. jj
J

= -aj/(d$Yj)
l j=l, . . . . n .

(Note that p is the solution of Lp = z , as before.)

c Lb,B,e) = R(p,B,e)T .

Following our convention for unit-triangular matrices we define

c
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The net result is that

1 = LL(p,B,e)

and 5 =rDr )

which must be analytically equivalent to the factors obtained by algorithm

Cl.

most

What we have done is find alternative expressions for (3
j

and d., the
J

important being

Fi = Y2d
j jj'

Since Y; is computed as a sum of squares, this expression guarantees

that the computed d
3

can never become negative. In algorithm Cl, the

corresponding relation is

ii
j
= dj + a.p2

33

where sign(oj) = sign@) .
B-w

If cy < 0 and LDLT is nearly singular,

it is possible that rounding errors could give zj < 0 . In such cases

algorithm C2 is to be preferred.

The analytical equivalence of the two algorithms can be seen

through the relation between CY
3

and 0
3 l

For example, equation (13)

implies that

c,

I (5 = o1(2 + ,,r,,

.
and if this is substituted into dl = dl + cy p2

1 1 we get

dl = Y;dl ,

which agrees with 5 = TDI' . In general if we define

n

a. =aj(2 +
c

T
3 vivi >

.
i=j
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c

c

c

c

the expression for 6
3

simplifies, giving

‘j=-+=

Vj

d.Y.
33

d;$
lyjpj
dj$

(2 .p .
= 33

2
ii

which is the expression obtained--for @
j

in algorithm Cl. In practice

we retain this form for algorithm C2. The method for computing L from L

and L(P,B ,e> is also the same as before. The iteration can be summarized

as follows.

Algorithm C2

1. Solve L p = z .

2. Define w (1)
3

= z.
J

--
n n l j=l, 2, . . . . n

7 -- cyI[l +
1+cVs .

l3

39 For j=l, 2, . . . . n , compute

( >a
‘3

(b)  0j

( >
C

'j+l

Cd) y;.

(4 d
j

tf) 'j

k> CY
j+l

( >h Oj+l

= p;/dj

=l+a.q.
JJ

= s
j - qj

= 8; + +jjsj+l '

= Y2d
3 j

= a . p  ./d.
JJ 3

= aj/Y;

=oj(l + Yj)/[Yj(clj + Yj)l

*

I
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.

(-j) ,(J+l> = wW
r r - PjRrj

b 'rj
(j+l>

= Rrj + BjWr
1

I
c

1 r=j+l, j+2, . . . . n .

Note that the initial back substStuti.on takes place separately from the

computation of L(PA4, because of the need to compute the vector p

n2
before computing s1 . This adds 2 + O(n) multiplications to the method

but ensures that the algorithm will not break down under extreme circum-\

stances and allows x to be computed by either the forward or backward

recurrence relations given in Lemma V. The method requires gn2 + O(n)

multiplications and n+l square roots.

c
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c One of the most obvious methods of modifying the Cholesky factors

L

I

4b

c

c

of A in the particular case when cy >qO is as follows.

Consider the reduction of-'-the matrix p*z RT] to lower tri-

angular form, i.e.

[*z RT]P = [FT O] ,

where P is a sequence of Givens matrices of the form

P = p1p22 3. l l 'E+l l

We have --

= [&z RT]PPT[Q>T] ,

= RTR + cyzz .T

Consequently R' is the required factor.

This algorithm can be generalizedlwhen  Q/ < 0 . The rank-one

modification will be written as

for convenience. The vector p is computed such that

and we set

RTp = z ,

1 T
- CUP P .
CY
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We now form the matrix

c

P R‘[ 3'n 0

. .

and pre-multiply by an orthogonal matrix P of the form

p 1= pn+l . . ..P;+;P;+l

such that the vector p is reduced to zero. This gives

in which case the following relations must hold

T
PP+6;=620'

T
R P = bar ,

RTR = ETE + rrT .

Equation (14) implies that 6: = -& , Equation (15) implies that

1r $=-z=cYz,
6O

and finally (16) gives

RTR = & + crzzT ,

(14)

05)

06)

as required. 5 2This method requires T n + O(n) multiplications and

1 n+l square roots.

c
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Method C4. Using Givens matrices II

c For this method we will be modifying the factorization

-riTE = RTR + cvzzT .

From this equation we have
c .

si = RT(I + oppT)R ,

r where RTp = z .

e
We can write x in the form

2 = RTPTP(I + cyppT)PTPR ,

(17)

(18)

c where P is an orthogonal matrix. The matrix P is chosen as a product

of Givens matrices such that

c

1 2  .pn-2pn-1
Pp = P2P5. . n-l n P = Ye1 , (19)

where IYI = llPl12  l
The equation (17') can be written as

c

A= RTPT(I + cuY2ele:)PR  .

.
As each Givens matrix PJj+l is formed it is multiplied into the upper

e triangular matrix R . This has the effect

c . elements of R to give an upper Hessenberg

H = PR ,

A = HTJTJH 3

of filling in the sub-diagonal

matrix H . We have

where J is an identity matrix except for the (1,l) element which has

the value (1 + cupTp)*. If x is positive definite, the square root will

be real. The formation of the product JH modifies the first row of H

to give
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L

c

c

7i =JH

which is still upper Hessenberg. A second sequence of Givens matrices

are now chosen to reduce H to upper triangular form, i.e.

i?ii = p;-"p;-',. . .P;P$ ,

=E.

Then

as required. 9 2This algorithm requires 2 n + O(n) multiplications
--.

and 2n-1 square roots.

c

c
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Method C5. Using Givens matrices III

If we write equation (17) as in method C2, viz.

‘ii = RT -- T
(I + app )(I + ~PP~)R J

where
CY0 = 1

1 + (1 + cupT*)Z
.

c

c

If P is the matrix defined in (19) we can write

7i = RT(I + appT)PTP(I + oppT)R .

= RTHTHR 3

where H = P(1 + apPT)

T
=P+aYelp '

(20)

According to lemma I, P is a special upper Hessenberg matrix of the form

p = $(P,B,Y)

for some vectors p, @ and Y . Now the first row of P is a multiple

T
of 6 by definition, and furthermore Pp = Ye1 implies that p = YP el ,

so the first row of P is also a multiple of p . From lemma II it

follows that by choosing zn = p, when forming P as a special matrix,

L

we can ensure that

p = HU(P,B,Y)

for some B and Y .

Assuming this choice of 5, is made, we have

L
H = yT(p,B,Y) + aYelPT

e



1

= S(P,LY)

where s differs from B only in the first element, i.e.

ji =f3 t-aye1 .

lb NOW H can be reduced to upper triangular form E by a second sequence

of Givens matrices F :

*

c-

FE-I = P;-'P;-;. . .P;P$K = E .

,
It can be readily shown that g is of the form

ii = R(P,B,'Y)

where the vectors B and 7 are given by the following recurrence rela-

tions:

c
23 =c.*rl+sp3 Jj jj

I

L

Y
j

= c&p.+ S.Y.
335 33

j=l, 2, . . . . n-l ;

rlj+l = ‘jrlj  j j
-cg

J

The quantities c. and s
3 j

are the elements of the Givens matrices in

P. They reduce the sub-diagonal elements Yi of H to zero at each

stage, and are defined in the usual way. The final product ?? = ?iR

can be computed using lemma V.

This algorithm requires 2n2 + O(n) multiplications and 2n-1

square roots. The work has been reduced, relative to method C4, by

accumulating both sequences of Givens matrices into the special matrix

i and modifying R just once, rather than twice..
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4. Modification of the complete orthogonal factorization

If A is an mx n matrix of rank t, m > n, t < n- 3- the compl(?tc

orthogonal factorization of A is

. .

where Q is a mx m orthogonal matrix, Z an n x n orthogonal matrix

c and R a tx t upper triangular matrix (see Fadeev et. al. (1968),

Hanson and Lawson (1969)).

The pseudo-inverse of A is given by

Q --.

c In order to obtain the pseudo-inverse of x = A + yzT , where y and

Z are m and n vectors respectively, we consider modifying the com-

plete orthogonal factorization of A. (With no loss of generality we have

c omitted the scalar cy .)

From equation (21) we have

where p = &y and g = zTz .

as follows:

R 0[ 1 + PqT

0 0

If the vectors p and q are partitioned

p = [:]i:-t , q = [:]1:-t ,



e

Q

c
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we can choose QI and ZI to be either single Householder matrices or

products of Givens matrices such that

Q*i
-T T= (Ye

1
and w%

I
==@8(: 1'

where cy and B are scalars such that. IcyI = II~lj2 and \el = /lwI12 .

Note that application of these matrices leaves the matrix R unchanged.

For convenience we will' now work with the (t+l) x (t+l) matrix SI which

is defined as

First Sweep

Choose an orthogonal matrix &II such that

c
QII u

[3

= P$$. . qP;+l u

[3
= Ylel

CY cy
where Y2

1
= p1g + cY2 . If SI is multiplied on the left by &II and

L
the resulting product defined as SII , we have

L

I S
II = QIISI = + Y1el[wT 81 =

where R
II

is an upper triangular matrix. The t diagonal elements of

RII
are filled in one at a time by the application of each 2 x 2 ortho-

gonal matrix. We have defined

-T T
rII = rII + Ylw

T
l

L



Second Sweep

c

c

c

We now construct an orthogonal matrix QIII which, when applied

to sII from the left, reduces SII to upper triangular form. If this

triangular matrix is defined as ‘SIrI we have

sIII = QIII

[

-T
rII

RII

where
QIII is of the form

ylB

0
I

=

I)

R
III

0
L

sIII1511

t
QIII = Pt+l* l

.P2P13 2 l

The matrix ~~~~~~ may or may not be the upper triangular matrix required,

depending upon p(x) , the rank of x . The different cases that can

arise are summarized in the following table:

= 0 # 0

= o P 6) = t or t-l p(A) = t

# 0 p(A) = t p(A) = t + 1

CaseI. cr#O, p #O

In this case SIII has full rank and

[

RIII

0

sIII1%I1

1 = L

The final orthogonal matrix c is given by
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c

L

c

L If %e first and second sweeps are followed carefully it can be

c

and

[

QII
- -

0
.

t+1 ~ t+1

Case II. cy f 0. R = 0

1 O
c-
' Il

z = Z
.

0
-m

zI
.

I '
I Oc 1-v wet

0 '
I Q*

t

Q

seen that SIII is of the form

L

i.e.
sIII

= 0 and 6III = 0 . As in Case I, SIII is in the required

L

.
form and we define the modified factors accordingly.

Case III. cr=O, p #0

The first orthogonal transformation of the first sweep is an iden-

tity, and the matrix SII has the form
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t

c

c

c

L

c

P . .
sII = \: :I

t
0

0

w - - w - -
L 0 ,o c

Application of the second sweep (QIII) gives the matrix SIII in the

form --.

t I
sIII =

RIII I

~~1
kur

t

0 I

1 I

---m-e
0 10

i.e. 6*** = 0 .

.
An orthogonal matrix ZII is now'applied on the right to reduce

sIII to zero, thus:

sIIIzII = s Pt pt-lpt-2
III t+1 t+1 t+1' l Opt+1
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c

L

c

The modified factors are 5 as defined in (22), and

Case IV. my = 0, [3 = 0, p(X) = t

The matrix SIII has the form

SIII =

0.

t

.

0

-a
0 .

t+1

L
If the diagonal elements of RIII are all non-zero then rank (x) =

rank (RIII) = t and the factors are completely determined. Otherwise,

exactly one of the diagonal elements of 'R
III

may be zero, since the

I
rank of ';;i can drop to t-l . In this case, two more partial sweeps

must be made to reduce RIII to strictiy upper triangular form, as

.
follows.

c Case V. Q/ = 0, B = 0, p(X) = t-l

Suppose that the k-th diagonal of RIII is zero. The matrix

L
can be partitioned in the form

c
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L

L

R
III

c

e

k - l t-k

n n

t T

t 5-v

t
I
I
I
I
I
Ie - w - - m - - - -

c

I k-l

I

t - k

where
Rrv' Rv are upper triangular with dimensions (k-l) x (k-l)

and (t-k) x (t-k) respectively. An orthogonal transformation &Iv

T

is now applied on the left to reduce the submatrix 5v[ 1 to upper

%
triangular form in exactly the same way as the first sweep. Similarly,

a transformation Z
II is applied (independently) from the right to

reduce sIv to zero in the submatrix [RIV srv] . Thus

c
QIvRIIIZII =

f

c

c

w h e r e

a n d

$Iv
= pkpk k k

t t-1. l l ‘k+2’k+l

'II k ‘k l l k k ’
= pk-l k-2 .P?Pl



c

L

c

c

c

c

c

Finally a permutation matrix Z,,, is applied to move the column of zeros

to the right:

1

%ve--
0

The modified factors are

and z = Z

The number of operations necessary to compute the modified factors

are summarized in the following table:

Description Order of multiplications

m Compute p , g . m* + n*
\

Determine cy , S . 4m(m-t) + 4n(n-t)

First sweep 2t2 + 4mt.

Second sweep 2t2 + 4mt

Additional computation for case III

*
Additional computation for case V

2t2 + 4nt

4 23-t + *t(n+m)

*It has been assumed that if W(k) is the amount of work when the kth

diagonal element of R
ISI

is zero, then the expected work is
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cc

c

t

1
tc

W ( k )  l

k=l

The maximum amount of computation necessary, which is of the order

of6$’ **t + 5(m +n ) + 2t(3m-n) multiplications, will occur when case V

applies. In the special case when A and A are both of full column

rank then Z is the identity and the amount of computation is of the order

of 5m2 + 4n2 + 4mn multiplications. This reduces to 13n* when m=n .

4.1 Use of special matrices

The-number of operations can be decreased if some of the properties

of special matrices outlined in section 2 are utilized. Each Givens

matrix must be multiplied into a Q matrix, Z matrix or upper trian-

gular matrix, depending upon the current stage of the algorithm. These

multiplications can be performed by accumulating the product of each set

of Givens matrices into the associated special matrix. Each QI Y ZI Y

QII Y zII Y- l *etc.
will be either a special matrix or a permutation

matrix. The orthogonal matrices QI , ZI ,. . .etc. will be formed,

using Lemma I and Lemma II, as products of the form 1\ 5
I I ' vIzI '

c AIIQII , VIIZII ,. l *etc. where AI , VI , hII , VII ,. . .etc. are

diagonal matrices and QI , ?I ,. . .etc. are special upper (lower)

c

Hessenberg matrices with unit sub-(super-) diagonals. In addition we

assume that we modify the factorization

QAZ =

L

c

0
L

.
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i

At the initial stage DLT is unaffected by the pre- and post- multiplica-

tion with k& and 2 v
I I ' The products

can be formed using Lemma III, the diagonal matrices being kept separate

from the orthogonal products.

During the first sweep we require the product

c

If this matrix is written in the form

c .

c

it can be evaluated by bringing the diagonal matrix D to the left of

%I by suitably altering the special matrix GII to & as in Lemma

II. The remaining product involving "Q; T
I

and L can be formed using;

Lemma III with backward recurrence. The multiplication of c'
II

by the

f current orthogonal matrix is performed similarly to that involving a
\ I

except that again the diagonal A I must be brought through by altering

“&II to ii& (say).

If the remainder of the computation is carried out using the same

techniques as those just described, the number of multiplications can be

summarized as follows:
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Description
I

Order of multiplications

c

L

(L

L

Compute p , q

Determine CY , p . .

First sweep

Second sweep

Additional computation for case III

Additional computation for case V

m* + n*

*m(m-t) + *n(n-t)

t* + 2mt

2t2 + 2mt

2t2 + 2nt

4 2
7j-t + t(n+m)

The maximum amount of computation necessary is now of the order of

4 $ t* + 3(m* + n*) + t(3m-n) multiplications, and this reduces to
--.

3(m2 + n*) + 2mn multiplications in the full rank case. When n=m=t

the algorithm requires 8n2 + O(n) operations.
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c

L

c

5. Special rank-one modifications

We now consider some special cases of the complete orthogonal fac-

torization which occur frequently, namely adding and deleting rows and

columns from A . These cases deserve special attention because the

modifications can be done in approximately half as many operations as in

the general case. Since in most applications A is of full column rank,

we will deal specifically with this case and modify the factorization

R

w = ---E30

where A i3 mx n, m > n .-

5.1 Adding and deleting rows of A

We first consider adding a row aT to A . Assuming without loss

of generality that this row is added in the (m+l)th position, we have

,

--

Q

i

IO
I

1 11;

=- T.

Elementary orthogonal transformations are now applied from the left to

reduce. aT to zero while maintaining the triangularity of R . This is

done by defining the sequence

T (1) =T, T(j+l) = Pj
m+l

T(j)
' j=1,2,...,n  ,

.

where Pi+l reduces the (m+l,j) element of
.

T (J) to zero. Note in

particular the effect on the column em+l which has been added to Q .



,

G

The first n elements are filled in one by one, thereby forming the last

column of Q. :

pn n-l 1
m+l'm+l  l "m+l

t

c

Elements n+l, n+2, . . .,m of q
m+l remain 7ero.

To remove a row from A , we now% simply reverse the above process.

This time we have
--.

giving

Qji + qm+laT = &A .

Transformations +1 m+l< m+l,Pm l,. . .,Pl are chosen such that

m+l
Pqm+l s Pl . . l pm+lpm+l

m-l m qm+l = em+l '
L

The last n transformations each introduce a non-zero into the bottom

row of

c

L (from right to left), giving



I
eb

4

5.1

P&A =

[

‘ii

a---

0
-cm

rT

.

CL
Looking at the effect on the various partitions of Q , we have

c PQ =

I
In 1a. I”
1-w---w

UT
t

m 1 I-

and since PQ is orthogonal it follow immediately that u = 0 . Thus
--.

so that r = a , and also

L

as required.

Often it is necessary to modify R without the help of Q . In

this case we really want E such that

i
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c

c

ETE = RTR + aaT .-

so clearly the methods of section 3 would be applicab'e. Alternatively

be can continue to use elementary orthogonal transformations as just des-

cribed. Adding a row to A is simple because Q was not required in any

case. To delete a row we first solve TR p = a and compute 62 2= 1 - l/p/J .

The vector

now plays exactly the same role as above. Dropping--. qm+l

zeros in the center of this vector, we have

I ’
I

pn+l R
1 l *

.pn+lpn+l PI
n-l n

1
I

--=I m-v-
I

9 O a i

I
01= I

-+
11

I

ii

rT
m

(23)

the unnecessary

where as usual, the sequence (Py+'] has the effect of reducing p in

(23) to zero and introducing the vector rT beneath !? . Since the n+lPi

e are orthogonal it follows that

1

0-

r 1 [

I l

0 ITi
I--ar --

1 '
1

rT

' c
or

r

I .
11 rT

I

1 -T-
r 1 R R + rrT

I 9

i
I

llpll
2
+ h2i

I,--- J

T I
RP 1

m I

pTR
- -

RTR -3
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Tso that r = R p = a , and

‘R"-pii = RTR - aaT

as required.

5*2 Adding and deleting columns"of A

Suppose a column is added to the matrix A , giving

Since

R.
&A= ---me[ 3 '

0

we have

c
where [u and u and v are

respectively. If an orthogonal matrix P is

Pv =

[

U
a--

Y i
--a

0 3

’

n and m-n vectors

constructed such that

(24)

where y = f plj
2 '

then pre-multiplying (24) by P leaves the upper

triangular matrix R unchanged and the new factors of x are
c
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c 1 and q = PQ .

e This method represents jutt a column-wise recursive definition of the ($3

factorization of A .

When Q is not stored or unavailable, the vector u can be found

c by solving the system

c

L

i

RTu = ATa .

The scalar Y is then given by the relation

-*.
Y2 = I 141; - I lull;

Rounding errors could cause this method to fail, however, if the new column

a is nearly dependent on the columns of A . In fact if R is built up

by a sequence of these modifications, in which the columns of A are

added one by one, the process is exactly that of computing the product

B= TA A and finding the Cholesky factorization

B = RTR .

It is well known that this is numerically less satisfactory than computing

R using orthogonal matrices. In some applications the s-th column of Q

is available even when Q is not and consequently y can be computed

more accurately from the relationship

Y = aTqs ,

where q
S

is the s-th column of Q .

i



Some improvement in accuracy can also be obtained on machines

which have the facility for performing the double-length accumulation of

inner-products. In this case the i-th element of u is set to

..n

Ui =* { xaijaj  -~"jrij}  $

j=l j=l

where the two inner products are formed as a single sum. Despite these

improvements this is still numerically less satisfactory than the pre-

vious method where Q was available.

A further possibility of improving the method arises when one

tt- column is being deleted and another is being added. A new column re-

placing the deleted column is equivalent to a rank two change in ATA

and can be performed by any one of the methods given in section 3. Even

c . this is still not ideal, since the computation of the rank one vectors

require the matrix vector product AT(a - a> where a is the column

being added and a is the column being deleted.

c
Finally we describe how to modify the factors when a column is

deleted from A . It will be assumed that x is obtained from A by

deleting the s-th column, which as usual will be denoted by a . Deleting

the s-th column of R gives

c

Qcl=

b
i ’

R, I T,I
0

' T2I

t I
--w-w-

0 1 0 i
I

) s-l

) n-s+1

3 m-n

c
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c

c

L

where R
1

is an (s-l) x (s-l) upper triangular matrix, Tl
is an

(s-l) x (n-s) rectangular matrix and T, is an (n-s+l) x (n-s) upper
L

Hessenberg matrix. For example,.with  n='j, s=3 and rnq

Let partition T2 be of the form

--.

.

I
X X)X x

I
0 XIX x
m - m -l- - - -
0 01x x

I
0 0)x x

I
0 010 x
.-w--e-.I
0 010 0

I
0 010 0

b 1 4

I

T2 = 1.

n-s

we have

.

We now choose an orthogonal matrix P which reduces T2 to upper trian-

gular form, using one of the methods described earlier. Thus

PT2 =
-0-o
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where P is of the form P = Pi-z+l. . .P2P1
32 . The modified triangular

factor for A is
c

] s-l

3 n-s

) m-n+1

If Q is to be updated also, the appropriate rows must be modified,

I

e

thus:'

Q =

t --.

. .

Ql

- v - r * -

%

- - - - -

$. (I

] s-l

] n-s+1 , 2 =

? m-n

It is sometimes profitable to regard this computation from a

c .

different point of view. The partitions of T
2 satisfy the relation

ii% T T
2 2 = R2R2 + rr , and this is analogous to the equation 'Ii"ii T= R R + a aT

which holds when we add a row aT to A . We conclude that deleting a

4v

column may be accomplished by essentially the same techniques as used for

adding a row.

c

c



58

6. Conclusions~~~~

In this report we have presented a comprehensive set of' methods

which can be used to modify nearly all the factorizations  most frequently

used in numerical linear algebra, It has not been our purpose to recom-

mend a particular method where more than one exist. Although the amount

of computation required for each is given, this will not be the only

consideration since the relative efficiencies of the algorithms may alter

when applied to particular problems. An example of this is when the

Cholesky factors of a positive definite matrix are stored in product

form. In this case the choice of algorithm is restricted to those that

form the special matrices explicitly. The relative efficiency of methods

Cl and C2 are consequently altered.

c

L



59

1.

2.

3.

4.

5.

6.

7.

8.
.

9.

10.

11.

Bibliography

*Bartels,  R. H., Golub, G. H., and Saunders, M. A., 1970 "Numerical
techniques in mathematical programming," Nonlinear sogramming,
Academic Press, New York.

Bennett, J. M., 1965, "Triangular factors of modified matrices,"
Numerische Mathematik 7, pp. 217-221.

Fadeev, D. K., Kublanovskaya, V. N., and Fadeeva,  V. N., 1968,
"Sur les systemes lineaires algebriques de matrices rectangulaires
et malconditionnses," Programmation en Mathematiques Numeriques
(Editions du Centre National de la Recherche Scientific, Paris
VII).

*
Gentleman, W. M., 1972, "Least squares computations by Givens trans-

formations without square roots," Department of Applied Analysis
and--Computer Science Report ~~~~-2062, University of Waterloo,
Waterloo, Ontario.

*Gill, P. E., and Murray, W., lg70, "A numerically stable form of the
simplex algorithm," National Physical Laboratory, DNAM Report
Number 8'7, Teddington, England.

*
Gill, P. E., and Murray, W., 1972, "Quasi-Newton methods for uncon-

strained optimization," J. Inst. Maths. Applies. 9, pp. 91-108.

*Gill, P. E., and Murray, W., 1972, "Two methods for the solution of
linearly constrained and unconstrained optimization problems,"
National Physical Laboratory,
England.

DNAC Report Number 25, Tedding-ton,

*Golub, G. H., and Saunders, M. A., lg0, "Linear least squares and
quadratic programming," Integer and Nonlinear Programming, North-
Holland Publishing Co., Amsterdam.

*Golub, G. H., and Styan, P. H., 1911, "Numerical computations for
univariate linear models," Computer Science Department Report
Number ~~-236-71, Stanford University, Stanford, California.

Hanson, R. J., and Lawson, C. L., 1969 3 "Extensions and applications
of the Householder algorithm for solving linear least squares
problems," Maths. Comp. 23, pp. 787-8~

Martin, R. S., Peters, G., and Wilkinson, J. H., 191, "The QR
algorithm for real Hessenberg matrices," pp. 359-371 in:
Handbook for automatic computation, Volume 2, Eds. J. H.
Wilkinson and C. Reinsch, Springer-Verlag.



I
60

G

12. *Murray, W., lgj'l, I' An algorithm for indefinite quadratic programming,"

L .
National Physical Laboratory, DNAC Report Number 1, Teddington,
England.

13 l Peters, G., and Wilkinson, J. H., 1970, "The least squares problem
and pseudo-inverses," Comp. J. 13, pp. 309-316.

. .
14. *Saunders, M. A., 1972 ) "Large-scale linear programming using the

Cholesky factorization," Computer Science Department Report
Number CS-72-252, Stanford University, Stanford, California.

15. *Saunders, M. A., 1972, "Product form of the Cholesky factorization
for large-scale linear programming," Computer Science Department
Report Number CS-72-301, Stanford University, Stanford, California.

16. Wilkinson, J. H., 1965, "The algebraic eigenvalue problem," Oxford
University Press, London.

c --.

L


