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I .  JNTRODUCTIO~

k

The question of what belongs to the domain of parsing and what is

part  of  the domain of inference inevitably comes up when attempting to

pu t  toge ther  a  sys tem in  o rder  to  do  na tu ra l  l anguage unders tand ing .

Th is  paper  i s  in tended to  exp la in  the  d i f fe rence w i th in  the  contex t  o f

C o n c e p t u a l  D e p e n d e n c y  T h e o r y  [51,[61,and  171, categorize the kinds of

inferences that are necessary within such an understanding system, and

out l ine the basic elements and processes that  make up the program at

Stanford that current ly handles these inference tasks.

we sha l l  assume i n  t h i s  p a p e r  t h a t i t  i s  t h e  d e s i r e  o f  t h o s e

researchers who work on the problems of computational l i n g u i s t i c s  t o

have a  sys tem tha t  i s  capab le  o f  respond ing  in te l l i gen t ly ,  on  the  bas is

o f  i t s  own mode l  o f  the  wor ld ,  in  reac t ion  to  a  g iven input sentence.

we assume here that a system that responds fol  lows (for

example)  i s both an interest ing and useful system if i t  accompl ishes

t h e s e  t h i n g s  i n ’ a “theoretical ly correct” manner:

(1) INPUT: I am going to buy some aspirin for my cold.
OUTPUT: Why don’ t you try some chicken soup instead?

(2) INPUT: John asked Nary for a book,
OUTPUT:’ A book about what?

(3) INPUT: Do you want a piece of chocolate.
OUTPUT: No, I don’t want to spoi I my appetite for dinner.

(4) INPUT: John went to the store.
OUTPUT: What did he want to buy?
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B e f o r e  g e t t i n g i n t o  t h e  d e s c r i p t i o n s o f  t h e  various kinds  o f

inferences to which a conceptual memory should be sensitive, the not ion

o f  in fe rence  and  how i t  d i f fe rs  f rom log ica l  deduc t ions  ( fo r  ins tance  in

a theorem-prover or question answerer) should be made clear,

In i ts broadest sense, we consider an inference to be a new piece

of informat ion which is generated from other pieces of information, and

which may or may not be true. The  in ten t  o f  in fe rence-mak ing  i s  to

“ f i  I  I  out ” a  s i tua t ion  which is al luded to by an utterance ( o r  s t o r y

l ine) in hopes of ty ing pieces of information together to determine such

t h i n g s  a s  f e a s i b i l i t y ,  c a u s a l i t y  a n d  i n t e n t  o f  t h e  u t t e r a n c e  a t  t h a t

po in t .  There  a re  severa l  fea tu res  o f  a l l  i n fe rences  wh ich  shou ld  make

clear  how an in fe rence  d i f fe rs in substance and in ten t  f rom a  fo rma l

deduct ion:

(1) Inference generat ion is a “reflex response” in a conceptual

memory, T h a t  i s , o n e  o f  t h e  d e f i n i t i o n s  o f “processing

conceptual input” is the generation of inferences from i t .  T h i s

means that there is always a n  imp1 ici t motivation to generate

new information from old, I n  a  t h e o r e m  p r o v e r  o r  question-

answerer, deductions are performed only upon demand from some

external process.

(2) A n  i n f e r e n c e  i s  n o t  n e c e s s a r i l y  a  l o g i c a l l y  v a l i d  d e d u c t i o n .

This means that the new information represented by the inference

might not bear any fo rma l  log ica l  re la t ionsh ip  to  those  p ieces

o f  in fo rmat ion  f rom wh ich  i t  i s  genera ted . A good example of

- this i s  c a l l e d “a f f i rmat ion  o f  the  consequen t ” , a technique
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f r u i t f u l l y  u t i l i z e d  b y Sherlock Holmes, and certainly ut i l ized

by people i n everyday s i tuat ions. B r i e f l y ,  t h i s  r e f e r s  t o  t h e

“syl logism” A 2 B, B; therefore A. In this sense (and there are

other examples), conceptua l  memory  i s  s t r i k ing ly  d i f fe ren t  f rom

a formal deductive system.

(31 A n  o b v i o u s  c o n s e q u e n c e  o f  (2) i s  t h a t  a n  i n f e r e n c e  i s  n o t

necessar  i I y true. f o r  t h i s  r e a s o n , i t  i s  use fu l  fo r  memory  to

retain and propagate measures of the degree to which a piece of

i n f o r m a t i o n  i s  l i k e l y  t o be true. Memory  must also be designed

w h i  t h  t h e idea  tha t  NO in fo rmat ion  i s i n v i o l a b l y  t r u e ,  b u t

r a t h e r must a l w a y s  b e  w i l l i n g and able to r e s p o n d  t o

c o n t r a d i c t i o n s .

(4) The  mot i va t ions  fo r  in fe rence  genera t ion  and  fo rma l  deduc t ion

a r e  e n t i r e l y  d i f f e r e n t . Formal deduct ions are highly directed in

the sense that a wel l -def ined goal has been establ ished, and a

path from some starting conditions (axioms and theorems) to this

goa l  i s  des i red . ‘ Inferences on the other hand are not nearly so

d i rec ted .  In fe rences  a re  genera l l y  made “ to  see  what  they  can

see”. The “goa I ” of inferencing is rather amorphous: make an

inference, t h e n  t e s t  t o  s e e  w h e t h e r  i t  l o o k s  s i m i l a r  t o ,  i s

ident ical  to,  or contradicts some other piece of in fo rmat ion  in

the system. When one of these si tuat ions occurs,  memory takes

spec ia l act ion in the f o r m  o f  d i s c o n t i n u i n g  a l i n e  o f

in fe renc ing , asking a ques t ion , rev i s i ng o l d  i n f o r m a t i o n ,

c rea t ing  causa l  re la t ionsh ips , o r  invok ing  a  be l ie f  pa t te rn .
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(5) A  m e m o r y  u h i c h  u s e s  t h e  t y p e s  o f  i n f e r e n c e  u e  uill d e s c r i b e

needs  some means  o f  recourse  fo r  a l te r ing  the  c red ib i l i t y  o f  a

p i e c e  o f information when t h e  c r e d i b i l i t y  o f  s o m e  p i e c e  o f

information uhich was used in its generation changes. In other

words, memory needs to remember WHY a piece of information

e x i s t s . I n  c o n t r a s t , a  fo rmal  deduct ive  sys tem in general

doesn’ t “care” (or  need to know) where a fact  came f rom, only

t ha t  i t  e x i s t s  and  i s  t r ue .

Having made these dist inct ions between conceptual inference and

other  t ypes  o f  log ica l  deduc t ions , w e  will descr ibe  some d is t inc t  types

o f  i n f e r e n c e .

II. INFERENCE AND PARSING

We take  as  one  o f  our  opera t ing  assumpt ions ,  tha t  the  des i red

output for a conceptual analyzer is a meaning representation. S i n c e  i t ’

i s  p o s s i b l e t o  g o  d i r e c t l y  f r o m  a n  i n p u t  s e n t e n c e  i n t o  a  m e a n i n g

representat ion (see 143 , 151 a n d  191 f o r  d e s c r i p t i o n s  o f  c o m p u t e r

p rograms tha t  do  th is ) , we shall disregard any discussion o f  s y n t a c t i c

pars ing  ou tpu t .

What then should be present in a meaning representation? we claim

tha t  i t  i s  necessary  fo r  a  mean ing  representa t ion  to  con ta in  each  and

every concept and conceptual r e l a t i o n  t h a t  i s  e x p l i c i t l y  o r  i m p l i c i t l y

referred to by the sentence being considered.
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By expl ici t  reference we mean the concepts that under I i e a given

I-I or d . Thus we have the. concept of John for ‘John’ and the concept o f  a

book  fo r  ‘book ’  i n  sen tence  (5) :

6) John bought a book.

However, we c la im in  add i t ion that an adequate meaning representation

must make e x p l i c i t what i s imp1  i c i  t  b u t n o n e t h e l e s s  d e f i n i t e l y

referenced in a given sentence. Thus, in (5) we have the word ‘bought ’

.which  imp l i c i t l y  re fe rences  two ac t ions  o f  t rans fe r ,  one  whose ob jec t  i s

t h e  b o o k  a n d  t h e  o t h e r  w h o s e  o b j e c t  i s  s o m e  v a l u a b l e  e n t i t y .  flost

heare rs  o f (51, u n l e s s  s p e c i f i c a l l y  t o l d  o t h e r w i s e ,  w i l l  a s s u m e  t h a t

t h i s  o b j e c t  i s  ‘ m o n e y ’ .

I t  i s  here  then  tha t  we sha l l  make our  f i r s t  d is t inc t ion  be tween

t h e  p r o v i n c e  o f  p a r s i n g  ( o r  t h e  e x t r a c t i o n  o f  e x p l i c i t  a n d  i m p l i c i t

informat ion) and that of inference (the adding-on of  probably correct

in fo rmat ion ) . The word ‘buy’  has a number of  sen.ses  in Engl ish, but the

surrounding information disambiguates ‘buy’ so that in (5) it can only

mean that two act ions of transfer occurred and that each act ion caused

the  o ther ’s  ex is tence .  Fur thermore , i t  is always true that whenever one

o f  these  t rans fe r  ac t ions is present (hence called ATRANS for abstract

t rans fe r )  i t  i s  a lso  t rue  tha t  an  ac to r  d id  the  ATRANSing;  t h e r e  w a s  a n

object  acted upon, and there was a recipient and a donor of this object,

We now s ta te  our  f i r s t  in fe rence  type  wh ich  we ca l l  LINGUISTIC-

INFERENCE:
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1, An instance of LINGUISTIC-INFERENCE exists Idhen, in the
absence o f  s p e c i f i c information to the  cont rary ,  a  g iven
word or syntactic construct ion can be taken to mean that a
s p e c i f i c  b u t unmentioned object is present in a predicted
case for a given ACT with a l ik l ihood of near certainty.

In the above example, the ACT is ATRANS, its predicted cases are

OBJECT, RECIPIENT (includes receiver and donor) and INSTRUMENT. The

word ‘buy’ b y  d e f i n i t i o n  r e f e r s to the ACT ATRANS and therefore

i m p l i c i t l y  r e f e r e n c e s its cases. However, in  add i t ion ‘ b u y ’  h a s  a s  a

l i n g u i s t i c inference the object  ‘money’ as  the  ob jec t  o f the ATRANS

whose actor is the subject of  the sentence in which ‘buy’  appears.

We ass ign  to  the  concep tua l ana lyze r  the  p rob lem o f  hand l ing

expl ici t reference, impl ici t reference, and I inguistic in ference w i th in

a meaning representation because these are consequences of words. Using

Conceptual Dependency notation (where <=> denotes the relat ion between

ac to r  and  ac t ion : C--O denotes the relat ion between act ion and object ;

<H denotes causality dependence: and

R I-+
+-we I

I C-

denotes  the  re la t ion  be tween ac t ion ,  ob jec t ,  rec ip ien t  and  donor ) ,  the

concep tua l  ana lyzer  (descr ibed  in  [43) outputs the fo l lowing for 15):



P 0
JOHN <=====t=> *:ATRANS*  t--- flONEY

/ \ III t
I I I  I I I I R I-- + *ONE*
I I I  I I I I-1
Il l  I I I I t-- JOHN
III \ /

P 0
*ONE*  <=======>  *ATRAN% t--- BOOK

?
1 R I--+ JOHN
I-I

I t-- *ONE*

Two more common examples of linguistic inference can be seen with

re fe rence  to  sen tences  (6) and (7):

(6) Does John drink?
(7) J o h n  h i t  flary.

In (61 m o s t  h e a r e r s  a s s u m e t h a t  t h e  r e f e r e n c e d  o b j e c t  i s  ‘ a l c o h o l i c

beverages’ al  though i t  is unstated. I t i s  a  p roper ty  o f  the  word  ‘d r ink ’

tha t  when i t  appears  w i thout  a  senten t ia l  objei=t ‘a l coho l i c  beverage ’  i s

understood . (In f a c t ,  t h i s  a  p r o p e r t y  o f  q u i t e  a  f e w  l a n g u a g e s ,  b u t

f r o m  t h i s  i t  s h o u l d  n o t  b e  t h o u g h t t h a t  t h i s  i s  a  p r o p e r t y  o f  t h e

concept  under ly ing  ‘d r ink ’ . R a t h e r  i t  i s  a n  a r t i f a c t  o f  t h e  l a n g u a g e s

that most of  them share common cul tural  associat ions.)  Thus, g iven that

t h i s i s  a  l i n g u i s t i c  i n f e r e n c e ,  a n d  t h a t  o u r  c o n c e p t u a l  a n a l y z e r  i s

respons ib le  fo r  mak ing  l i ngu is t i c  in fe rences ,  our  ana lyzer  pu ts ou t  the

fo l low ing  concep tua l  s t ruc tu re  fo r  i t :



? 0
JOHN <===>  *INGEST*  +---  LIQUOR

. t
1 D I--+ vINSIOEx  +-- JOHN
I-I

I t-- &lOUTH*  t-- J O H N

The ACT INGEST is used here. We shal l  explain the not ion of a pr imit ive

ACT in the next sect ion.

L In (71, we again have the problem that what hearers usually assume

to. be the meaning of this sentence i s  i n  f a c t  q u i t e  b e y o n d  w h a t  t h e

s e n t e n c e  e x p l i c i t l y s a y s .  S e n t e n c e  (7) -does not  exp l ic i t l y  s ta te  what

John did. Rather we must call upon some other information to d e c i d e  i f

John threw something at  flary  or if he swung his hand at her (and whether

L. h is  hand  was  ho ld ing  some ob jec t ) . No t i ce  tha t  the  same ambigu i ty

e x i s t s  i f  w e had  sen tence  (81, but that one meaning is preferred over

t h e  o t h e r  i n  (3):

.
(8) John hit  Mary with a st ick.
(9) John hit  Mary with a  s l ingshot .

We sha l  I c laim that for (7) when no o ther  in fo rmat ion  is  exp l i c i t ,  the

most  l i ke ly  read ing  i s  iden t ica l  w i th  the  read ing  fo r  (10):

(18) John hit Mary with his hand.

T h u s ,  (71 i s  another  example  o f  l i ngu is t i c  in fe rence and i t  i s  the

responsibi  I i  ty of the conceptual analyzer to assume ‘hand’ as the thing

8



t h a t  h i t  M a r y o n  t h e  b a s i s  o f  h a v i n g seen ‘h i t ’ occurr ing wi th  no

s y n t a c t i c instrument. (Note t h a t  s y n t a c t i c  i n s t r u m e n t i s  q u i t e

d i f f e r e n t  f r o m  t h e  c o n c e p t u a l INSTRUMENTAL case mentioned earlier).

B e f o r e  w e  g e t  i n t o  i n f e r e n c e s  t h a t  a r e  n o t  l i n g u i s t i c  i t  w i l l  b e

necessary to explain further the elements of  the meaning representat ion

that we use as the input to our inference making procedures.

We w o u l d  l i k e  t o  p o i n t o u t  a t  t h i s  p o i n t  t h a t  w e  a s s i g n  t h e

problem o f  e x t r a c t i n g  c o n c e p t u a l s t ruc tu res  and  mak ing l i n g u i s t i c

inferences to the domain of the conceptual analyzer. This is because the

in fo rmat ion t h a t  i s  u s e d  f o r  m a k i n g  t h e  d e c i s i o n s  i n v o l v e d  i n  t h o s e

processes  is  con ta ined in  the  par t i cu la r  language under  ana lys is .  F rom

this point on in this paper we shal l  be discussing inferences that come

from world knowledge rather than from a part icular language. I t  is  those

in te r l i ngua l  p rocesses that  ue  ass ign  to the domain of a memory and

inference program such as we shall describe in section VI.

III. THE FOURTEEN PRIMITIVE ACTIONS

Conceptual Depedency  t h e o r y  i s i n t e n d e d  t o  b e  a n  i n t e r l i n g u a l

meaning representat ion. Because i t is intended to be language f r e e ,  i t

i s necessary in our representations to break down sentences i n t o  t h e

e l e m e n t s  t h a t  m a k e  t h e m  u p .  I n  o r d e r  t o  d o  t h i s i t  i s  n e c e s s a r y  t o

e s t a b l i s h  a  s y n t a x  o f  p o s s i b l e  c o n c e p t u a l  r e l a t i o n s h i p s  a n d  a  s e t  o f

conceptual ca tegor ies  tha t these relate. Fur thermore  i t  i s  necessary

3
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that requirements be establ ished for hou a given word is mapped into a

conceptual construct ion.

There are six conceptual categories in Conceptual Dependency:

PP Real  wor ld objects
ACT Real  uorld  act ions
PA At t r ibu tes  o f  ob jec ts
AA At t r ibu tes  o f  ac t ions
T Times
LOC Locat  ions

These categories can re la te  in  cer ta in  spec i f ied  ways  wh ich  are

cons idered  to  be  the  syn tac t i c  ru les  o f  conceptua l i za t ions . There are

s i x t e e n  o f  t h e s e  c o n c e p t u a l  s y n t a x  r u l e s ,  b u t  w e  s h a l l  l i s t  h e r e  o n l y

the ones that wi l l  be used in this paper:

10



PP <=> ACT

PP <I> PA

0
ACT c---  pp

R I--) PP
ACT c--l

I+ PP

0 I-+ P P
ACT +--I

I +- PP

I A
ACT t--- 11

\/
X

/ \
I I I
III

Y

I-+ PAZ
PP <Zj

I+ PA1

PP1 +-- PP2

In Conceptual

indicates that an actor acted

indicates that an object is in a given state

indicates the object of an act ion

indicates the recipient and the donor of an
object within an act ion

ind ica tes  the  d i rec t ion  o f  an  ob jec t  w i th in
an action

indicates the instrumental  conceptual izat ion
f o r  a n  a c t i o n  -

indicates that conceptualization X caused
conceptualization Y. When written with a “c”,
this form denotes that X COULO cause Y.

indicates a state change of an object

indicates that PP2 is either PART OF or the
POSSESSOR OF PPl

Dependency, tenses are considered to be

modif  ications o f  t h e  m a i n

I ink between an object and

shal l  use here are:

l i n k  b e t w e e n  a c t o r  a n d  a c t i o n  (C-B),  o r  the

i ts  s t a t e  k4. The main l ink modif iers we

11



P past
f future
Inul I) p r e s e n t
ts=x begin a relat ion at  t ime x
tf=x end a relat ion at  t ime x
C condit ional
/ negation
? question

The most important category for our purposes here is the ACT. A

word maps into an ACT when i t  spec i f i ca l l y  re fe rs  to  a  g iven  poss ib le

a c t i o n  i n  t h e  w o r l d , Often verbs only reference unstated act ions and

m a k e  s p e c i f i c reference t o  s t a t e s  o r  r e l a t i o n s h i p s  b e t w e e n  t h e s e

unspec i f ied  ac t ions . As an example of the former we have sentence (11):

(11) John hurt Mary.

‘ h u r t ’  s t a t +  Sim’i’larly,

H e r e ,  t h e  r e a l  w o r Id  ac t ion  tha t  John d id  is  uns ta ted .  On ly  the

e f f e c t  o f  t h i s  a c t i o n is; known: namely that i t  caused Mary to enter a

in W) ‘the word ‘prevent’ i s  n o t  a  s p e c i f i c

rea I w o r l d  a c t i o n  b u t  r a t h e r  r e f e r s  t o  t h e  f a c t  t h a t  s o m e  u n s t a t e d

action caused that some other action (that may or may not be  spec i f ied

later on in the sentence) did not occur.

U2) John prevented  Mary  f rom g iv ing  a  book  to  B i  I  I.

The analyses of  these sentences (11 and 12) are as follows:

12



P
J O H N  <===> x00*

/ \
I I I
III
I I I
P I--+ *HEALTH* = (X-2)

MARY <SZZ=rZlE I
I +-- *HEALTH* = (X1

and

P
JOHN <===> *c!o*

/ \
I I I
I I I
C/ 0

MARY <l====P= > *ATRAN%  +----  BOOK
P t

I R I--+ B I L L
l - l

I +-- MARY

Since many verbs are decomposed into construct ions tha t  i n vo l ve

o n l y u n s t a t e d  a c t i o n s  ( d e n o t e d  b y  00) a n d / o r  a t t r i b u t e s  o f  o b j e c t s
, .

(PA’s)  and ‘s ince we require that any two sentences that have the same

meaning be represented in one and only one w a y ,  t h e  s e t  o f  p r i m i t i v e

ACTS  tha t  a re  used is  impor tan t .

W e  h a v e  f o u n d  t h a t  a  s e t  o f  o n l y  f o u r t e e n  p r i m i t i v e  a c t i o n s  i s

necessary to accoun t  fo r  the  ac t ion  par t  o f  a  la rge  c lass of natura I

I anguage sentences. This does not mean that these primitives are merely

category names for types of act ions. Rather, any given verb is mapped

i n t o  a conceptual construction that may use one or more of the primitive

ACTs i n  c e r t a i n speci f ied r e l a t ionships p l u s  o t h e r object and state

13



i n f o r m a t i o n .  T h a t  i s ,  i t  i s very important that no information be  los t

w i th  the  use o f  these pr imi t i ves . I t  i s  t h e  t a s k  o f  t h e  p r i m i t i v e s  t o

conjoin s imi lar  informat ion so that  inference rules need not be wr i t ten

f o r  e v e r y ind iv idua l  sur face verb, but rather inference rules can be

wr  i  t ten  fo r the ACTS . T h i s  o f  c o u r s e t u r n s  o u t  t o  b e  e x t r e m e l y

economical from the point of view of memory functioning.

The fourteen ACTS  are:

ATRANS The transfer of an abstract relationship such as
possession, ownership, or control .

PTRANS The

PROPEL The

MOVE The

GRASP The

INGEST The

EXPEL The
the

MTRANS  T h e

transfer of  physical  locat ion of  an object .

appl icat ion of  a physical  force to an object .

movement of a bodypart  of an animal.

grasping of an object by an actor.

taking in of an object by an animal.

expulsion from the body of an animal into
wor Id.

transfer of mental information between
animals or within an animal. tie part i t ion memory
into CP (conscious processor), LTM ( long-term
memory) , and sense organs, MTRANSing  takes place
betueen these mental locations.

CONC The conceptual iz ing or thinking about an idea by
an animal.

MBUILO The construction by an animal of new information
f rom o ld  i n fo rmat ion .  -

SMELL The action of directing ones nose towrds an odor.

SPEAK The action of producing sounds from the mouth.

LOOK-AT The directing of ones eyes towards an object.

LISTEN-TO The directing of ones ears towards an object.



The fo l  lowing impor tan t  ru les are used wi th in  Conceptua l

Dependency:

(1) There are four conceptual cases: OBJECTIVE, RECIPIENT, DIREC.TIVE,
INSTRUMENTAL.

(2) Each  ACT takes  f rom two  to  th ree  o f  these  cases  ob l iga to ra l l y  and
none op t iona l l y .

(3) INSTRUMENTAL case is i tsel f  a complete conceptual izat ion involving
an ACT and i ts cases.

(4) Only animate objects may serve as actors except for PROPEL,

We are now ready to return to the problem of inference.

IV, LANGUAGE-FREE INFERENCES

The next c lass of inference we shal l  d iscuss are those that come

f rom ob jec t s and  re la te  to  the  norma l  func t ion  o f  those  ob jec ts .  A s

‘examples we have ‘sentences (13) and (14) : 4

(13) John told flary  that he wants a book.
(141 John I ikes chocolate.

These sentences have  in  common tha t  they  re fe r  to  an  ac t ion  w i thou t

s p e c i f i c a l l y  s t a t i n g  i t . In these examples, this missing act concerns

the probable use of some object. I n  (13) that A C T  i s  p r o b a b l y  fITRAt&

(i.e. people usually want books because they want to MTRANS information

from them) and in (14)  that ACT is probably INGEST (i.e. people normal Iy

15



‘ l i ke ’  choco la te  because they  l i ke  to  INGEST i t ) .  Wh i le  i t  i s  cer ta in ly

possible that these were not the intended ACTS (John  cou ld  l i ke  bu rn ing

books  and  pa in t ing  w i th  choco la te ) i t  i s  h i g h l y  l i k e l y  t h a t  w i t h o u t

c o n t r a r y information most speakers wi I I assume tha t  thses  ACTS u e r e

referenced. In  fac t ,  psycho log ica l tests have shown that in many cases

m o s t  h e a r e r s  w i l l  n o t actually remember whether  the ACTS w e r e

s p e c i f i c a l l y  m e n t i o n e d  o r  n o t .  N o t i c e i n  t h e  f i r s t  e x a m p l e  t h a t  t h e

miss ing  MTRANS (o f  in fo rmat ion  f rom the  book)  i s  an  in fe rence  wh ich

occurs AFTER the  mean ing  represen ta t ion  o f  the  sen tence  has  been

e s t a b l i s h e d ( i . e .  t h i s  s e n t e n c e  i s  a n a l y z e d  a s  ‘ i f  s o m e o n e  w e r e  t o

ATRANS  a book to me i t would cause me pleasure’ 1. On the other hand, the

miss ing  INGEST in  the  second example  i s  in fe r red  dur ing  the  ana lys is

because the REPRESENTATION itself depends upon the analyzer knowing what

it  means to ‘ l i ke ’  a  food .  There fo re ,  the  de te rmina t ion  o f  an  ob jec t ’ s

i-

probable r e l a t i o n  t o

ana lyzer or just the memory, but rather a task of conceptual analysis in

an actor is never s t r i c t l y  a  p a r t  o f  j u s t  t h e

-_ g e n e r a l . .

t. It iS important to mention tha t , regardless

-

c‘-

t

o f the  u l t ima te

cor rec tness  o f the chosen ACT, Conceptual Dependency predicts that an

ACT is missing because verbs I ike ‘want’ and ‘ I  ike’  are represented as

s t a t e s . In the parsing of each of  these  sentences  i t  i s  found tha t  an

actor and an object are present with no ACT to link them. This causes a

search to be made for  the correct  ACT to f i l l  that  spot ,

We thus have our second and’?hird  inference-types:

L

2. An instance of ACT-INFERENCE is present when an actor

16



and an object occur in a conceptualization uithout an ACT to
connect  them, and  the  ob jec t i n  q u e s t i o n
f u n c t i o n  i n  t h e  uorld,

has a normal
In  th is  case  the  norma l  func t ion  i s

assumed to be the implicitly referenced ACT.
and

3. A TRANS-ENABLE-INFERFNCE occurs with a conceptual izations
involving one o f  t h e  T R A N S  ACTS, I t  i s  i n f e r r e d  t h a t  t h e
TRANS conceptualization
invo l v i ng

enables another conceptual izat ion
t h e  s a m e  a c t o r  a n d  o b j e c t  t o  t a k e  p l a c e .  T h e

spec i f i c  ac t  fo r  th is  in fe r red  conceptua l i za t ion then comes
about  v ia  ACT- INFERENCE.  In fe rences  o f  th is
f r e q u e n t l y  u s e f u l

type are
f o r i n f e r r i n g  t h e  i n t e n d e d  u s e  o f  a

physical  or  mental  object .

The f in ished analyses for (13) and (14)  a f te r  ACT- INFERENCE and

L TRANS-ENABLE-INFERENCE take place are then:

L-

I

P D I --+ uCP*  t-- MARY
JOHN <===>  *fiTRANS*  c---j

t I t-- *CP* t-- JOHN
IO

L I
I

I f 0

L *ONE* <-=
I

=> *ATRANS*  +--- BOOK I
/ \ t I

L
III 1 R I--+ JOHN I
III I-1
Ilk

I .
I t-- aONE* 1

I I I I
I I I I

L
1 1 1 <~=I~=CEIES=EB~~H~LEIEE~~)  *:MLOC* = *LTMm <-- J O H N

III
II

L

III I ---3 *JOY* = (X+2)
JOHN <ZZPIE=I ( i .e .  the  conceptua l i za t ion

I t - -  *JOY*  = (X1 to the left has mental
location John’s LTMl

17



(wh ich  eventua l l y  leads  to  a  simi lar graph, except that

f 0
JOHN <-==> dlTRANS*  +---

T
*CONCEPTS*

I 0 I --+ uCP*  t-- JOHN
I-J

I +-- BOOK

rep laces  the  *ATRAN%,  i .e.  John wants to read the book),
and

f
JOHN <==a> *INGEST* +--- CHOCOLATE

/ \ t
I I I 1 D I--+ *INSIDE* +-- J O H N
Ilk I-I
I I I I c-- dlOUTHlr(  t-- JOHN
I I I
I I I
I I I <EIZS~PHHZ~EEP>  it$lLOCu = *LTM*  t - -  J O H N

I I I
I I I
I I I
111 I---) *JOYa - (X+2)

JOHN <I~ESOPJ
I t - -  *JOY* - 1x1

. ’ .

The nex t  k ind  o f  in fe rence  tha t  we sha I I discuss has to do with

the results of a given ACT. Consider sentences (151, (161, a n d  (17):

(15) John went to South Dakota, -
(16) John told Mary that Bi l l  was a doctor.
(17) John gave Mary a book.

Each of these sentences refers to an ACT that has a common result. Here

aga in , when no in fo rmat ion  is  g iven tha t  cont rad ic ts  th is  p red ic t ion ,  i t

i s- reasonable to assume t h a t  t h e  n o r m a l  r e s u l t  o f  t h e  a c t i o n  w a s

18



ach i eved. (Here, a s  i n  most  o f  t h e  examples g i v e n  i n  t h i s  paper-, it is

wzessary  in Engl i sh t o  u s e t h e  cm.&nctim  ‘Wt‘ t o  indicate! t h a t  the

i n f e r r e d  r e s u l t  d i d  n o t  t a k e  place. T h u s ,  unless  w e  ddd ‘ b u t  ha drdn’t

get there’ to (151, the hearer wi I I assume he did.)

We thus have our fourth example of inference:

4. RESULT-INFERENCE  can be made whenever a TRANS ACT
present  and  no  in fo rmat ion  ex is ts  tha t  wou ld  con t rad ic t  TV
i n f e r r e d  r e s u l t .

i s
he

Thus, whenever PTRANS is present,  we can infer that the locat ion

o f  the  ob jec t  i s  now the directive case of PTRANS. Whenever ATRANS is

present we can infer that there is a new possessor of the object, namely

t h e  r e c i p i e n t , and lastly, whenever an MTRANS occurs we can assume that

the  in fo rmat ion  tha t  was  t rans fe r red  to  the  consc ious  p rocessor  (CPI  of

the  b ra in  became p resen t  the re .  Thus  fo r  (161, flary  can  be  assumed to

\ ‘know’ the informat ion that was told to her s ince ‘know’ i s represented

as ‘ e x i s t  i n  t h e  l o n g term memory (LTtlI ’ and ‘ tel I ’ invo lves MTRANSing

t o  t h e  c o n s c i o u s  p r o c e s s o r  w h i c h  lead:  to LTR, , A program ‘that deals’

with this problem wi l l  be discussed later on in this paper.

T h e  f i f t h  k i n d  o f  i n f e r e n c e  t h a t  w e  s h a l l  d i s c u s 6  i s  c a l l e d

OBJECT-AFFECT-INFFRENCE. This kind of inference also concerns the .

result of an ACT but here we mean result to refer to some new physical

s t a t e  o f  t h e  o b j e c t involved. S e n t e n c e s  (18) a n d  (19)  i I lustrate  th i s

prob I em:

(18) John hit Mary with a rock.
(19) John ate the egg.

19



Both  (18)  and (19) make an impl ic i t  statement about a new physical  state

o f  t h e  i t e m  t h a t  i s  i n  t h e  o b j e c t i v e  c a s e .  I n  (18) w e  c a n  g u e s s  t h a t

Nary’s state of physical health might have been diminished by this ACT

( i .e .  she was hurt),  In (19) ue k n o w  t h a t  t h e  e g g ,  n o  m a t t e r  w h a t  s t a t e

i t  was in before this ACT, is now i n  a  s t a t e  o f  n o t  e x i s t i n g  a t  a l l

anymore. Thus we have inference-type 5:

5. An instance of OBJECT-AFFECT-INFERENCE may be present
with any of the physical ACTS (INGEST, EXPEL, PROPEL, GRASP,
MOVE). The certainty of any of these inferences is dependent
o n  t h e  p a r t i c u l a r  A C T ,  i . e . , INGEST almost always affects
t h e  o b j e c t , PROPEL usual ly does, a n d  t h e  e f f e c t s  o f  t h e
others are less frequent but possible. When OBJECT-AFFECT-
INFERENCE i s present, a  new resu l tan t  phys ica l s t a t e  i s
understood as having been caused by the given ACT.

The  ana lyses  fo r (18) a n d  (19) a r e  g i v e n  b e l o w .  N o t e  t h a t  i f

‘ r o c k ’ is replaced by ‘ fea ther ’  in  (18) t h e  i n f e r e n c e  u n d e r  d i s c u s s i o n

i s  i n v a l i d .  T h u s ,  i n  o r d e r to  accomp l i sh  this inference correct ly on a

mach ine ,  the  spec i f i ca t ions  fo r  under  what  cond i t ion6  i t  i s  va l id  fo r  a

given ACT must be given.. Obviou6ly these specif icat ions involve ma66 and

accelerat ion as wel l  as fragi l i ty in the case of PROPEL.

P 0
JOHN <-==> *PROPEL*  t--- ROCK

/ \ T
III 1 II I--+ MARY
III l-l
III I t-- JOHN
III

ROCK

N:RY
<SEE> aPHYSCONT*

20



I-

and

0
JOHN c-F=> *INGEST* +--- EGG

9
1 0 I--+ *INSIDE* +--- JOHN
L-I

I +-- *MOUTH*  +-- JOHN

T h e  next  kind of  inference we shal l  d iscus6 concerns the rea6ons

for  a  g iven  ac t ion . Until now, we have only considered the effects of an

act ion or the unstated pieces of a given conceptualiztion, However, i n

order  to  conduc t  an  in te l l i gen t  conversa t ion i t  i s  o f t e n  n e c e s s a r y  t o

infer the reason behind a given event. Consider sentences (281,  (211,  and

(22):

(28) John hi t Mary.
(21) John took an aspir in.
(22) John f I at tered Mary.

F

L
W e  .would  l i k e  a  c o m p u t e r t o  h a v e  t h e  a b i l i t y  t o  r e s p o n d  t o  t h e s e

.

sentences as fol lows:

I
c (20aI What did flary  do to make John angry?

(2laI What was wrong with John? ’
(22aI What does John want Mary to do for him?

In order to accompl ish this,  we need to use some of the inference-type6

d iscussed above  f i rst . Thus ,  in  I28), we must  f i r s t  es tab l i sh  tha t  Nary

might be hur t  be fo re  we can  invoke  an  appropr ia te  be l ie f  pa t te rn .  By

belief pattern we mean a sequence o f  causa l l y - re la ted  ACTS  a n d  s t a t e s
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t h a t  a r e shared by many speakers wi th in  a cu l tu re , Such a sequence

usua l  Iy deals with what is appropriate or expected behavior and is often

a  p rescr ip t ion  fo r  ac t ion  on  the  par t  o f  the  hearer .

The bel ief pat tern cal led bY (20) i s commonly described as

VENGEANCE. I t  states that people do things to hurt  people because they

fee l  tha t  have  been hur t  by  tha t  person .  Th is  be l ie f  pa t te rn  supp l ies  a

reason fo r  the  ac t ion  by  the  ac to r . Thus we come to the sixth kind of

in fe rence :

6. An instance of RELIEF-PATTERN-INFERENCE exists if the
g i v e n  e v e n t  p l u s  i t s  i n f e r r e d  r e s u l t s  f i t s  a  b e l i e f  p a t t e r n
that has i n  i t  t h e  r e a s o n f o r  t h a t  k i n d  o f  a c t i o n  u n d e r
ordinary c ircumstances.

In example (21)  we have an instance of the WANT bel ief  pattern

wh ich  re fe rs to  the  fac t that people seek to obtain objects for  what

they can use them fo r  ( th is  i s in t imate ly  re la ted  to inference-type 2

d iscussed above) . S e n t e n c e  (22) r e f e r s  t o  t h e  R E C I P R O C I T Y  b e l i e f

pattern (which deals with ‘good’ things, VENGEANCE taking care of the

‘bad’ ones). RECIPROCITY comes in two types. The one being used here is

a n t i c i p a t o r y . That  i s ,  the  ac t ion is being done with the hope t h a t  t h e

n ice  resu l ts  ach ieved for one person wi I I encourage that person to do

someth ing  wh ich  w i l l  y ie ld  n ice  resu l ts  fo r  the  o r ig ina l  ac to r .

W e  w i l l  f u r t h e r  d i s c u s s (201 later on in this paper when we

out I ine the procedure

response to i  t .

The next k ind

by which our

of inference

computer program produces

we shal I discuss i s

(20aI i n

cal led
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INSTRUMENTAL-INFERENCE. It is the nature of the p r i m i t i v e  ACTS

d i s c u s s e d  e a r  I  i e r  t h a t  t h e y  c a n take only a small set of ACTS as

instrument. Thus, for example, whenever INGEST occurs PTRANS must be

its instrumental ACT because by def ini t ion PTRANS is the only possible

instrument for INGEST. The reason for this is that in order for someone

to  ea t  someth ing  i t  i s  necessary  to  move i t  to  h im or  h im to  i t , Thus,

whenever INGEST is present we can make the legitimite inference that the

ob jec t  o f  INGEST was  PTRANSed  to the mouth (nose, etc.) of the actor, If

t h i s  i n f e r e n c e  i s  i n c o r r e c t , i t  i s  on ly  because the  d i rec t ion  o f  mot ion

was m o u t h  t o  o b j e c t instead. Also, whenever PTRANS appears, the

instrument must have been ei ther ROVE or PROPEL. That is,  in order to

change the locat ion of something it is necessary to move a bodypar  t o r

e l s e  a p p l y  a f o r c e  t o  t h a t  o b j e c t (wh ich  in  tu rn  requ i res  mov ing  a

bodypart). Thus ue have the seventh inference type:

7. /NSTRUMENTAL-INFERENCE  can always be made, al though the
degree of  accuracy di f fers depending on the part icular  ACT,
Whenever an ACT has been .r.eferenced,  its prqbable instrument.
c a n  b e  i n f e r r e d .

L-

I-
F
L

i

T h e  list o f  i n s t r u m e n t a l  ACTS fo r  the  pr im i t i ve  ACTS  f o l l o w s :

INGEST: instrument is PTRANS

PROPEL: instrument is MOVE or GRASP (ending) or PROPEL

PTRANS: instrument is ROVE or PROPEL

ATRANS: instrument is PTRANS or MTRANS or MOVE

CONC: i ns trumen  t i s MTRANS

MTRANS: instrument is MBUILD or SPEAK or SMELL or
LISTEN-TO or LOOK-AT or MOVE or nothing
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MBUILD: instrument is MTRANS

EXPEL : instrument is MOVE or PROPEL

GRASP: instrument is ROVE

SPEAK: instrument is MOVE

LOOK-AT:
LISTEN-TO: these three have no instruments
SMELL:

U s i n g  t h i s  t a b l e  i t i s  p o s s i b l e , for examp

fol lowing inferences f rom these sentences:

le, t o  make  the

(23) John is aware that Fred hit Nary.
(24) John received the bal I.

Since (231  refers to CONC and CONC requires NTRANS as instrument we can

i n f e r  ( f r o m  t h e  p o s s i b l e i n s t r u m e n t s  o f  NTRANSI  w h e r e  J o h n  g o t  h i s

in fo rmat ion . H e  c o u l d  h a v e  NBUILDed  i t  (no t  l i ke ly  here  because  Fred

h i t  N a r y is  an  ex terna l  event ) :  he  cou ld  have perce ived i t f rom his

s e n s e s  b y  LOdK-AT'  it himself: or by L I S T E N - T O  s o m e o n e  e l s e  w h i c h.

NTRANSed  i t  t o  h i m . Since (24) refers to PTRANS, we have two possible

instruments MOVE or PROPEL. From this we can i n f e r  t h a t  t h e  b a l l  w a s

handed to him ( m o v e  s o m e o n e  e l s e ’ s  bodypart)  or else it was rolled or

thrown (or underwent some other manner of applying a force to a ball).

The next type of inference is PROPERTY-INFERENCF:

8. Whenever an object is introduced in a sentence certain
subproposi t i ons are being made. The most common instance of
t h i s i s  t h e  p r e d i c a t i o n  t h a t the object being referenced
e x i s t s . T h e  i n f e r e n c e  o f these subpropost ions we cal l
PROPERTY-INFERENCE.
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In some instances, PROPERTY-INFERENCE is dependent on other

\ in fe rence types . T h u s ,  i n  t h e  s e n t e n c e  ‘ J o h n  h i t  M a r y ’ ,  n o t  o n l y  i s  i t

c-
necessary to make the PROPERTY-INFERENCE that both John and Nary exist,

but i t  is also necessary to real ize that John must have arms in order to

d o  t h i s . This inference is thus dependent on the LINGUISTIC-INFERENCE

.- t h a t ,  u n l e s s  o t h e r w i s e  s p e c i f i e d ,  ‘ h i t ’  r e f e r s  t o  ‘ h a n d s ’  a s  t h e  o b j e c t

o f  t h e  PROPELing.

L_.
\

PROPERTY-INFERENCE is necessary in a computer understanding system

in  o rder  to  enab le  us  to  respond e i ther  w i th  suprise or a quest ion as to

manner i f we  know tha t  John  does  no t  have  a rms. Fur thermore, in

‘r -
answer i ng quest ions, i t often happens tha t the c h e c k i n g  o f

subpropositions associated with PROPERTY-INFERENCE will allow us to find

answer with less work. Thus for sentence (25) :

(25) Did Nixon run for President in 1863?

Two separate subpropostions that can be proved f.alse al low +he  quest ion

i
to  be  answered most  e f f i c ien t ly .  Es tab l ish ing  tha t  ‘N ixon was a l i ve  in

L 1 8 6 3 ’  i s  f a l s e  o r ‘ there was a president ial  elect ion in 1863’ i s  f a l s e

i s probably the best way of answering the question.

W e  h a v e  n o t  d i s c u s s e d  t o  t h i s  p o i n t  t h e  s t a n d a r d  n o t i o n s  o f

log ica l  i n fe rence  fo r  two  reasons : (a) the problems invo lv ing log ica l

in fe rence  a re a l ready  fa i r l y  we l l u n d e r s t o o d ,  a n d  (bI we do not view

logical  inference as playing a CENTRAL role in the problem of  computer

understanding o f  n a t u r a l I anguage. H o w e v e r  t h e r e  e x i s t s  a  r e l a t e d

problem that bears discussion.

r, 25-_
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Consider the problem of two sentences that occur in sequence.

Of ten such sentences have add i t iona l  in fe rences  toge ther  wh ich  they

would not have separately. For example, consider:

(26aI A I I redheads are obnoxious.
(26bI Queen Elizabeth I had red hair.

(27aI John wants to join the army.
(27bI J o h n  i s  a  p a c i f i s t .

I n  (261, 126bI  has its obvious surface meaning, but also can mean either

one o f  two add i t iona l  th ings . Either we have the inference that Queen

El  i tabe th  I was obnoxious according to the speaker, o r  i f (26bI were

spoken by a di f ferent speake r  f rom (26aI, there exists the possibi I i ty

t h a t  (26bI i s  i n t e n d e d  a s  a  r e f u t a t i o n  o f  (26aI.

For  (271, a sophist icated language analyzer must discover that (b)

i s  e s s e n t i a l l y  a  c o n t r a d i c t i o n  o f (a) and hence the inference that the

s p e a k e r  o f  (b) be I ieves tha t  the  speaker  o f  (a) is in error is probably

c o r r e c t . We thus introduce inference-type 9: a

3. An instance of SEQUENTIAL-INFERENCE i s  p o t e n t i a l  ly
present when one sentence follows another and they share a
sub jec t  o r  a  p ropos i t ion . When subpropositions or inferences
o f  s u b p r o p o s i t i o n s can be detected as common to both
conceptua l i za t ions , and satisfy certain set i nc lus ion  o r
contradiction rules, SEQUENTIAL-INFERENCE may apply.

The next k ind of inference is qui te straightforward:

10. An instance of CAUSALITY-INFERENCE is present i f  two
sentences are connected by a n ‘and’ or by their appearing in
sequence. Then if one could have caused the other, it can be
inferred that that is what happened.
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Cons i der sentences (28) and (29a and b) :

(281 John hit Nary and she died.

(29aI John hi t  Nary.
(29bl John died.

In these sentences i t  is usual ly correct to assume causal i ty. F o r  (281

w e  i n f e r  t h a t  t h e  h i t t i n g  c a u s e d  Mary’s d e a t h .  F o r  (2% w e  i n f e r  t h a t

c’
(a) caused (b), I t  i s  o u r  k n o w l e d g e  o f  t h e  w o r l d  h o w e v e r  t h a t  w o u l d

cause us to wonder about the connect ion in !29I but not in (28).  A  good
c

program would discover this to be a di f ferent k ind of causal i ty f rom the

s t r a i g h t  r e s u l t  p r e s e n t i n  (281. K i n d s  o f  c a u s a l i t y  a r e  d i s c u s s e d  i n

[73 .

Another important inference type BACKWARD-INFERENCE. This type of

f
t

in fe rence can be made whenever an  ac t ion  has  occur red  tha t  requ i red

-another act ion to precede. The possible act ions that can be inferred for

.
a given ACT as BACKWARD INFERENCE are often quite similar to those which

. ‘. . .
can be inferred as instruments f o r  a  g i v e n  A C T .  We u s e  t h i s  k i n d  o f

r
L

inference whenever an object is acted upon. Thus if we have:

(301 John ate a banana.

we can in fe r  tha t  the  banana must h a v e  b e e n  PTFikNSed  to  h im a t  some

t ime.  L ikewise , whenever a mental item is operated upon its’  previous

NTRANSing  can al so be inferred. I f we have:

(31) John knows where Mary is.
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then we can infer that this information must have been MTRANSed  to J o h n

at some point  (e i ther f rom his eyes or f rom someone else MTRANSing  this

infromat ion to him). Thus we have inference type 11:

11. A l l  c o n c e p t u a l i z a t i o n s  a r e  p o t e n t i a l l y s u b j e c t  t o
BACKWARD-INFERENCE. Depending on the nature of the object,
one of the TRANS ACTS can be inferred as having enabled the
cur ren t  concep tua l i za t ion ’s  occurence.

The last k ind of inference we shal l  d iscuss concerns the intent ion

i o f  t h e  a c t o r . Consider the following sentences:

1 (32) John hi t Nary.
(331  John told Bill that he wants to go to New York,

We assume that a person does something because he wants to do it a n d

that he wants to do it because of the results that he expects to

r
t

achieve. Thus a  va l id  in fe rence here  is  tha t  i t  i s  the  in ten t ion  o f  the

-actor that the things inferred with OBJECT-AFFECT-INFERENCE or RESULT-

L

‘c

I N F E R E N C E  willoccur,  and that these things are desired by the actor.

T h u s  f r o m  (32) us ing  in fe rence- type 6  we ge t  tha t  ‘Nary  i s  hur t

i p l e a s e s  J o h n ’ ,  F r o m  (331, u s i n g  i n f e r e n c e - t y p e  5, w e  g e t  t h a t  ‘ b e i n g

I . l oca ted  in  New York  w i l l  p lease  John ’  and  ‘B i l l  knowing  th is  p leases

John ’ . Thus we have inference-type 12:

12. INTENTION-INFERENCE is assumed whenever an actor acts
unless information to the contrary exists.

V. OBSERVATIONS
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U s i n g  t h e

e f f e c t i v e  a n a l y s

might superf ic ia

in fe rence types  d iscussed

i s o f  a  sen tence  i s  o f ten

1 IY imag ine .  I f  ue  s ta r t  w i th  the  sentence ‘John h i t

above we can see that a n

q u i t e  a  b i t  m o r e  t h a n  o n e

Nary’  for example, our conceptual analyzer would perform the fol lowing

conceptua l  ana lys is :

(34)
P 0

J O H N  <===>  *PROPEL*  c---  *PHYSOBJ*
/ \ t
I I I 1 D I--+ MARY
III I-I
I I I I +-- JOHN
III

*PHYSOBJs

N:RY
<ZIB> *PHYSCONT*  -

Dur ing  and  a f te r  the  language ana lys is  the  consu l ta t ion  o f  the  above

inference processes would y ield the fol lowing resul ts:

LINGUISTIC : add ‘hand’ as object of PROPEL

.

OBJECT AFFECT: add  causa l  ‘ rec ip ien t  (Nary)  be hurt ’

i
BELIEF PATTERN: add potent ial  cause of the ent i re event as

Nary DO cause John be hurt cause John
L_ be angry

INSTRUMENTAL: add instrument of MOVE ‘hand’

PROPERTY: add predication that John and Nary exist
and that John has hands and that they
were in the same place at the same time

.

INTENTION: add that John knew that it would cause him
pleasure if Mary was hurt and that is
why he did it

i.

29



-

_-- The  g raph  a f te r  ana lyzer - in i t i a ted  in fe rences  have  f i l l ed  ou t  the

meaning representat ion, trut b e f o r e  MfMf?Y  g a i n s  d i r e c t  nroceaising

c o n t r o l  i s :

(351
P 0 par t

JOHN <===> tiOVEx c---  HAND +-----  JOHN
I
11

P + 0 par t
JOHN  <xx=> *PROPEL* c--v HAND +-----  JOHN

/ \ t
I I I 1 D I--+ MARY
III I-1
III I t-- JOHN

p a r t I I I
JOHN ------3  HAND

P&Y
<~ZBC>  *PHYSCONT*

i

VI. THE PROGRAM

ial I n t e l l i g e n c eT h e r e  c u r r e n t l y  e x i s t s  a t  t h e  S t a n f o r d  Artif i c

Labora to ry  a f u n c t i o n i n g  p r o g r a m  w h i c h  w o r k s  i n  conjunctioti w i th  the

a n a l y s i s  p r o g r a m  w r i t t e n by Riesbeck [41 and the  genera t ion  p rogram

written by Goldman [21, This program is capable of making some but  no t

al l  of  the inferences descr ibed here and of generat ing responses which

demonstrate the kind of  understanding to nhich we have been referring in

t h i s  p a p e r .

We will now descr ibe  the  theory  o f  the  opera t ion  o f  th is  p rogram

and trace in detail one of the examples we have discussed. PI ease bear

in  mind  tha t  i t  i s  the  in ten t  o f  bo th  the  p rogram and th is  paper to be
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a s  theoret ical ly c o r r e c t  a s  p o s s i b l e , Therefore on occasion we have

s a c r i f i c e d  e f f i c i e n c y  f o r  t h e o r y . I t  was not  the  in tent  o f  th is  program

to do a dazzl ing job on a few isolated examples. Rather we have tr ied

to produce a program that is easily extendable t h a t  wi 1 I f u r t h e r  t h e

cause of computer understanding.

After conceptual analysis of  ‘John hi t  Mary’  is complete, MEMORY

g a i n s  p r o c e s s i n g c o n t r o l  ltlEMORY h a s  a l r e a d y  p l a y e d  a  p a s s i v e  r o l e

dur ing  ana lys is ,  hav ing  been  ca l led  upon  fo r  knowledge  o f  ob jec ts  and

people, a n d  a s k e d  t o  s u p p l y  t h e  m i s s i n g  l i n g u i s t i c  a n d  o b j e c t - a f f e c t

i n f o r m a t i o n ) .

Before examining the f low o f  an  example ,  a  b r ie f  exp lana t ion  o f

M E M O R Y ’ s  d a t a  s t r u c t u r e s  a n d  g o a l s  i s  i n  o r d e r , A l l  p r o p o s i t i o n a l

i n f o r m a t i o n  i s s t o r e d  i n  l i s t  p o s i t i o n a l  n o t a t i o n ,  w i t h  t h e  p r e d i c a t e

f i r s t  a n d  t h e  c o n c e p t u a l  c a s e  s l o t s  f o l l o w i n g , The internal ly-stored

form of  a proposi t ion is cal led a bond, and is  s to red  as  a  s ing le  en t i t y

under a LISP generated atom (superatom). In  th is  way propos i t ions are

eas i I y embedded, a n d ,  e x c e p t  f o r  t h e i r  b o n d ,  l o o k  l i k e  Simple concet3fs.

S i m p l e  c o n c e p t s  h a v e  o n l y  a n  occurence set to def ine them (superatoms

have occurence  se ts  too) . T h e  o c c u r e n c e  s e t  i s  a  s e t  o f  p o i n t e r s  t o

superatoms which contain ins tances  o f  the  s imp le  concep t . MEMORY i s

therefore ful ly two-way l inked. The total i ty of  knowledge about a simple

concept are those proposi t ions pointed to by the occurence set.

I n  add i t i on to bonds and occurence sets,  superatoms have other

c h a r a c t e r i s t i c s . Most important among these are STRENGTH, MODE, TRUTH,

REASONS and OFFSPR I NG. STRENGTH is a measure of how much credibility a
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p r o p o s i t i o n has, an6 usua  I I y rep?-esent  3 a composi  te crad lb 1 I i ty ft*~hl

t h o s e  p r o p o s i t i o n s  frm uhich i t  a r o s e . llODE  m o d i f i e s  t h e  proposition

truth-wise (negations are stored as M O D E  - FALSE), TRUTH is a flag

w h i c h  i s  T R U E  i f  t h i s  p r o p o s i t i o n  i s  t r u e in  the  wor ld  a t  the  p resen t

t ime. (This one i s  f o r convenience, since this informat  ion could be

dete rmined  f rom the  t ime mod i f i ca t ions  o r  nes t ing  o f  the  p ropos i t ion , )

REASONS is the set of superatoms which participated in the generation of

th is  propos i t ion  in  the  sys tem tie. what  fac ts  were  used to  in fe r  th is

p r o p o s i t i o n ) , and OFFSPRING is its inverse (ie. what other proposit ions

c has th is  one played a p a r t  i n i n f e r r i n g ) . These last two are very

important because they give MEMORY recourse to retrace its paths a n d

L.
mod i fy STRENGTHS, or d i scuss its reasoning, There is one last feature

of both superatoms and  s imp le  concep ts :  RECENCY,  This is the va lue  o f

the system clock which is stored each time the superatom or concept is

I

L accessed. I t  is chief ly used for reference establ ishment.

P Inferencing  i s  d o n e  b r e a d t h - f i r s t  t o  a  h e u r i s t i c a l l y  c o n t r o l l a b l e

b depth. Infereices  have the same data structure as descr ibed above, ’

namely, each new inference becomes a superatom, c o m p l e t e  wi th  i ts

occurence s e t  a n d  t h e  o t h e r  p r o p e r t i e s mentioned, Inferences are

organized as lambda funct ions under predicates,  and are invoked direct ly

by conceptual  izations.  Pattern. matching is  done w i th in  these  lambda

f u n c t i o n s  i n t h e  f o r m  o f  p r o g r a m  t e s t s  a n d  b r a n c h e s . Times are

processed a long  w i th  each  p ropos i t ion , and the system emphasizes an

awareness  o f t ime relat ionships, since out-of-date proposit ions a r e

never discarded, but rather modif ied by new t ime relat ions. A fo rge t t ing
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func t ion  i s  v iewed as  per iphera l  to  the  types  o f  tasks  we are  cur ren t ly

p e r f o r m i n g .  B r i e f l y , these tasks are the following:

L

L-

(1) t o  e s t a b l i s h  r e f e r e n t s  o f  a l l  c o n c e p t s  a p p e a r i n g  i n  a  c o n c e p t u a l

graph. This requires full access to the inference mechanism, and i s

not compartmentalized as a uell-defined  preprocessor,

(21 t o  s e r v e  a s  a  p a s s i v e  d a t a  b a n k  a n d  a c c e s s  m e c h a n i s m  f o r  t h e

a n a l y s i s and generat ion phases. Th is  inc ludes  answer ing  s imp le ’

quer ies  dur ing  the  ana lys is  such as  “ i s  there  a  concept  wh ich  is  a

h u m a n  a n d  h a s  name’John”  as wel  I as  per fo rming  arb i t ra r i l y  invo lved

proo fs . Typical  of  proof requests are t ime relat ion proofs required

by the conceptual generator.

(3) to  s to re  the  ana lyzed con ten ts  o f  each  sen tence .  Th is  invo lves  (1)

a s  a  subtask,  a n d  i n  g e n e r a l  i n v o l v e s  t h e storage of  a number of

subpropos i t i ons. O ld  in fo rmat ion is  de tec ted  as  such, so  tha t

unless MEMORY has insufficient i n f o r m a t i o n  t o  i d e n t i f y  $n e v e n t  o r

s t a t e , i t ’s  ex is tence in  MEMORY is  d iscovered. T h i s  o f  c o u r s e

applies to the maintenance of simple concepts as well: MEMORY tr i es

I
L

i

L
to  iden t i f y  a l l  concepts  and tokens  o f  concepts  w i th  ex is t ing  ones ,

and notes which it w a s  unable to ident i fy,

b
(4) t o  p e r f o r m appropr iateness checking on al l  per ipheral  impl icat ions

o f  an  inpu t . This primarily involves such tasks as making sure t h a t

ac to rs  a re  a l i ve  and  we l l  and  in  the  r igh t  p laces  fo r  the i r  ac t ions ,

and that the actions are reasonable.

(5) t o  g e n e r a t e  u n s o l i c i t e d  i n f e r e n c e s  o f  t h e  t y p e s  d e s c r i b e d  e a r l i e r

and  e leva te  some o f  them to  the  s ta tus  prediction3  o f  th ree  bas ic
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classes in response to every neu input. [A p r e d i c t i o n  i s simply an

inference the system has chosen to focus on as being noteworthy at

some point . )  These three classes of  predict ions are (a) comp le ta to ry

p r e d i c t i o n s , (b) c a u s a l  p r e d i c t i o n s a n d  (c) r e s u l t  p r e d i c t i o n s .

Completatory predict ions augment conceptualizations by supplying a

m o s t  l i k e l y c a n d i d a t e  f o r some missing informat ion, Causa  I

p r e d i c t i o n s  t r y  t o  r e l a t e the  inpu t  to  be l ie f  pa t te rns  wh ich  cou ld

explain the reasons behind the input. R e s u l t  p r e d i c t i o n s  e s t a b l i s h

p o s s i b l e  o u t c o m e s  c a u s e d  b y  t h e  i n p u t ,  a n d  also a c c e s s  b e l i e f

L

i
*’
c-

L
.

c

e

pat terns.

(6) to  ma in ta in  a  record  o f  in fe renc ing  and pred ic t ion  ac t i v i t y ,  and  be

ab le  to  answer questions about and discuss reasons f o r  i n f e r r e d

in fo rmat ion . T h i s  c a p a b i l i t y i n c l u d e s  -the a b i l i t y t o  m o d i f y

S T R E N G T HS and MODES  when assumptions which lead to them change at

some future time.

(7) t o  a n s w e r  ‘ W h o ’ ,  ‘ w h e t h e r ’ ,  ‘ w h e n ’  a n d  ‘ w h y ’  t y p e  q u e s t i o n s

I .

’ . .

c o n c e r n i n g  t h e ’ c o n c e p t u a l i z a t i o n s  ’i t has been given, together  w i th
I

t h e i r  i n f e r e n c e s .

We now r e t u r n to the examp I e “John h i t Mary ” . The

concep tua l i za t ion  has form (361. T h i s  is t h e  p o s i t i o n a l  f o r m  o f  the

a n a l y z e d  v e r s i o n  (34) shoun  at t h e  e n d  o f  s e c t i o n  V, Not ice  tha t ,

al though the words “JCIHN”, “HAND”, etc. were used in that .diagram, what

the  ana lyzer actual ly passes to memory are desnriDtive setg : S8tS Of

concep  tua I proposi t ions which MEMORY can use to identify the actual

referents of  the concepts descr ibed. The notat ion
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Cn: ItPlI . . . (Pkll

i s u s e d  t o denote some concept having d e s c r i p t i v e  p r o p o s i t i o n s

Pl ,...,Pk, w h i c h  h a s  n o t  y e t been ident i f ied  as  a  concept  u i th  wh ich

MEMORY is fami I iar ( the referent  has not  been determined). For t h e

examp I es, #<word> wi I I stand for the unique concept wh i ch “<uord>”

references (and wi I I be unambiguous in these examples).

(36)
( (CAUSE ( (PROPEL Cl: I( ISA _ #PERSON) (NAME “JOHN” 1 I

C2: ((ISA _ #HAND)  (PART _ C’lIl
Cl
C3: {(ISA _ #PERSON)  (NAME _ “MARY”11

1)
((PHYSCONT  C2 C3II

1 (TIME _ C4: {(ISA _ #TIME) (BEFORE _ #NOW)}  I

MEMORY’s f irst task is to estab

t h e  s i m p l e  c o n c e p t s  (Cl,...,Ck) a s

procedure a n d  i t s problems in some

l i sh  the  re fe ren ts  o f  as  many  o f

possible. 131 d i s c u s s e s  t h i s

detai I, a n d  a  s h o r t  e x a m p l e  i s

i n c l u d e d  a s  A P P E N D I X  B. We wi l l  assume here that  all re fe ren ts  have
:

\ b e e n  c o r r e c t l y  i d e n t i f i e d .  A f t e r  t h i s  p h a s e ,  t h e  c o n c e p t u a l i z a t i o n  h a s

.
f o r m  (37).

(37)
( (CAUSE ( (PROPEL #JOHN K0001 #JOHN #MARY) 1

1 (PHYSCONT ##C0001  #MARY)  1 I
(TIME _ K0002)  1

where COOO1 i s the concept i

concept in MEMORY for the time

n MEMORY fo r  John ’s  hand,  C0002 is the

of the causal event.
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Next, MEMORY fragments the conceptualization into subpropositions,

each  o f  uhich wi I I be submitted to the inferencer. The average Engl ish

sentence contains many conceptual subproposit ions. A subproposit ion is

any u n i t  o f i n f o r m a t i o n  w h i c h  i s  c o n v e y e d  d i r e c t l y  ( w i t h o u t  non-

a n a l y z e r - i n i t i a t e d  i n f e r e n c e ) by  a  conceptua l i za t ion .  Subpropos i t ions

c a n  b e  c l a s s i f i e d in to  th ree  ca tegor ies : (1) expi i c i  t-focussed,  (2)

e x p l i c i t - p e r i p h e r a l a n d  (3) i m p l  icit. E x p l i c i t  s u b p r o p o s i t i o n s  a r e

always complete conceptual izat ions, whereas impl ici t  subproposit ions are

generally communicated through single, isolated dependencies,

To i I lustrate  these categories, consider the sentence:

t
‘L

i

I

i

“The engine of Beverly’s new car broke down while
s h e  uas driving on the freeway late last night.”

The expl ic

t h e “main

it- focussed proposit ion is:  “a car eng ine broke down”. Thi s i s

reason” fo r  the  concep tua l i za t ion ’s existence. It is not

n e c e s s a r i l y always the most interesting subproposition for MEMORY to

p u r s u e ,  h o w e v e r .

Some of the expl ici t-peripheral propositions are:

1. t h e  c a r  i s  neu
2, the car is ouned by Beverly
3. the t ime of the incident was late last  night
4. the location of the incident was on the freeway
5. Beverly was driving a car

These are addi t ional  facts the speaker thought essent ial  to the heare r ’ s

u n d e r s t a n d i n g  o f the  conceptua l i za t ion . They are “per i phera I ”
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(dependent) in the conceptual dependency sense, and for the purposes of

pars ing . However ,  they frequent ly convey the most interesting

i n fo rmat ion  in  the  conceptua l i za t ion .

Some o f  the  imp l i c i t  p ropos i t ions  a re :

1, cars have engines as parts
2. people own things
3. Beverly performed an act ion
4, ca rs  c a n  b e  sPTRANS*ed  (i.e. they a r e  moveable)
5. the car, engine and Beverly were

on the freeway (i .e, the actors and objects involved
in an event have the event’s locat ion)

L

Brief Iy, these are  very  low- leve l  p ropos i t ions  uhich a f f i r m  c o n c e p t u a l

t c a s e  r e s t r i c t i o n s , and which must strictly adhere to MEMORY’s knowledge

L
of normal i ty in the world.  These typical ly l ie on the borderl ine between

what was said and what the hearer nearly always infers without further

r

L

thought.

I n the examp I e “John h i t Mary”, the fragmentat ion process yields

L
,the following subpropositions from the input conceptual iza t ion:  ,

1, JOHN PROPELLED SOMETHING
2. A HAND WAS PROPELLED
3, JOHN MOVED SOMETHING
4, A HAND WAS ROVED
5, A HAND IS PART OF JOHN
6. SOMETHING WAS PROPELLED FROM JOHN TO MARY
7. A HAND AND MARY WERE IN PHYSICAL CONTACT
8. JOHN PROPELLEO HIS HAND
9. 8 CAUSED 7
10. I T WAS BEFORE “NOW” THAT l-9 OCCURRED

We-do  no t  pu rsue  a l l  o f  these i n  t h e  f o l l o w i n g  d e s c r i p t i o n ,  b u t
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bear in mind that MEMORY subjects each of  the above 10 s u b p r o p o s i t i o n s

( s o m e  o f  w h i c h  a r e  r e d u n d a n t  i n  t h e  i n f o r m a t i o n  t h e y  c o n v e y )  t o

in fe renc ing .

Having been “perceived” external ly,  the causal relat ion (9 a b o v e )

is stored a9 a superatom, assigned strength 1.0, given TRUTH T, MODE T

a n d  REASONS T ( there are no reasons, i  t  is just true). I n  a d d i t i o n ,  i t s

superatom is entered on the inference queue, wh ich  now has th is  s ing le

e n t r y . Inference9 organized under CAUSE are then called, Two nominal

inference9 with strength propagation fac to r  1 .0  are  tha t  the  two par ts

o f the causal re la t ion  a re themselves true: the PROPEL and PHYSCONT

propos i t ions  a re  thus  in fe r red  w i th  p ropagated  s t reng th  s t i l l  1.8, TRUTH

L
FI

T, MODE T and REASONS a list of one item: the superatom for the causal

propos i t i on. In addit ion T I R E  propos i t ions  a re  c rea ted  fo r  these  two (1v-

new superatoms using #C0082. These receive STRENGTH 1.0, TRUTH T, MODE 0

1 T, having as REASONS a l ist  of  one i tem which is the superatom for the

causa I time propos i t ion , These two new time propos i t ions are  no t ,
b

however, added to the inference I ist. The ‘PROPEL proposition, when

sub jec ted  to in fe renc ing  w i l l ,  among o ther  th ings ,  look  to  see i f  a n

instrumental is present,  and, seeing that  one isn ’ t ,  w i  I  I a d d  t h e  n:ost

I ikely one: (MOVE #JOHN KB001 #JOHN #MARY).  Thi s w i I I in turn be added

to the inference queue. When its inferences are generated, among them

w i l l  b e  t h e inference that #JOHN ha9 at least one movable hand. Were

MEMORY to  f ind  a  cont rad ic t ion  a t  th is  po in t ,  i t  wou ld  have access  to

t h e  MOVE completatory  i n f e r e n c e  w h i c h  p r o d u c e d  t h e  c o n t r a d i c t i o n ,  a n d

wou ld  a l te r i t 9  s t r e n g t h  o f  b e l i e f  a n d  n o t e  t h a t  a  c o n t r a d i c t i o n  h a d

occurred. Later, a response concerning this problem might be generated.
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Among the other inferences organized under CAUSE, one has an

i nvoca t i on pat tern which is m a t c h e d  b y t h i s (CAUSE

(PROPEL. . . 1 (PHYSCONT,..)) pat tern. T h i s  i s the inference t h a t

recognizes that someone’s PROPELI ing an object has caused the contact of

tha t  ob jec t  w i th  an  an ima l . The  in fe rence  i s  tha t  the  an ima l  i s  l i ke ly

to have been hurt :

(38

Not ce the reason for organizing this inference under CAUSE rather than

(NEGCHANGE #MARY #PSTATEI

PROPEL or PHYSCONT: PROPEL alone says nothing about actual contact, only

that an actor has propel led an object  in a direct ion.  PHYSCONT alone is

not enough, because it also appears in sentences like “John

the wa I I. ” where there are no such violent dynamics. This

knows that the outcome of a propelling which causes phys ical con tac t  can

is  touch ing

pa t te rn  a lso

l e a d  t o  d i f f e r e n t  k i n d s  o f in fe rences  based  on  the  fea tu res  o f  the

p r o p e l  l e d  obje.ct a n d  t h e  t a r g e t  o b j e c t .  F o r  e x a m p l e ,  i t  knoys tha t .  to

hit a bodypart  o f  an  an ima l  i s  the  same as  h i t t i ng  the  an ima l ,  and  tha t

a measure of the amount of injury done is  a  func t ion  o f  the  hardness ,

heavyness, sharpness, e tc . of the propelled object, and of the

p a r t i c u l a r  bodypart  h i t .

The NEGCHANGE inference is thus stored as a superatom and added to

the inference queue. Its REASONS are the original CAUSE and the facts

i

that (ISA #MARY #PERSON) and (ISA #PERSON #ANIMAL). Notice that the

actual  inference rule is not recorded as a reason, s ince a semblance of

-. i t  can always be reconstructed from i ts parts.
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This same CAUSE pattern also asserts the actor ’s vol i t ion since i t

de tec ts  no  in fo rmat ion  to  the  con t ra ry : John wanted this causal relat ion

t o  e x i s t . This is a general operat ing assumption of MEMORY: that i t  is

e s s e n t i a l  a t e v e r y  p o i n t in inferencing t o  k e e p  t r a c k of the

i n t e n t i o n a l i t y  o f  a c t i o n s . Actions which stand by themselves are always

assumed to  be  vo l i t i ona l . L ikewise ,  causa l  re la t ionsh ip9  such as  th is

one (where an act ion cause9 a state),  are assumed to be the resul t  of

the actor ’s vol i  t ion. (Dec id ing  an  ac to r ’s  in ten t  in  most  cases  is  a

di ff icul t problem. 131 d i s c u s s e s  p r o b l e m 9  o f  t h i s  n a t u r e  i n  s o m e

deta i  I.1

A t  t h i s  p o i n t  (39) i s stored and entered on the inference queue.

Its REASON is simply the original superatom. Notice that MEMORY has now

made an important d i s t i n c t i o n  b e t w e e n  t h e  p h y s i c a l  a n d  i n t e n t i o n a l

components of the event. They wi l l  proceed in paral le l .

. (39)
((MLOC ((CANCAUSE  ((NEGCHANGE #MARY #PSTATE)I

( (POSCHANGE  ##JOHN #JOY 1 I 1)
jK0003  1

(TIME _ K0002)  1
(K0003 is  John ’9  LJf’U

We return now to (38). (NEGCHANGE ##MARY #HEALTH)  accesses

inferences organized under NEGCHANGE. MEMORY first checks to determine

what  caused th is  s i tua t ion-and f ind9 the REASONS which were generated

a long w i th  the NEGCHANGE. Had tlEMORY  not found any REASONS, it would

have  a t tempted  to apply wor ld knowledge to make a predict ion. Th is

know I edge is stored using the predicate9 CAUSE and CANCAUSE, and is

40



accessed by the MEMORY query: f ind al I probable causes of INEGCHANGE

#PERSON #HEALTH)  , i . e. find all X such that (CANCAUSE X (NEGCHANGE

i
# P E R S O N  #HEALTH)), and similarly for CAUSE. This situation would occur

I

i

in  the  fo l  low ing  type o f  s to ry :  Vary was hur t . ”  “John had h i t  her  w i th

a  r o c k . ”
i

where one member of the predicted set is borne out by the next
,

l i n e  o f  t h e  s t o r y . S u c h  a  p r o c e s s  i s  c a l l e d  “ k n i t t i n g ”  (see [SI), a n d

is the chief  measure of “understanding” in several- l ine stor ies.

c
In  add i t ion  to  th is  de terminat ion  o f  causa l i t y  wh ich  was t r i v ia l l y

s a t i s f i e d  i n th is  case,  MEMORY detec ts  app l icab i l i t y  o f  the  fo l low ing

L. be1 i e f  p a t t e r n : uhen  a person undergoes a NEGCHANGE (on any scale, s ince

I,
c

al I  scales are positive), he will want to undergo a POSCHANGE on that

scale. MEMORY thus infers (40):

! (40)
( WlLOC ( (CANCAUSE ( (POSCHANGE #MARY #HEALTH) I

( (POSCHANGE #MARY #JOY)  1))*
#CBBB4 1

(TIME _ #CBBB5I  I
#C0@@4  i 9 Nary’s LTM,
#CBBBS  is (AFTER CBBB2)

! .
I

T h i s  s u b s e q u e n t l y  w i l l b e  d e t e c t e d  b y  t h e b e l i e f  p a t t e r n

(o rgan ized  under  MLOCI that when a person wants a future event, he will

perform some act ion to try to achieve that event or state. Once again,

CAUSE and CANCAUSE  information i s  c a l l e d  i n t o  p l a y  t o  p r e d i c t  flary’s

I i k e l y  a c t i o n s . An example of this type of information is:

WANCAUSE  ((INGEST  #PERSON #MEDICINE))
((POSCHANGE ##PERSON #HEALTH))))
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Using i n f o r m a t i o n  c o l l e c t e d  i n this manner, a  p r e d i c t i o n of  Mary ’s

f u t u r e  a c t i o n s  i s  m a d e .  T h i s  p r e d i c t i o n  h a s  t h e  f o r m  o f  a  b o n d ,  and

i nd ica tes  tha t  any o r  a l l  o f  t h e  a c t i o n s  l i s t e d  a r e  p o s s i b l e . Not ice

tha t  on ly  ac t ions  a re  be ing  p red ic ted .  I f  some causes  o f  the  s ta te  the

a c t o r d e s i r e s  a r e  n o t  a c t i o n s  b u t  r a t h e r  s t a t e s  o r  s t a t e c h a n g e s

themselves, fur ther CANCAUSE  and CAUSE chains are considered unt i l  an

ac t ion  i s  found.  For  ins tance, suppose Mary wants a NEGCHANGE on her own

hea I th scale. One cause of a NEGCHANGE on the health might be to have

one ’s  hear t in PHYSCONT with a knife. S i n c e  t h i s  i s  n o t  a n  a c t i o n ,

memory m u s t  b e  s e a r c h e d  f o r  t h i n g s  w h i c h  c o u l d  c a u s e  t h e  r e q u i r e d

c

PHYSCONT. Among them would be the action of PROPELling  the knife to that

l o c a t i o n . This PROPEL might then be a valid action prediction for Mary

a t  t h a t  p o i n t .

I A t  t h i s  p o i n t , (41) i s  genera ted ,  and in fe renc ing  on  th is  l ine  i s

E
L _ s topped.

(41)
f (PREDICTIONSET~  #MARY

((INGEST  #MARY #MEDICINE #UNSPEC #CBBB6))
( (PTRANS #MARY #MARY #UNSPEC  #C0@@7I  1) I

where CBBB6 is Mary’s INSIDES,
CBBB7 is a token of a #HOSPITAL

.
We now return to (39). This inference accesses the bel ief  pattern

L
organized under BLOC which we have label ied VENGEANCE: if a NEGCHANGE

c (on any scale)  of  a person, Pl,  would cause a POSCHANGE on the joy scale

b for someone e l s e ,  P2, t h e n  P2 m u s t  b e  a n g r y  a t  Pl. MEMORY therefore

L

i n f e r s -  (42):
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(42)
W7FEEL  #JOHN #ANGER #‘IARY) (TIME _ C0002))

S t o r e d  u n d e r  NFEEL  is the bel ief  pattern that  the reason people are in a

s t a t e  o f  d i r e c t e d  a n g e r toward  ano ther  person  i s  p robab ly  that t h e

second person did something uhich caused a NECCHANGE on some scale of

t h e  f i r s t  p e r s o n . MEMORY first looks to see i f  Mary is known to have

done something which caused a NECCHANGE in John. I n  t h i s  e x a m p l e  i t

f inds none. Had one been found from a previous sentence, MEMORY would

have again “knit ted” one piece of  knowledge wi th  an  ex is t ing  one,  In

th is  example ,  hav ing  found no ac t ions  on  the  par t  o f  Mary ,  MEMORY

generates a predict ion about Vary’s PAST act ions, once again ut i  liting

CAUSE and CANCAUSE  knowledge of the world. After making prediction (43)

MEMORY also poses a quest ion of the form: “What did f’lary do?“,  stares

the quest ion, and notes i ts potent ial  answer as being of interest to the

predict ion just m a d e .

(43)
((PREDICTIONSET  #MARY

((CAUSE ((PROPEL #MARY #PHYSOBJ #UNSPEC  #JOHN))
((PHYSCONT  #PHYSOBJ #JOHN))))

t (ATRANS  #MARY #PHYSOBJ #JOHN #MARY) 1) 1

i . e . Mary  e i ther h i t  J o h n  f i r s t ,  o r  t o o k  s o m e t h i n g  f r o m  h i m . ( I t

s h o u l d  b e  c l e a r t h a t  w e  a r e  n o t  i n t e n d i n g  t o  s p e c i f y  a n  e x h a u s t i v e

p r e d i c t i o n  I i s t . Rather we seek to demonstrate the PROCESSES which

occur  in MEMORY.1 At this point MEMORY stops inferencing and poses the

quest ion “What did Mary do to John?“:
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(44)
((CAUSE (00 #MARY *?a)  ((NEGCHANGE  #JOHN #UNSPECIFIED)))

(TIME _ C0010))

where C0010  is BEFORE C0002.

To summarize, MEMORY has taken the conceptual analysis underlying

I an Engl ish sentence and generated new probabi l is t ic informat ion from i t

in an at tempt to relate i t  to knowledge FIEMORY may a l ready  have  s to red .

The new information took three basic forms: (a) p r e d i c t i o n s  a b o u t  t h e

.
causes  o f  the  inpu t , (b) p r e d i c t i o n s  a b o u t  t h e  p o s s i b l e  r e s u l t s  o f  t h e

i n p u t , a n d  (c) predict ions about future and past act ions of  people. The

rb- e f f e c t s  o f inferencing are seen at the end either in the form of a

L
q u e s t i o n  o r a  c o m m e n t  w h i c h  i n d i c a t e s  t h a t  t h e sentence i ndeed

interacted with some of MEMORY’s knowledge and be1 ief patterns.
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APPENDIX A

(COMPUTER EXAMPLES)

What follows is output from the MARGIE system currently operating

a t  S tan fo rd . MARGIE is a combination of three programs each of whose

outpu t i s shown here. The analysis program produces conceptual

s t ruc tu res  f rom a  g iven input sentence. The memory program stores this

ou tpu t in a special format and makes in fe rences  about  based on  i t s

knowledge of the world. It then recodes these inferences into Conceptual

Dependency structures. These structures are then read by a generat ing

program that codes them into semant ic structures that are Engl ish based

( a f t e r  F i  I  l m o r e  WI. A  m o d i f i e d  v e r s i o n  o f  a  p r o g r a m  w r i t t e n  b y

S i ninions  Ml , then encodes these structures into English.

The examples presented here are intended only to show the f lavor

of the inference-making program, The ent i re system is qui te a bit more

power f u I than these. examples’ demonstrate, That is MARGIE can &nswer

quest ions about what i t  has been told, ask quest ions about what i t  would

I ike to know, as well as parse sentences more complex than those ehown

here. Here we merely want to indicate the inference capabi l i ty.

In  the  in te res t  o f  space, . He have manually edited out some o f  t h e

I ess i n t e r e s t i n g (genera I I y repe t i t i ve from example to example)

in fe rences . This explains the apparent discrepancy between the number of

"INFERENCES" and “THINGS TO SAY” in the following examples,

’ I
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*(JOHN TOLO MARY THAT BILL WANTS A BOOK)

OUTPUT FROM PARSER:

TIM00 : (('/AL *Ta))

TIM01 : ((BEFORE TIM08 XI)

TM02 : ((AFTER TIM00 X1)

TIM03 : ((AFTER TIM00 X1)

TIM04 : ((AFTER TIM00 X1)

((ACTOR (JOHN11 <=> bdlTRANSa1  TO (aCPx PART (MARY11 REF btcTHE*c)1  FRO-v
fl h&P* PART (JOHN11 REF (*THE&) MOBJECT ((CON ((CON ((ACTOR  (xONEh
) <=a hATRAN%) OBJECT (BOOK1 REF (*A*)) TI) (BILL11 FROM (aONEhtd1  TN
IRE (TIM04)) <eC ((ACTOR  (BILL11
IME (TItl03))))

<z>T (*JOY*) <a>F (*JOY*)) INC (2) TN
<P> h$lLOC*  VAL hLTM* PART (BILL11 REF (aTHE*))))  MOON

E (NIL) FOCUS (( <fi> VAL PART))  TIDE  (TIM00H) TIME (TIM01))

L
PART I ALLY I NTEGRATEO RESULT:

bflTRANS* (#JOHN11  (b$tLOC~  ((CANCAUSE  ((xATRANS*  (#SOMEONE)  (G0012)~
(#SOMEONE) (#BILL111  (TIME (G00141)) ((STATECHANGE  WBILLl) (#JOY)*

r #UNSPECIFIED #UNSPECIFIED) TTIME

i
1) (TIME  _

(G0017)) (INC
(G0015)))  (G0022) (G002h

(#TWO)))))  (G0019w
(TIME _ (G00?8)),

r INTEGRATION RESULT: G0038

L INFERENCES: ' G
(G0048 G0036 G0047 G0057 G0056 G0055  G0063  G0062  G0065 G0070)

I

1 THINGS TO SAY:

((ACTOR (BOOK REF (*A*)) <3~> hXABT* VAL (*?*)))I

(A BOOK ABOUT WHAT)

((CON ((CON  ((ACTOR  (MARY) <=> hATRANS*:)  OBJECT (BOOK REF btdbd) FRON
fl (MARY) TO (BILL)) TIME (G0014) FOCUS ((ACTOR)))  <SC ((ACTOR  (JOHN)
<a>F (*JOY*)  <=i>T (*JOYx)) TIME (G0017) INC (2)))) <s> (rkMLOC* VAL
LTM* REF (*A*:) PART (JOHN))))  CERTAINTY (0.81 TIME  (G001W

t5
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(JOHN POSSIBLY WANTS MARY TO GIVE BILL A BOOK)

((CON ((CON  ((CON ((ACTOR  (sONEl*) <=> (zATRANS*)  OBJECT (BOOK REF (a~
A*) 1 FROM  (>kONElz+d  TO (BILL) 1 TIME (G0014) FOCUS ((ACTOR)))  <iiC ((ACTw
OR (BILL) <a>F (*JOY*:)  <e>T (*JOY*))  TINE (G0017)  INC (2)))) <31> W"lL~
OC* VAL (*LTV* REF (*A*) PART (BILL)))) TINE (GB015)) <a> htMLOC*  VALN
b&P* REF (*Ax) PART (MARY))))  TS (G8028))

(MARY EXPECTED BILL TO WANT A BOOK)

((CON ((CON  ((ACTOR  hONEln1 <=> (*ATRANSn)  OBJECT (BOOK REF (*A*)) FN
HOfl (*ONEl*)  TO (BILL)) TIME (C0014) FOCUS ((ACTOR)))  <=C ((ACTOR  (81~
LL) cs>F (*JOY*) <=>T (*JOY*)) TIME (G0017) INC (2)))) <I> (aMLOC* VAw
L b&TM* REF (*A*) PART (BILL))))  TIME -(G0015))

(BILL WANTS A BOOK)

((CON ((CON  ((CON ((ACTOR  hONEl*Io <=> (aATRANS*Io OBJECT (BOOK REF (*w
A*) 1 FROM (*ONEbid  TO (BILL)) TINE (G00141 FOCUS ((ACTOR)))  <SC ((ACTw
OR (BILL) <z>F (*JOY*)  <E>T hJOY>Io) TIME (G0017) INC (2)))) <=> t#lLw
oh VAL (>~LTM* REF (*A*) PART (BILL)))) TIME tGB0iw <E> hnLoc* v~b
(*LTV* REF (*Au) PART (MARY)))))

(MARY KNOWS BILL WANTS A BOOK)

((ACTOR (MARY) <=> hATRAN%) OBJECT (BOOK REF (*Ax)) FROM (MARY) TO N
(BILL')) TIME (G0017) CERTAINTY  (0.8))

(MARY MIGHT GIVE BILL A BOOK)

((CON ((CON  ((ACTOR  (BOOK REF (*A*<)) <E> hPOSSx VAL (BILL))) TS (G00w
14) TIRE (G0066)) <SC ((ACTOR  (BILL1 <sF (*JOY*) <jr>T kJOYa)) INC b
2) TIME tG00671))) <=> (dlLOCm  VAL hLTMx PART (BILL) REF (aTHE*)))))

(BILL THINKS HE WOULD LIKE TO COME TO HAVE A BOOK)
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((CON ((CON  ((ACTOR  (BOOK REF (*A*)) <=> hPOSS* VAL (*ONEMb) TF (CN
0014) TIME (G0070))  <=C ((ACTOR  (BILL) <n>F (*JOY*) <=>T (*JOY*))  IN&
(2) TINE (G0071)))) <s> MlLOC* VAL (*LTM* PART (BILL) REF (aTHE*k))b

1)

(BILL THINKS HE WOULO LIKE SOMEONE TO CEASE TO HAVE A BOOK)

((CON ((CON  ((ACTOR  (*ONEM <-> hPTRANS*O OBJECT (BOOK REF (aAM FN
ROM hONEM TO (BILL)) FOCUS ((ACTOR))  TIME (G00741)  <=C ((ACTOR  (BIN
LL) <r>F bcJOY*c) <=>T (xJOYm))  INC (2) TIME (G0075))H  <a> MlLOC* VAN
L (>kLTtl*  PART (BILL) REF (uTHEs1))))

(BILL WANTS TO GET A BOOK FROM SOMEONE)-

((CON ((CON  ((ACTOR  (BOOK REF (*A*<)) <E> (uLOC* VAL (BILL))) TS (G001~
4) TIME (G0078) 1 <EC ((ACTOR  (BILL) <r>F (aJOYa) <a>T (aJOYx)) INC (2~
1 TIME (G0079)))) <s> hdILOC*  VAL (*LTtIm PART (BILL) REF (*THE*)))))

(BILL THINKS HE WOULD LIKE A BOOK TO COME TO BE NEAR HIM)

((CON ((CON  ((ACTOR  (BOOK REF (*Ad) <s> (aLOCa VAL (*ONEbid))  TF (G0w
014) TIME (G0082)) <nC ((ACTOR  (BILL) ta>F (*JOY*) CH>T (*JOYa)) NC N
(2) TIME (G0083)  1) 1 <s> W'lLOC*  VAL (*LTMa PART (BILL) REF 1(*THE*  1))~

(BILL  THINKS HE WOULD LIKE A BOOK TO CEASE TO BE NEAR SOMEONE) l

((CON ((CON  ((ACTOR  (BILL) <-> hNTRANS*O MOBJECT (*CONCEPTS*)  FROM IN
BOOK REF (*A*)) TO iaCP* PART (BILL)) INST ((ACTOR  (BILL) <=> (*LOOK-w
Aid OBJECT (BOOK REF (*A*!)))))  FOCUS ((ACTOR)) TIME (G0086)) <nC ((AN
CTOR (BILL) <=>F (*JOY*) <s>T (*JOYa)) INC (2) TIME (G0087))))  <s> b
MLOC* VAL (*LTtlsrc PART (BILL) REF (*THE*)))))

(BILL WANTS TO READ A BOOK)
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__________________-_____________________------------------------------
TYPE INPUT
*(JOHN HIT MARY)

OUTPUT FROM PARSER:

TIM00 : (('/AL sT*))

TIM01 : ((BEFORE TIM00 XI)

((CON ((ACTOR (JOHN11
c

<=> (*PROPEL*)  OBJECT (*HAND*  PART (JOHN111  TO w
(MARY11  FROM (JOHN11 INST ((ACTOR  (JOHN11 <=> bdlOVEx1 OBJECT (*HAND*w
PART (JOHNlI)))I TINE (TIM011 MODE (NIL)) <= ((ACTOR  (*HAND*  PART (JN

OHNl)) <I> hPHYSCONT*  VAL (MARY1111  TIME ~TIM01~ MODE (NIL) FOCUS (Cw
L ON ACTOR))))

I

;c PARTIALLY INTEGRATED RESULT:

((CAUSE ((*PROPEL*  (##JOHN11 (G00091 (#JOHN11 (#flARYl))  (TIME
1) (INST

(60012~
(hflOVE* (#JOHN11 (G0009) (#UNSPECIFIED)  f#UNSPECI&DI)I)w

1 t hPHYSCONTw tG0009)  MMARYl) 1 (TIME _ (G00121 )H)

* INTEGRATION RESULT: G0021
b

INFERENCES:
P (G0023 G0022 G0016 G0019 G0024 G0026 G0027)

i
THINGS TO SAY:

.

((CON ((CON  ((ACTOR  (MARY) <i>F (UPSTATE*)  <=>T hPSTATE*)I INC t-2) N
CERTAINTY (1.0) TINE (G0031)) <SC ((ACTOR  (JOHN) <s>F (*JOY*) <s>T hew
JOY*))  INC (2) TIME IG0032HH <=> hdlL0C~  VAL hcLTM>r PART (JOHN) REFN
(*THE*)))) CERTAINTY (1.0) TIRE (G0012))

(JOHN WANTEO MARY TO BECOME HURT)

((ACTOR (MARY) <i>F kPSTATEs1
.0) TIME (G00121)

<a>T (*PSTATEx))  INC t-2) CERTAINTY lb

(MARY BECAME HURT)
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((ACTOR (JOHN) <=> (*PROPEL*)  OBJECT (*HAND*  REF (*A*) PART (JOHN)) Fw
ROM (JOHN) TO (MARY) INST ((ACTOR  (JOHN) <=> bidlOVE~) OBJECT (*HAND* N
REF (*A*) PART (JOHN) 1 FROM (*ONE*) TO (*ONE*))  FOCUS ((ACTOR)))) TIfll~
E (G0012)  FOCUS ((ACTOR))  CERTAINTY (1.0))

i

(JOHN SWUNG HIS HAN0 TOWARD MARY)

c-

((ACTOR (*HAND* REF (*Au) PART (JOHN))
IME (G0012)  CERTAINTY (1.0))

co> (sPHYSCONTa VAL (MARYH)  TN

(JOHNS HAND TOUCHED MARY)

((ACTOR (JOHN) <=> M'TFEEL*)  MOBJECT (*ANGER*) TO (MARY)) FOCUS ((ACT-
OR)) CERTAINTY (1.0) TIRE (G0012))

I (JOHN WAS ANGRY AT MARY)
i

((CON ((CON  ((ACTOR  (MARY)
IME (G0035))

<,t>F (*PSTATEa)  <E>T kPSTATE*)) INC (2) TN
<SC ((ACTOR  (MARY)

DE (G0036))))
<s>F (*JOYa) <a>T (xJOY*s)) INC (2) TIN

INTY (1.0))
<s> MLOCa VAL hLTM* PART (MARY) REF (*THE&)  1) CERTAw

1 (MARY WANTS TO FEEL BETTER)

L

((CON ((ACTOR (MARY) <=> hc?*ic))
Y (1.0)) <e ((ACTOR  (JOHN) <s>T
G0028) FOCUS (ACTOR)) .

L

(WHAT DID MARY DO TO JOHN)

TIME (G0028) FOCUS ((ACTOR))  CERTAINTm
(*ONEd <=>F (*ONE*)) INC t-2) TIME b

___________--__-________________________------------------------------
TYPE INPUT
*(JOHN ADVISED MARY TO SELL BILL A BANANA)
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L

OUTPUT FROM PARSER:

TIM00 : ((VAL *T&I

TI MB1 : ((BEFORE  TIM00 X1)

TIM02 : ((AFTER TIM01 X1)

TIM03 : ((AFTER TIN01  X1)

((ACTOR (JOHN11 <=> hNTRANS*!)  TO b&P* PART (MARY11 REF (*THE*))  FRON
n (z&P* PART (JOHN11 REF (*THE*)) MOBJECT ((CON ((CON ((ACTOR  VlARYlb
<=> bicATRANSa1 OBJECT (BANANA1  REF (*A*)) TO (BILL11 FROM UlARYl))  TN

IME (TIM0311 <SE> ((ACTOR  (BILL11 <=> hATRANS*Io  OBJECT hcMONEY* REF N
(*A*))  TO (MARY11 FROM (BILL111 FOCUS ((CON ACTOR))  T IME (TIM03H))  <A+
EC ((ACTOR (MARY11 <s:>T hcJOY*O <z>F (*JOY*)) INC (2) TIRE (TIM021 flow
DE (NIL))))) FOCUS ((ACTOR))  MODE (NIL) TIME (TIM01))

PARTIALLY INTEGRATED RESULT:

(hcRTRANSa (#JOHN11  ((CANCAUSE  ((DUALCAUSE  ((*ATRAN!+  (#MARYl) (G0004~
1 f#MARYl)  (#BILL111  (TIME
BILL11 ~#MARYl~)  (TIME

(G0006))) (hATRANS* (#BILL11 IG0013) (#w
(G8806)))))  ((STATECHANGE  WMARYl) (#JOY) ##UN

NSPECIFIED #UNSPECIFIED)  (TIME _ tG0015)) (INC _ (#TWO)))))  (G00171 (N
G0020)) (TIME _ (G0007)))

INTEGRATION RESULT: G0032

INFERENCES:
!G004,3  G0045 G0040 G$031 G0066. G0023 G008Cj  G0083 G0084 G0099 G010~1

THINGS TO SAY:

((CON ((CON  ((CON ((ACTOR  (MARY) <=> (*ATRANS*r) OBJECT (BANANA  REF (sky
Aa)) FROM (MARY) TO (BILL)) TIME (G0006)  FOCUS ((ACTOR))  CERTAINTY (1~
.0))<rr> ((ACTOR (BILL) <=> btcATRANS*)  OBJECT (*RONEYx  REF (*Ad) FRw

Of-l (BILL) TO (MARY)) TIME (G0006) FOCUS  ((ACTOR)))))  <EC ((ACTOR  (MARw
Y) <H>F (*ONE*)  <E>T (*ONE*)1 TIME (G0015) INC (211) CERTAINTY (1.0h
<z'> (*nLOC* VAL hLTM* REF (*A*) PART (JOHN))))  TIME (G0007) CERTAINw

TY (1.0))

(JOHN BELIEVES THAT MARY WOULO BENEFIT BY MARY SELLS BILL A BANANA)

((CON ((CON  ((CON ((ACTOR  (MARY) <=> hATRANS*c)  OBJECT (BANANA  REF (*w
A*)) FROM (MARY) TO (BILL)) TIME (G0006) FOCUS ((ACTOR))  CERTAINTY (1~
.$I 1 <ss:> ((ACTOR (BILL) c=> (*ATRANSx)  OBJECT hdlONEY*  REF (aAx)) FRw
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ON (BILL)  TO (MARY)  1 TIME (G00061 FOCUS  ((ACTOR)))))  cd ((ACTOR  (MARw
Y) <m>F (*ONE*)  <s>T (*ONE*)) TIME IG0015) INC (2))) CERTAINTY (1.8))~
<e'> (ii$tLOC*  VAL taCP* REF (*A*) PART (MARY)))) TS (G0007) CERTAINTY u
(1.0))

(MARY BEGAN THINKING ABOUT MARY SELLS  BILL A BANANA BENEFITS MARY)

((CON ((CON  ((ACTOR  (MARY) <=> (uATRANSU)  OBJECT (BANANA  REF (*Ad) FN
ROM UIARY)  TO (BILL)) TIME (G0006) FOCUS ((ACTOR)) CERTAINTY  (1.0)) <N
z=> ((ACTOR (BILL) <=> (*ATRANSd OBJECT (*MONEY*  REF (*Ad) FROM (BIN
LL) TO (NARY))  TIME (G0006) FOCUS ((ACTOR)))))  <d ((ACTOR  (MARY) <m>w
F (*ONE*0  <i>T (*ONE*)) TIME (G0015) INC (2))) CERTAINTY (1.0))

(MARY CAN BENEFIT FROM NARY SELL BILL A-BANANA)

((ACTOR (MARY) <=> (d'lBUILDs) FROM ((ACTOR (MARY) <=> bicATRANSa) OBJEw
CT (BANANA REF (*A*) 1 FROM (MARY) TO (BILL)) TIME (G0006) FOCUS ((ACTw
OR)) CERTAINTY  (1.0)) TO (*ONE*)) CERTAINTY (1.0))

(MARY CONSIDERED  GIVING BILL A BANANA)

((ACTOR (MARY) <=> (aATRANS*O  OBJECT (BANANA REF (aAs)) FROM (MARY) TN
0 (BILL))  TIME (G0033) FOCUS ((ACTOR)) CERTAINTY (0.60)) . !

(MARY POSSIBLY WILL GIVE BILL A BANANA)

((CON ((CON  ((ACTOR  (BILL) <=> hATRAN!%) OBJECT (MONEY REF (*Ad) FRN
OM (BILL) TO (MARY)) TIRE (GO03311 <zC ((ACTOR  (MARY) OF b1cONEa1 <sw
>T (*ONE*)  1 TIME (G0033) INC (2)))) <-'> hdlLOC*  VAL (*LTf'l* REF (*Ad N
PART (JOHN))))  TIRE (G0006) CERTAINTY (0.50))

(JOHN POSSIBLY BELIEVES THAT NARY WOULD  BENEFIT FROM BILL GIVE MARY flw
ONEY)

((CON ((CON  ((ACTOR  (MARY) <=> (*ATRAN%) OBJECT (BANANN  REF (*A*)) FN
ROM (MARY) TO (BILL)) TIME (GOO33)) <rC ((ACTOR (BILL) <s>F (*ONE*) <N
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z>T (*ONE*)  1 TIME (G0033) INC (2)))) <=> hMLOC* VAL (*LTMa  REF hA*Ow
PART  (JOHN))  1) TIME (G0006) CERTAINTY (0.50))

(JOHN POSSIBLY BELIEVES THAT BILL WOULD  BENEFIT FROM MARY GIVE BILL AN
BANANA)

((CON ((CON  ((ACTOR (BILL) <=> (*INGEST*)  OBJECT (BANANA  REF (*AJIc~)))  N
TIME (G0034)) <EC ((ACTOR  (BILL) <E>F (aJOYa) C-T (*JOYn)) TIME (1300~
34) INC (2)))) <P> hcMLOfh  VAL (aLIti* REF (*A*) PART (BILL))))  TIME b
G0006)  tIODEth?*)))

(DOES BILL WANT TO EAT A BANANA)

---_------------------------------------------------------------------
TYPE INPUT
*(JOHN PREVENTED MARY FROM HITTING BILL BY CHOKING MARY)

OUTPUT FROM PARSER:

TIM00 : ((VAL *T&I

TIM01 : ((BEFORE TIM00 X1)

TIM02 : ((BEFORE~TIM01.X))

((CON ((CON  ((ACTOR  (JOHN11 -a>' (*GRASP*) OBJECT (*NECK*  PART (MARYl)w
1) TIME (TIMB?))  <s ((ACTOR  (MARY11 <=> (*INGEST*)  OBJECT (*AIR*  REF N
(*Ad) FROM (*MOUTH* PART (MARY111 TO (*INSIDE*  PART (MARYlW  TIME (w
TIM02) MODE ((*CANNOT*)))) FOCUS (CON ACTOR))  A ((CON ((ACTOR  (MARYlbv
<=> (*INGEST*:) OBJECT (*AIR* REF (*Ad) FROM (*MOUTH*  PART (MARY111  N

TO (*INSIDE* PART (MARY1111  TIME (TIM02) MODE ((*CANNOTa)))  <s ((CON N
((ACTOR (MARY11 <=> (*PROPEL*)  OBJECT (*HAND*  PART (MARY111  TO (BILLlw
1 FROM (MARY11  INST ((ACTOR  (MARY11 <=> (*MOVEslo OBJECT (*HAND*  PART N
(MARYl)  1))) TIME (TIM01) MODE ((aCANNOTa)))  <s ((ACTOR  (*HAND*  PART (N
NARY11 1 <s> hPHYSCONTs  VAL (BILL11 1) TIME (TIM011 MODE ((*CANNOT*))  N
FOCUS (CON ACTOR))) MODE ((*NEG*))))  FOCUS ((CON ACTOR)))))

PARTIALLY INTEGRATED RESULT:

((ANDX ((CAUSE ((*GRASP* (##JOHN11 (G0002)) (TIME
hINGESTa (#MARY11  (G0012) (G0016) (G0021) 1 (TIME

(G0005)))  ((CANNOTw
(G00051111))) tw

(CAUSE ((CANNOT ((aINGEST* (#MARY11 (G0012) (G0016) 7G0021,)  (TIME _ N
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tG0005)  1))) ((NOT ((CAUSE  ((CANNOT  IhPROPEL* t#MARYl) IG0824) (#MARY*
1) (#BILL111 (TIME tG0006))  (INST htlO'K~ WlARYl)  (G0024)  MUNSY
PECIFIED) (#UNSPECIFIED)))))))  ((CANtiOT  hPHYSCONTa (G0824) WBILLl)lr
1 (TIME _ (G0006)))))))))))))

INTEGRATION RESULT: G0047

INFERENCES:
(G0032  G0046 G0027 G0031 G0035 G0045 G0053 G0058 G0066 G0079 G0070  G&
074 G0079)

THINGS TO SAY:

: ((CON ((ACTOR (JOHN) <=> (*GRASP*)  OBJECT (*NECK*  REF (mAa1 PART (MARY
Y1)) TIME (G0005) FOCUS ((ACTOR))  CERTAINTY  (1.0)) <s ((ACTOR  (MARY) N
<=> hcINGEST>r) OBJECT (*AIR* REF (*A*)) FROM (*MOUTH*  REF (*Ad) TO (N
*INSIDE* REF (*Au))) TIME (G0005) FOCUS ((ACTOR)) MODE ((*CANNOT*))  Cw
ERTAINTY (1.0))) CERTAINTY (1.0)) -

\ (JOHN CHOKED MARY)

((CON ((ACTOR (MARY) <=> (aINGEST*)  OBJECT (*AIR* REF (xA*c)) FROM (aflw
OUTH* REF (*Ax)  1 TO kidNSIOEx REF (*A*))) TIME (G0005) FOCUS ((ACTOR)-

i 1 MODE ((xCANNOT*)) CERTAINTY (1.0)) <= ((CON ((ACTOR  (MARY) <=> (xPRw
OPEL*) OBJECT (*HAND*  REF (*A*) PART (MARY)) FROM (MARY) TO (BILL) INN
ST ((ACTOR (MARY) <=> (*MOVE*) OBJECT (*HAND*  REF (*A*) PART (MARY)) N
FROM (*ONE*)  TO (*ONE*)) FOCUS ((ACTOR))))  TIME (G0006) FOCUS ((ACTORw
1) NODE ((aCANNOTa))) <s ((ACTOR  (*HAND*  REF (*A*) PART (MARY)) e<ft> h
*PHYSCONT* VAL (BILL) 1) TIME (G0006) MOOE ((sCANNOT*c)))) MODE (bidEG~~ ;
1) CERTAINTY (1.0))) CERTAINTY (1.0))

(MARY NOT HIT BILL BECAUSE MARY WAS UNABLE TO BREATHE)

((ACTOR (JOHN) <=> (*GRASP*)  OBJECT (*NECK*  REF (*A*) PART (MARY)))  TN
IME (G0005)  FOCUS ((ACTOR))  CERTAINTY (1.0))

(JOHN GRABEO MARYS NECK)

((ACTOR (MARY) <=> (aINGEST*k) OBJECT (*AIR* REF (*Au)) FROM (*MOUTH* w
REF (*A*)) TO hINSIDE>r REF (*A*))) TIME (G0005) FOCUS ((ACTOR))  MOOEn+
((*CANNOTa))  CERTAINTY (1.0))
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(MARY WAS UNABLE TO BREATHE)

(IACTOR (MARY) <e>F (UPSTATE*)  <z>T (mPSTATE*))  INC t-2) TIME (G000!%
CERTAINTY (1.0))

(MARY BECAME HURT)

/. ((CON ((ACTOR (MARY) <=> (*PROPEL*)  OBJECT (*HAND*  REF (*As) PART (MA-
RY)) FROM (MARY) TO (BILL) INST ((ACTOR (MARY) <-> (*MOVE*) OBJECT fw
HAND* REF (*A*) PART (MARY)) FROM (*ONE*) TO (*ONE*)) FOCUS ((ACTOR))N
1) TIME (G0006)  FOCUS ((ACTOR))  MODE ((*CANNOT*)))  cr ((ACTOR  (xHAND*w
REF '(*A*) PART (MARY)) <E> tnPHYSCONTi VAL (BILL))) TIME (G0006) 100~

E (hcCANNOT*))))  MODE ((xNEG*))  CERTAINTY (1.0))

\-

(MARY NOT HIT BILL)

((CON ((CON  ((CON ((ACTOR  (MARY) <=> (*PROPEL*)  OBJECT (*HAND*  REF (*CN
Ax) PART (MARY)) FROM (MARY) TO (BILL)) TIME (G0005)) <I ((ACTOR  (*HAN
ND* REF (*A*) PART (MARY)) <E> taPHYSCONT*  VAL (BILL))) TIME (G0005)h
1) <=C ((ACTOR (MARY) <rF (*JOY*:) <n>T (aJOY*:)) INC (2)))) co> (uMLOCN
* VAL (&TM* PART (MARY) REF (uTHE*r))))  CERTAINTY (1.0) TIME (G0005))

(MARY :WANTED  TO HIT BILL)

((CON ((CON  ((ACTOR (BILL) <r>F (mPSTATE*O
CERTAINTY (1.0) TIME (G0006)) <SC ((ACTOR
JOY*)) INC (2) TIME (G0006))))  <E> (uMLOCu
hcTHE*c))))  CERTAINTY (1.0) TIME (G0005))

<s>T hcPSTATEx1)  INC f-2) N
(MARY) <s>F (*JOY*) <s>T (a~
VAL hcLTMx PART (MARY) REFN

(MARY WANTED BILL TO BECOME HURT)

((ACTOR (MARY) c=> hIFEEL*) MOBJECT (*ANGER*)  TO (BILL)) FOCUS ((ACTe
OR)) CERTAINTY (1.0) TIME (G0005))

-

(MARY WAS ANGRY AT BILL)
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t
((CON ((ACTOR (BILL) <=> k?*O) TIME (G0028) FOCUS ((ACTOR))  CERTAINTw
Y t1.q)) <r ((ACTOR  (MARY) <r>T (*ONE*) <oF (*ONEm)) INC t-2) TIME b
G0028) FOCUS (ACTOR))

L (WHAT DID BILL DO TO MARY)

((ACTOR (JOHN) <=> (*IFEELs)  MOBJECT (*ANGER*) TO (MARY)) FOCUS ((ACTw
OR)) CERTAINTY (0.8) TS (G0005))

i

(JOHN POSSIBLY BECAME ANGRY AT MARY)
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APPFNDIX &

UWERENCE  AND REFERENCE ES~&:$~NT)

, We inc lude  th is  append ix  to  i l l us t ra te  b r ie f l y  how in fe rences  a re

u s e f u l  i n  e s t a b l i s h i n g re fe rences  to  tokens  o f  rea l  wor ld  concep ts ,  A

scheme has been devised which permits MEMORY to proceed with other

L aspec ts  o f “understanding” even though al l  referents may not have been

establ ished before understanding begins; This scheme also provides for

the eventual establ ishment of  these referents as another goal o f  t h e

I- in ference process. It i s  no t  hard  to  see  tha t ,  in  genera l ,  the  so lu t ion

L
o f  t h e  r e f e r e n c e  p r o b l e m  f o r  s o m e  c o n c e p t  c a n  i n v o l v e  a r b i t r a r i l y

intim;lte a n d  d e t a i l e d i n t e r a c t i o n  w i t h  t h e  d e d u c t i v e  p r o c e s s e s  o f

MEMORY, and that these processes must be designed t o  f u n c t i o n  w i t h

concepts whose features are not completely known.

L
Consider the sentence

. .

“Andy’s diaper is wet.”

Assume a very simple s i t u a t i o n  f o r the sake of example: that MEMORY

knows of exactly two concepts, MU, MC2 such that

f

X c (MCI ,MC21:

(01 I (ISA X #PERSON)
(021 (NAME X “ANDY”)
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tie. MEMORY knows two people by the name Andy). However, possibly

addition to much other information, MEMORY also knows

(AGE MC1 #12MONTHS)
and (AGE MC2 #25YEARSL

Th i s i s  a  t y p i c a l  r e f e r e n c e dilemma: no human hearer would hesitate in

t h e  c o r r e c t  i d e n t i f i c a t i o n  o f  “ A n d y ” in this sentence using these pieces

o f  k n o w l e d g e  ( i n  n o  p a r t i c u l a r  c o n t e x t ) . Y e t  t h e  n a t u r a l  o r d e r  o f

‘ ‘ e s t a b l i s h  r e f e r e n c e s  f i r s t , t h e n  i n f e r ”  s i m p l y  d o e s  n o t  w o r k  i n  t h i s

case. In o rder  to  beg in  in fe renc ing ,  the  re fe ren t  o f  “Andy”  i s  requ i red

tie. access  to  the  fea tu res  o f  C l  in  memory ) ,  bu t  in  o rder  to  es tab l i sh

the referent of  “Andy” some level  of  deduct ion must take place. This is

i n

something of a paradox on the surface.

Actual ly, t h e  f a u l t  l i e s  i n  t h e  a s s u m p t i o n t h a t  r e f e r e n c e

establ ishment and inferencing are dist inct and sequent ial  processes. The

incorrectness of this assumption is but another example of the recurr ing

fheme that NO aspect of natural language processing, (from phonology to

story comprehension), can be completely compartmentalized. In real i ty,

re fe rence establishment and inferencing are in general s o  i n t i m a t e l y

i n t e r r e l a t e d  s o  a s t o  b e  f u n c t i o n a l  Iy almost ind is t ingu ishab le .

Nevertheless, there is an interesting sequence of processing

solve this class of refbrence  p r o b l e m .

(we point out that there are many other interest ing

which wi I I

inferences to

be made from this sentence. A glaring one i s ,  o f  c o u r s e  “uhat  k i n d  o f

f lu id?”  The  in fe rence  wh ich  supp l ies  th is  in fo rmat ion  i s  an  example  o f
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L

L

t

LINGUISTIC-INFERENCE, and is quite s i m i I ar to ths case In cdr i ch “hand”

i s  i n f e r r e d  a s the  miss ing  ob jec t  imp l ied  by  “h i t ” .  One d i f fe rence  i s

that,  whi le “hand” is predicted from an ACT, “ur ine” is predicted from a

PP. name ly  “d iaper ” . A n o t h e r  d i f f e r e n c e  i s  t h a t  “ h a n d ”  i s  s u p p l i e d  i n

response to MISSING in fo rmat ion ,  wh i le  “u r ine”  i s  supp l ied  to  make a

genera I concept more spec i f i c . We w i l l  i gnore t h i s  a n d  a l l  o t h e r

inferences not needed in the fol lowing descr ipt ion.)

A t  t h e po in t  the reference problem is

t h i s  c o n c e p t u a l i z a t i o n  i s  t h e  f o l l o w i n g :  _

under taken, the

(*LOC* C l :  ((ISA C l  #FLUIO)i
C2: ((ISA C2 #DIAPER)

(aPOSS*  C2 C3: ( (ISA C3 #PERSON)
(NAME C3 “ANDY”) 1) 11

state of

i e .  there  i s  some fluid located at the diaper which is possessed by a

person whose name is Andy. Once the correct “#ANDY” has been identified,

t h e  r e f e r e n t  o f  “ d i a p e r ”  c a n  b e  e s t a b l  ishe: ’ u s i n g  t h e  p r i n c i p l e  t h a t

Jib
expl ici t subproposi tions of a certain class (@OS%  a m o n g  these)  &-&ld

. .

a p p e a s e  t h e  r e f e r e n c e - f i n d i n g mechan i sm. T h a t  i s , “ T h e  d i a p e r ” ,

o c c u r r i n g out of context wi th no conceptual mod i f i ca t ion i s

referrential  ly ambiguous, whi le “The diaper possessed by X” is a signal

to  MEMORY tha t  the  speaker  has  inc luded what  he  fee ls  i s  su f f i c ien t

in fo rmat ion  e i ther t o  i d e n t i f y  o r c rea te  the  token  o f  a  d iaper  be ing

referenced. However, this diaper processing m u s t  w a i t  f o r  t h e  @OS!%

p r o p o s i t i o n t o  b e  s t o r e d in MEMORY and this in turn invo lves the

determinat ion of  reference to the possessor ( the problem at hand),  The
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re fe rence  to  ##FLUID is simply solved: the concept #FLUID is invoked as

p a r t  o f  t h e defini t ion of what i t  is to be wet, a n d  M E M O R Y  s i m p l y

c r e a t e s  a t o k e n  o f  t h i s  m a s s - n o u n  c o n c e p t .  M E M O R Y  r e a l i z e s  t h a t

re fe rences  to  mass  nouns  f requent l y  occur  w i th  no  exp l i c i t  concep tua l

m o d i f i c a t i o n , and  does  no t  bo ther t o  i d e n t i f y  t h e m  f u r t h e r  u n l e s s

contradictory inferences resul t  from them later on. This token of #FLUID

stands  fo r  the  f lu id  wh ich  i s  cur ren t ly  in  “Andy”‘s d i a p e r .  N o w  o n l y  t h e

person referent remains to be solved,

U s i n g  i t s  s t a n d a r d  i n t e r s e c t i o n  s e a r c h ,  M E M O R Y  u s e s  t h e  t w o

d e s c r i p t i v e  p r o p o s i t i o n s to  loca te  MC1 and flC2 a s  p o s s i b l e  c a n d i d a t e s

for the referent of  P. Since no more can be done at th is point ,  MEMORY

c r e a t e s  a concept, MC3, (which will turn out in this case to be

temporary )  whose  occurence  set (see beginning of section VI) consists of

t h e  t w o  p r o p o s i t i o n s  Dl a n d  02. I n  a d d i t i o n ,  M E M O R Y  n o t e s  t h a t  t h i s

‘ c o n c e p t  h a s  b e e n  c r e a t e d  a s  t h e  r e s u l t  o f  a n  a m b i g u o u s  r e f e r e n c e

1speci  f ical Iy, i t  adds MC3 to  the  l i s t  !REFUNESTABLISHEDI.  T h i s  d o n e ,  a
.

token of  a ’ d iaper which i  s possessed by  MC3  can nou  be created. ’  Thi  d

token too, b y  v i r t u e  o f  i t s  r e f e r e n c i n g  a n o t h e r  p o s s i b l y  i n c o r r e c t l y

ident i f ied concept in MEMORY, wi l l  be subject to reference reevaluat ion,

pend ing ident i f i ca t ion  o f  MC3.  At  th is  po in t ,  MEMORY has an in terna l

form of  the conceptual izat ion,-albei t  incomplete,  so inferencing begins.

Of interest to this example is the subproposit ion “MC3 possesses a

d i a p e r . ” Subproposit ions are  br ie f l y  d iscussed i n  s e c t i o n  V I . E31

descr i bes in more deta i l  the  methods  by  wh ich  a l l  subpropos i t ions  a re

ex t rac ted  fo r  examinat ion  by the inference mechanism. I n  t h i s  e x a m p l e
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Cl

we h a v e  a c lea r - cu t example of where a n  e x p l i c i t - p e r i p h e r a l

subpropos i t ion  p lays  a  ma jo r  par t  in  the  unders tand ing  o f t h e  e n t i r e

concep tua l i za t ion : one inference memory can make from

hPOSSx X: ((ISA X #PERSON)1  Y:UISA Y #DIAPER)))

w i t h  a  h i g h  d e g r e e o f  c e r t a i n t y  i s t h a t  t h e  p o s s e s s o r  i s  a n  i n f a n t ;

name I y:

(AGE X #ORDERMONTHS)

U#ORDERMONTHS  is a “fuzzy” concept which wi II match any durat ion concept

w i t h i n  i t s  “ f u z z y ”  I  i m i  ts). The proposition (AGE MC3 #ORDERMONTHSI  is

therefore added to MC3’s  occurence set ,  and other inferencing proceeds.

E v e n t u a l  Iy, a l l  i n f e r e n c i n g  w i l l  d i e  o u t  o r  b e  s t o p p e d  b y  d e p t h

c o n t r o l s . A t  t h a t  p o i n t , M C 3  i s  d e t e c t e d  a s  s t i l l hav ing  been

unestabl ished, so reference establ ishment i s aga in  under taken .  Th is
.

l �_

t ime, however, n e w  information’is  a v a i l a b l e ’ w h i c h  r e s o l v e s  t h e  c o n f l i c t :  ’ ’

the AGE predicate is recognized as matching the AGE proposition stored

o n  t h e  o c c u r e n c e  s e t  o f  MCl. M C 3  h a s  t h u s  b e e n  i d e n t i f i e d . I ts

occurence set , which has probably been augmented by other inferences, is

then  merged  w i th tha t  o f  MC1 t o  p r e s e r v e  a n y  a d d i t i o n a l  i n f o r m a t i o n

commun ica ted  by the input or its inferences and MC3 is purged. Final Iy,

al I s u b p r o p o s i t i o n s  o f t h e  o r i g i n a l i n p u t  a r e  r e s u b m i t t e d  t o  t h e

inferencer  in hopes of generating new information by making use of MCl’s

now-accessab le  occurence  se t . Dupl icated information is immediately
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rejected on this and subsequent passes. This procedure is repeated until

no new informat ion turns up. At  tha t  po in t ,  any  un ident i f ied  re fe rences

are communicated external ly  in the form “X who?” or “uhat  X?”
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