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We examine the  o r ig ina l  goa ls  o f  genera t i ve  l ingu is t i c
theory. We suggest that these goals uere well defined but
misguided with respect to their avoidance the problem of
model I ing performance. With developments such as
Generative Semantics, i t  i s  no  longer  c lear  tha t  the  goa ls
a r e  clearly de f ined.  We argue tha t  i t  i s  v i ta l  fo r
l ingu is t i cs  to  concern  i t se l f  w i th  the  p rocedures  tha t
humans use in language. We then introduce a number of
bas ic  human competencies,  in the field of language
understanding, understanding in context and the use of
in fe ren t ia l  i n fo rmat ion ,  and  a rgue  tha t  the  mode l l i ng  o f
t h e s e  a s p e c t s  o f language understanding requ i res
procedures of a sort that cannot be easi ly accomodated
within the dominant paradigm. In particular , we argue
that the procedures tha t  wil I be  requ i red  in  these  cases
ought  to  be  l ingu is t i c , and that the simple-minded
importat ion of techniques f r o m  l o g i c  m a y  c r e a t e  a
l inguist ics in which there cannot be procedures of the
requ i red  sor t .
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I. What  i s  a  l ingu is t i c  theory  bes t  cons idered  to  be  a

theory  o f? Let us begin by asking what the original goal of

modern l ingu is t ics  was u h e n  Chomsky,  began d i rec t ing i t s  c o u r s e .

We c a n  s t a r t  p r o f i t a b l y f r o m  Chomsky’s v i e w  t h a t  a  l i n g u i s t i c

t h e o r y  i s  a  “ t h e o r y  o f  a  l a n g u a g e  L”, a n d  t h a t  s u c h  a  t h e o r y  i s

scient i f ic in the normal sense of that word:

“A grammar of the l a n g u a g e  L i s  e s s e n t i a l l y a  t h e o r y

of L. Any  sc i en t i f i c t h e o r y  i s  b a s e d  o n  a  f i n i t e  n u m b e r  o f  ob-

servat ions, and i t seeks to relate the observed phenomena and to

predict  new phenomena by construct ing general l a w s  i n t e r m s  o f

h y p o t h e t i c a l  c o n s t r u c t s .  .  .  S i m i l a r l y  a  g r a m m a r  o f  E n g l i s h  i s

based on a f in i te corpus of  ut terances (observations), and i t  wi I  I

c o n t a i n ce r ta in  g rammat i ca l r u l e s  ( l a w s ) ’  stated i n  t e r m s  o f  t h e

p a r t  icular p h o n e m e s ,  p h r a s e s ,  e t c .  ,  o f E n g l i s h  ( h y p o t h e t i c a l

c o n s t r u c t s ) . T h e s e  r u l e s  e x p r e s s  s t r u c t u r a l re la t ions  among

t h e  s e n t e n c e s  o f the corpus (predict ions).  ”

Fair Iy s t ra igh t fo rward considerat ions tel l  against t h i s  u a y

o f l o o k i n g  a t transformational grammars. For, in the case of

s c i e n t i f i c  t h e o r i e s cast in standard hypothetico-deductive form,I

the re i s a well-understood not ion o f what  i t  i s  to  d isconf i rm a

p a r t i c u l a r  t h e o r y . There  a re  d i f f i cu l t ies  about  mak ing  th is  no t ion

o f d iscon f i rmat ion prec i se; nonetheless there is general agreement
L

about  bo th  i t s  fo rm and i t s importance. B u t  C h o m s k y ,  i n  t h e
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q u o t a t i o n  a b o v e , h a s  f o r m u l a t e d  t h e  t h e o r y  o f  t r a n s f o r m a t i o n a l
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g r a m m a r  ao as  to  ru le  ou t  the  poss ib i l i t y  o f  d isconf i rmat ion ,  When

d e s c r i b i n g what  an  ‘u t te rance ’ is for the purpose of inclusion in a

‘ c o r p u s ’ , Chomsky makes clear that  he is not  going to include uhat

appear to be utterances, b u t  uhich a r e  s t r i n g s  c o n t a i n i n g

‘g rammat i ca l  m is takes ’  [II . The not ion of  ‘grammat ical  mistake’

is def ined with respect to the grammar in quest ion, so that there can

i never be a re jet ted grammar.

i W h a t  u e  h a v e shoun non-predict ive, and therefore not

c-- s c i e n t i f i c in the desired sense, are what Chomsky calls ‘competence

i
theories’  , BO p e r h a p s  w e  c a n  p e r s i s t  a  l i t t l e  w i t h  t h e  q u e s t i o n  o f

w h a t  a  l i n g u i s t i c  c o m p e t e n c e theory  is  a  theory  o f ;  g iven that  i t

L
i

i

cannot , b y  d e f i n i t i o n  f o r  C h o m s k y ,  b e  b r o u g h t  i n t o  d i r e c t  c o n t a c t

w i t h  h u m a n  b e h a v i o r  (for that  is  the scope of ’  ‘performance’) ,  and is

no t  in tended to  be  a  b ra in  mode l  e i the r  (. .  .  “ the  deeper  absurd i ty

of regarding the system of generat ive rules as a point-by-point model

f o r  t h e  a c t u a l  c o n s t r u c t i o n  o f  a  s e n t e n c e  b y  a  s p e a k e r ”  121 , uhers

we are  tak ing  the  “po in t -by -po in t ”  phrase  to  mean someth ing  tha t

could be no other than a brain model.

T h e  f a c t  o f  t h e  m a t t e r  i s  t h a t  l i n g u i s t i c  t h e o r y ,  a p a r t  f r o m

i t s  t r a d i t i o n a l  c l a s s i f i c a t o r y  a n d  c o m p a r a t i v e  c o n c e r n s ,  j u s t  w i l l

n o t  f i t  i n t o  a n y  a c c e p t a b l e  f o r m f o r  b e i n g “scient i f ic”. The

c l a s s i f i c a t o r y  c o n c e r n s  w e r e  a n d  a r e  s c i e n t i f i c ,  i n  exactly  t h e  w a y
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t h a t  L i n n a e u s ’  p l a n t  c l a s s i f i c a t i o n  w a s  s c i e n t i f i c  i n  i t s  t i m e . But

l i n g u i s t i c s cannot be forced into some other paradigm of science, at

the present t ime, such as that of the hypothet ico-deductive theory.

I f  a  l i n g u i s t i c  t h e o r y i s  n o t  a  s c i e n t i f i c  t h e o r y  i n  t h e  n o r m a l

sense, and is not a theory of human behavior or of t h e  b r a i n , then

what is i t? What could be meant by the only reply lef t  open, ‘uell,

then, it is a n o n - s c i e n t i f i c t h e o r y  o f  a  l a n g u a g e . ’ We would

m a i n t a i n  t h a t  Chomsky’s  t h e o r i e s  h a v e  a l u a y s  b e e n , in a sense,

theor ies  o f  p roduc t ive mechanisms or  a lgor i thms. A  p e r c e p t i v e

r e m a r k  o f  P u t n a m ’ s  ui I I  i l lustrate the point:

II
. . . . the reader. . . may go through a work I ike Chomsky’s

Syntac t ic  S t ruc tu res  care fu l  I y , a n d  n o t e  t h a t  a t  n o  p l a c e is the

assumption e m p l o y e d  t h a t  t h e  c o r p u s of utterances studied by the

linguist was produced by a conscious organism’. 1121

We can br ing  th is  observa t ion  up  to  da te  by  quot ing a m o r e

recen t statement of  Chomsky’s on the nature and role of a grammar

(that is to say a theory of  competence):

II
. . l . by a generative grammar I mean simply a s y s t e m  o f

rules that in some expl ic i t  and wel l  def ined sense assigns structural

descr ip t ions  to  sen tences .  .  .  .  .  The  te rm ‘genera te ’  i s  fami l ia r  in

t h e  s e n s e in tended here  in  log ic ,  par t i cu la r ly  in  Pos t ’s  theory  o f

combina to r ia l  sys tems” .  121

These quotations are only t o  r e m i n d  t h e  r e a d e r t h a t  t h e

3



a l g o r i t h m i c , o r  d e v i c e  o r i e n t e d ,  w a y o f  t a l k i n g  a b o u t  l i n g u i s t i c

t h e o r i e s  i s  a l r e a d y  familar,  a n d  i s  u t t e r l y  d i f f e r e n t  f r o m  m o d e l ,

L. p s y c h o l o g i c a l  e n t i t y ,  s c i e n t i f i c  t h e o r y ,  o r  r e a l i t y  i n  t h e  b r a i n ,

L
modes of  ta lk .

C
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L

Chomsky’s own comparison with Post ’s logic makes t h e  p o i n t

prec i se: Pos t ’s  log ic  was produc t ive ,  o r  genera t ive ,  in  the  s imp le

old-fachioned sense of  those uords. S u c h  a  l o g i c  c o n s i s t e d  o f

r u l e s , wr i t ten  w i th  shor t  le f t -hand s ides  and long  r igh t -hand ones ,

and produced progressively longer objects called theorems, and so, in

the I inguistic case, correct  sentences. Because of the progressive

obfuscat ion of  the term “generate” in recent years. i t  i s ’ important

t o make t h i s s i m p l e  p o i n t clear8 t h a t  Chomskyan g e n e r a t i v e

l inguist ics began as a system of rules for producing sentences.

Chomsky ’s  o r ig ina l self-imposed task then, was the

,c

,
L

d e s c r i p t i o n of a mechanism tha t  wou ld  genera te  a l l  and  on ly  the

language s t r ings  sa t i s fy ing  some c r i te r ion  o f  cor rec tness . That

i

I

i

remains the fundamental descr ipt ion of what Chomsky  was aiming at,

even though it is now called “weak generative c a p a c i t y ,  ” a n d  t h e

cr i te r ion  o f  co r rec tness  i t se l f  has  wobb led  a bi t  over the years,
c

There seems to b e  a  c o n t i n u i n g  c o n f u s i o n in cu r ren t

.  l i n g u i s t i c s  o n  t h i s  p o i n t ,  i n  t h a t ,  i n  t h e i r  e a g e r n e s s  t o  d i s c l a i m

any intent ion to model the mind, brain,  or other processes of an

ac tua I speaker, some linguists have gone too far and disavowed the

4c
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o r i g i n a l not ion of  sentence product ion as uel I. T h e  task of the

l inguist is then thought to be no more than assigning descript ions to

i nd i v i dua l sentences, though by methods which must remain wholly

myster ious i f  h e  h a s  a l r e a d y  r e j e c t e d  a l l  a c t u a l  a n a l y t i c  o r

p roduc t i ve  a lgor i thms.

The  ueakes t  fo rm o f  th i s  doc t r ine ,  i f  we  tu rn  now to  cur ren t

I inguistics, i s t h e  i n f o r m a l  u s e  o f  w o r d s  l i k e  “ b l u e p r i n t ”  t o

descr ibe the  func t ion  o f  competence : a grammar is then a blueprint

“ r e f e r r e d  t o  i n  t h e  c o n s t r u c t i o n  o f  s e n t e n c e s ” . This way of

speaking cap tu res  the  uors t  o f  a l l  poss ib le  wor lds ,  in  tha t  i t  l acks

even the def ini te falseness of those who, wrongly, as one of u s  h a s

argues e I sewhere, U91 speak  o f  modei in  th is  contex t .  To  speak o f

a model is to commit oneself ,  as i t  is  to a lesser degree to speak of

a  t h e o r y , and, as we wi l l  argue below at length, to to speak of the

c o n s t r u c t i o n  of. p r e c i s e b o d i e s  o f  a n a l y t i c  o r  g e n e r a t i v e  r u l e s

commits oneself i n  t h e  m o s t  p o s i t i v e w a y  a t  t h i s  s t a g e  o f  t h e

d e v e l o p m e n t  t h e  d i s c i p l i n e  o f  l i n g u i s t i c s , But the talk of

- “ b l u e p r i n t s ” commits one to nothing, and seems to us to attach itself

t o  n o  p r e c i s e  a c t i v i t y  a t  a l l .

A good place to look, i f  we ask what is the goal o f  c u r r e n t

‘I inguistic t h e o r y , i s  t o  t h e  s c h o o l  o f  g e n e r a t i v e  s e m a n t i c i s t s .

Lakoff  [71 descr ibes  the i r  en te rp r ise  as  fo l lows :

“Generat ive semantics TGSI c l a i m s  t h a t the under ly ing

5
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grammatical s t ruc tu re o f  a  s e n t e n c e i s  t h e  l o g i c a l  f o r m  o f  t h a t

sentence, and consequent ly that the rules relat ing logical f o r m  t o

surface form are exact ly  the ru les of  grammar,  ”

It may well be  the  case  tha t  cer ta in  o f  the  ru les  to  wh ich

Lakoff  has draun attent ion in his paper do have a part  to play in any

genera I language-to- logic translation AND in any reasonably general

grammar, of whatever sort . But  tha t  i s  a  fa r  c ry ,  o f  course ,  f rom

the  burden o f  p roo f  requ i red  by  the  “exac t l y ”  in  the  las t  quo ta t ion .

I f  i t  i s  rep l ied  tha t  the  quota t ion  expresses  on ly  a  con jec ture ,  then

i t seems a false one, s ince  i t  i s  no t  hard  to  f ind  - - - - fo r  two such

p r i m a  f a c i e  d i f f e r e n t  t a s k s  a s grammatical product ion, and

t r a n s l a t i o n  o f l a n g u a g e  t o  l o g i c - - - - examples of  ru les that  uill

cer ta in ly  func t ion  in  one  en te rpr ise  and equa l l y  cer ta in ly  no t  in  the

o t h e r . We do not bel ieve, for example, that the grammatical i ty of

sentences containing “possibly” can require a rule relat ing that word

to some pr imit ive symbol expressing the concept of certainty. Yet

translat ion of  such sentences into modal logic wi l l  require some such

- r u l e  ( o r  t h e  c o m p l e m e n t  o f  i t ,  w h e r e  “ c e r t a i n ”  replacse  “ p o s s i b l e ”

m u t a t i s  mutandis), S u r e l y  L a k o f f ’ s con jec tu re -asser t ion  abou t

r u l e  i d e n t i t y  e x c l u d e s  t h i s  p o s s i b i l i t y ?

with G S , as with all such  theses ,  there  a re  tuo  ways  o f

l o o k i n g  a t  i t : one is to take the words as meaning what they  appear

to  mean : the other is to assume that they mean something quite

L
6
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d i f f e r e n t . The first approach gives us the TRANSLATION view, or the

CONSEQUENCE view, depending on how we take ths word “relating” in the

l a s t  q u o t a t i o n . The second approach would give the RENAMING view;

on which, when Lakoff speaks of logical form, he does not mean any

standard sense of the phrase, but rather some I inguistic s t r u c t u r e ,

e i t h e r famil iar or one of his own devising, In e i t h e r  case, on t h e

renaming view, GS would not really be about  logic at all, and

d i s p u t e s  a b o u t the GS thesis would be wholly an internal matter for

I inguistics. When Ghomsky  [33 wr i tes  o f  G S  as “ n o t a t i o n a l  v a r i a n t ”

of his own York, he is taking what we cal l  the renaming view.

The consequence view is  the  most  obv ious  poss ib i l i t y ,  namely

tha t  the  “ re la tes”  i s  by  in fe rence , v a l i d  o r  otheruise, a n d  that the

well-formedness of sentences is settled by whether or not they can be

in fe r red  f rom l o g i c a l  f o r m s . Much of the evidence for this

assumption i s circumstantial because Lakoff rarely discusses GS i n

genera I terms. But i t  i s  r e i n f o r c e d  b y  h i s i n t r o d u c t i o n  o f  r u l e s

lear that there  i s  more  to  represen t ing

logical forms of  sentences” [ibid].

to  ru le  ou t  the  t rans la t ion  v iew:  tha t

or “backbone”, or sentences and can be

o f  t rans la t ion . The translat ion view

also becomes less plausible when one remembers how much o f  L a k o f f ’ s

work i s about inference: if GS were  rea l l y  about  t rans la t ion  in to

o f inference w i th “It is c

meanings than simply providing

T h a t  q u o t a t i o n  s e e m s  t o  u s

logical forms are the meaning,

re lated to them by mere ru les

7
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l og i ca l  f o rm, then  in fe rence wou ld  have  no  p lace at all in a

d iscuss ion  o f  na tu ra l  log ic . So then, the consequence view must be

L a k o f f ’ s  v i e w ,  i f he has a firm view.‘ T w o  clear  and s i m p l e

c o n s i d e r a t i o n s  t e l l  a g a i n s t  itr

(11 T h e r e i s n o  c l e a r  n o t i o n  available of i n f e r e n c e  t h a t

g o e s  f r o m  l o g i c a l f o r m s  t o sentences. Rules t h a t  c r o s s

the logical  form-sentence boundary are ru les of  translation.

(2) T h e r e i s  t h e  p r o b l e m  o f  “ r e v e r s e d i rec t  ion” :  how

cou ld  we  analyse  sentences w i th reverse inference rules to produce

f a l s e h o o d s ,  a s  i n  ‘ i f this is not colored then it is not red. ”

What  poss ib le  in te rp re ta ion could we at tach to such a p rocedure  in

t h e  c o n t e x t  o f  G S ?

This last is the key point for the underlying question

we are d iscuss ing. The doubtful word in the d e f i n i t i o n  o f  G S  i s

“ r e l a t e ” : it has al I t h e  direct\ional  amb igu i  t y  o f  “genera te” .

However, i n  n a i l i n g  h i s colors to the mast o f  l o g i c , and to

a l o g i c o f  i n f e r e n t i a l relat ions at  that ,  Lakoff  has also,  perhaps

- unknowingly, committed himself to sentence production as t h e  r e a l

goal of h i s  I  inguistic theory s i n c e ,  a s we have shown,

inference rules simply cannot be reversed to yield analysis rout ines.

.  Y e t ,  n o n e t h e l e s s  a s  w e  s h a l l  a r g u e  i n  t h e  n e x t  s e c t i o n ,  i n f o r m a l

sentence-by-sentence analysis i s what generative semant ic is ts

a c t u a l  Iy d o  w h e n t h e y  d o  l i n g u i s t i c s , a n d  t h i s  u t t e r  c o n f u s i o n

8
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between proclaimed and actual goals is one o f  the  mos t  vu lne rab le

spots i n  t h e  a r m o r  o f  m o d e r n  l i n g u i s t i c s .

Fur thermore, a l t h o u g h  l i n g u i s t s i n s i s t  t h a t  w h a t  t h e y  a r e

doing is a direct ionless relat ing of  sound and meaning, i t i 91, i n

f a c t , extremely d i f f i c u l t  t o  r e l a t e  s o u n d s  t o  m e a n i n g s  ( i n  t h a t

order) using transformational grammar, I f  d e l e t i o n  t r a n s f o r m a t i o n s

are allowed, the task is  s imply impossible mathematical ly, I f  n o t ,

the nature of  many-to-one mapping makes the prObl8m  of finding a path

from sound to meaning to be so much one of trial and error as to be

useless as a-basis for a precise theory.

Thus, we claim, t h a t  g e n e r a t i v e  l i n g u i s t s  a r e  w o r k i n g  o n  a

task  to  wh ich  they  cannot  p rov ide  any  reasonab le  so lu t ion  ,  g iven

t h e i r  i n i t i a l  a s s u m p t i o n s .

II. In sp i te  o f  what  we argued i n  the,  l a s t  s e c t i o n

a b o u t  t h e  t h e o r e t i c a l  p r o b l e m  o f revers i ing TG and GS r u l e s ,

i t i s  t h e  p r o c l a i m e d goa  I o f  m o s t  c u r r e n t  l i n g u i s t i c theory  to

make explicit the underlying competence of speakers of a language by

a s s i g n i n g  a n in terpre ta t ion and s t ruc tu ra l description t o

grammatical sentences.

Let us look at the process by wh ich  a  genera t ive  l ingu is t

a c t u a l l y  d e c i d e s  w h a t  t h e  i n t e r p r e t a t i o n  a n d  s t r u c t u r a l  d e s c r i p t i o n

o f  a  g iven  sentence is . F i r s t t h e  l i n g u i s t cons i der s the

sentence, and dec ides o n  i t s meaning in h is own mind. He then

i
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wr i tes, a c c o r d i n g  t o the ru les for creating s t r u c t u r a l

d i agrams, a s t r u c t u r a l  d e s c r i p t i o n f o r  t h e  m e a n i n g o f  t h a t

sentence. If  he is now t o  g o  f u r t h e r  w i t h  t h i s  s e n t e n c e  h e  w i l l

a d d r e s s  h i m s e l f  p r i n c i p a l l y  t o  t w o issues. F i rs t ,  what  wou ld  be

t h e  f o r m  o f  t h e  e x p l i c i t r u les tha t  wou ld t r a n s f o r m  t h i s

s t r u c t u r a l d i agr am i n t o  a  s u r f a c e  s t r u c t u r e f o r  t h i s  s e n t e n c e ?

Second, how do t h e  r u l e s  t h a t  w o u l d  h a v e  t o  b e  c r e a t e d to do

t h e  f i r s t  t a s k  c o n f l i c t  w i t h  w h a t  t h e  s a m e  g r a m m a t i c a l  r u l e s  a n d

s t r u c t u r a l diagrams have been previously understood to be?  Tha t
-_

i s , m u s t  t h e  r u l e s  f o r  w r i t i n g structural diagrams be mod i f ied ,  o r

must those used for assigning surf ace s t r u c t u r e  b e emended i n

order to have a consistent theory?

If this is, in fact, a  fa i r  descr ip t ion  o f  the  p rocedures  o f

generat ive  I  ingu is ts , i t  i s  in teres t ing  to  inqu i re  what i s  a c t u a l  I y

b e i n g  d o n e , as opposed t o  w h a t  t h e  s t a t e d  a i m s  o f  g e n e r a t i v e

1 inguistics a r e . A basic premise of generat ive theory is that rules

a r e  t o  b e  g i v e n  t h a t “relate” deep structures to surface structures

e w i t h o u t  r e g a r d t o  t h e  d i r e c t i o n  o f  t h i s re la t ionsh ip . DO

genera t ive  l ingu is ts  ac tua l l y  p rov ide  such ru les?

The answer  i s  tha t  they  most  cer ta in ly  do  no t , The actual

grammar ru les to be found in any generat ive grammar are uni formly

o n e - d i r e c t i o n a l . T h e y  proceded from deep structures to surface

s t r u c t u r e s  a n d  t h a t  i s  a l l . We may assume that a generative grammar

10



is n o t  real  Iy i n t e n d e d  t o  r e l a t e  s u r f a c e  s t r u c t u r e s t o  d e e p

structures since no hint  of  a possible procedure for doing t h i s  h a s

i

ever g i v e n  b y a l i n g u i s t i c t h e o r i s t work ing  on generative

grammar. And, as we argued in section 1 , this omission ie no
-

act i dent because , on a “consequence” interpretation of GS, s u c h

rc

rules could not be given.

B u t ,  i n  f a c t , generative grammarians do not a c t u a l l y  Mrite

grammars which map deep s t r u c t u r e  i n t o  surface  structures  either.

Although some few attempts have been made to write such a grammar,

L-

I

i

there is actual ly  no complete grammar available to someone  who might

w a n t  t o  u s e  i t .

So what do generative grammarians do after all? What  they

r
L

actua l l y  do  i s  work  on  an  in fo rma l  theory  o f  semant ic  o r  syn tac t i c

representa t ion  , and  d iscuss  the  p rob lems in  vo lved  in  relatingfin

L one d i r e c t i o n ) t h i s representat ion to what is considered a

r

1

L

i

i

grammat ical  s t ructure.

So, s ince generat ive grammarians actually  work on p r o d u c i n g

semantic and syntact ic representat ions of surface sentences, they are

in  fac t  do ing  ana lys is  ra ther than generat ion, a l  though they  a re

mak ing  no attempt to specify the procedure by which they do such an

a n a l y s i s . T h u s  g e n e r a t i v e  g r a m m a r i a n s  w r i t e  structural  diagrams

c f o r  s e n t e n c e s ,  y e t  t h e y  m a k e  n o  c l a i m  t o  k n o w  h o u  t h e y  d o  t h i s

a n a l y s i s . Ye t  the  fac t  tha t  the  ‘deep s t ruc tu res ’  fo r  sentences are

, 11
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a r r i v e d at  ana ly t i ca l l y  imp l ies  tha t  the  ques t ion  o f  ana lys is  shou ld

be  cen t ra l  fo r  genera t i ve  l ingu is ts , even if it is only dealt with

informal  Iy,

This leads to the q u e s t i o n  o f  what a n  analytic  l i n g u i s t i c

theory would have in common w i th  a  genera t i ve l i n g u i s t i c  t h e o r y

s h o u l d  b o t h  e x i s t . This problem was tackled by computational

l i n g u i s t s  i n  t h e  e a r l y  d a y s  o f mechanical  translation  research.

Of ten  the  approach  was  to  use  p rec ise ly  the  same rulee  for analysis

as  fo r  genera t ion , by simply reversing them. O t h e r s  t r i e d  t o  h a v e

separate sy&ems  for each process with a system of t ransfer rules to

t a k e  t h e  o u t p u t  o f  t h e  a n a l y t i c  r o u t i n e  i n t o  t h e  b a s e  o f  t h e

genera t ive  rou t ine . Clear ly l inguists do this informal ly when they

wr i te generative grammars. That is, t h e y  f i r s t  a n a l y z e  i n t o  t h e

semant ic  represen ta t  ion  ( S.R. 1, wr i te  i t  down and use i t  to  th ink

abou t  genera t i ve  g rammars . If l i n g u i s t s  d o  t h i s ,  a n d more

i mpor tant I y i f speakers of a language do this, then the problem of

deciding what is necessary for an S.R. for  a generat ive grammar,

e i s at  least part ia l ly dependent on the speaker ’s analyt ic procedure,

T h a t  i s , i f  certain things are necessary for an S.R. i n  o r d e r  f o r

i t to be an adequate analysis, then it is reasonable to assume that

this analyt ic base could also be u s e d  a s  a n  e f f e c t i v e  g e n e r a t i v e

base, and that it should be used as such. In o t h e r  w o r d s ,  i t  i s

possible to decide the adequacy of  a part icular base for a genera t ive

12
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grammar on the adequacy of that base as an output from an analytic

procedure.

L ingu is t i c  theory  shou ld  be  concerned w i th  bo th  ana lys is  and

generat  ion. Any  rea l l y  adequate  theory  shou ld  p rov ide  a  base

component that  is capable of  not  only analyzing and generat ing but

a l s o connecting with a memory that could provide the input to the

generat ive procedure and operate on the output of  the analyt ic one .

In  p rov id ing  a  de ta i led , programmable base that is useful for

a n a l y s i s a n d  generat  ion, p r o b l e m s  a r i s e  t h a t  s h e d  l i g h t  o n  t h e

ques t  ion  o f  the  adequacy  o f  cur ren t  genera t i ve  theor ies . For

example, a good analysis of  a sentence often contains references to

i tems tha t  a re  no t  exp l ic i t l y  p resent  in t h e  s u r f a c e  structure o f

t h a t  s e n t e n c e , which would indicate that representat ions containing

more i n f o r m a t i o n  a r e to be preferred over less expressive

representa t ions . ( T h i s  uill be  d iscussed fu r ther  in  sec t ion  7. I

I f  a n  a n a l y t i c  p r o c e d u r e  i s  t o  a d d  a d d i t i o n a l  i n f o r m a t i o n  i t

must  con ta in  p red ic t i ve  mechan isms so  tha t  i t  i s  poss ib le  to  know

w h e n  t h a t  i n f o r m a t i o n  i s  n e e d e d . Thus, t h e  S.R. used fore

analysis must be e x p l i c i t l y  d e f i n e d  so that it can direct the

a n a l y s i s  b y  l o o k i n g a t  e i t h e r  t h e  s e n t e n c e  o r i t s  memory  fo r

.  i n f o r m a t i o n  t h a t  i s  p r e d i c t e d  f r o m  t h e  c o n t e x t  b y  t h e  f o r m a l  b a s e

s t r u c t u r e .

People who work with computers knou that an analysis used in a

13
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conversation program that cannot make the 1 ikely i n f e r e n c e s  w i l l

cause the program to function unintell igently. Fu r the rmore ,  humans

who cannot make appropriate inferences do rather  a bad job of

understanding things said to them. The fact  is that in fe rences  a re

an impor tan t  par t  o f  the  l ingu is t i c  p rocess  and l ingu is t i c  theory  has

t o  deal w i t h  t h e m . However, while some linguists would agree with

t h i s  p o i n t , f e u  w o u l d  a l l o w  t h e i r  t h e o r y  to make  inferences that a r e

o n l y  p o s s i b l y  t r u e . The fact that inferences can be wrong should

not be a deterrent to making them within the context of  a l i n g u i s t i c

mode I . Peop le  m is in fe r  all  the time;they  cor rec t  themse lves  when

they are wrong, b u t  t h a t  i s  t h e  n a t u r e  o f  c o n v e r s a t i o n , It i s

abso lu te ly  necessary  tha t  l ingu is t ic  theory  dea l  w i th  th is  ab i l i t y  as

p a r t  o f competence, a n d  n o t  r e l e g a t e it to the S i b e r i a  o f

per for niance. tie shall argue now that, although making inferences is

essent ia l  to  an  adequate  l ingu is t i c  theory , t h e  c u r r e n t  g e n e r a t i v e I

pa rad igm s imp ly c a n n o t  accomodate  th is  poss ib i l i ty  in  a  ser ious way

and that is one of the main things wrong with i t .

III. I n  t h i s  p a p e r ,  o u r main aim is to set out, in sketche

form, what we feel  the goals of  an adequate l inguist ic theory should

b e  a t  t h e  p r e s e n t  t i m e . Here we would argue that it is a new sort

.  o f  l i n g u i s t i c  t h e o r y  w e  n e e d ,  a n d  t h a t i t i s a mistaken act of

despera t i on to  look ,  as the  genera t ive  semant ic is ts  do ,  to  log ic  to

prov ide  what  l ingu is t i cs  cannot ,

14



Let us make this point by looking close at what Lakoff  m e a n s

b y  a  n a t u r a l  l o g i c .

c

i

Lakof f  wr i  tes  171:

“(iv) We IJant a logic in which al I the concept8 express ib le

in natural language can be expressed unambiguously, that is, in which

al l  non-synonymous sentences. .  .  .  have di f ferent logical  forms.

1.

i
i

I
L-

L
r
L

i-

(v) We want a logic which is capable of account ing f o r  a l l

c o r r e c t inferences made in natural language and which rules out

i ncorrec t ones. We wi l l  cal l  any logic meet ing the goals (above) a

“na tura I I og i2 “.

A g a i n  [ i b i d .  1

“In natural logic. + . . l og ica l  equ iva lences  cou ld  no t  j us t

be  arb i t ra r i l y  se t  down: rather they would be just those necessary to

charac te r i ze t h e  n o t i o n  “ v a l i d  i n f e r e n c e ”  f o r  n a t u r a l I anguage

I

L
arguments”.

A n d  a g a i n  [ i b i d .  1:

. “ N a t u r a l  l o g i c ,  t a k e n toge ther  w i t h  l i n g u i s t its, is the

d empirical study of the nature of human language and human reasoning”.

This al l  sounds a very nice idea, and general ly a good thing,

but what does i t  real ly come to? These  quo ta t ions ,  fo r  example ,

‘ t a k e n  t o g e t h e r , express a curious ambivalence towards formal logic

that runs r ight through that paper 171. He wr i tes of a natural

l o g i c in terms of the general study of human reasoning, but the fact

15
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i s  tha t  most  rea l  human reason ing  i s  o f  a  sor t  tha t  i s  o f  in te res t  to

no one bu t  psycho log is ts , and sometimes psychiatrists. Real people

argue much of  the t ime along the I  ines of  “That man has a squint ,

the re fo re he probably uants to mug me”. And, of course, sometimes

they  are  r igh t  in  such  in fe rences . T h e  n o t i o n  o f  i n f e r e n c e ,  a s

such, has no real  logical  content : inferences are just  the inferences

that  people actual ly  make. Phi losophers from Moore [ill t o  Lakoff

[ i b i d .  I, h a v e  c r i  t i c i s e d t h e  b a s i c  c o n n e c t i v e  “D”, o f  m a t e r i a l

i m p l i c a t i o n , in the Proposit ional Calculus, on the grounds that i t  in

no way expressed t h e  n a t u r a l  u s a g e  o f  “ i f .  .  .  t h e n ”  i n  o r d i n a r y

language, because it allow3 any statement to imply any other, as as

l o n g  a s the  f i rs t  i s  no t  t rue  wh i le  the  second is  fa lse . In t h e

Propos i t i ona l  Ca lcu lus  one  cou ld  t ru ly  say  tha t  “The  Apo l lo  space

craf t  is  near ing the moon” impl ies ” 1 have a head-ache coming on”, i f

i n d e e d  I do. B u t ,  m o r e  s e r i o u s l y ,  L a k o f f  a l s o  r e f e r s , in the.

passages quoted, to “val id” and “correct” inference when setting out

w h a t  a  a  n a t u r a l logic is to be. “Va I id” i s  a r e a s o n a b l y

wel l -understood term and covers such inferences as “al l  f ’s  are g and

al I g’s are 1, therefore al  I  f ’s are I” ,  as wel l  as those I  ike “John

i s a younger son, therefore John has a brother”.

W e  c a n  e a s i  Iy cons t ruc t  a  sense  o f  “ co r rec t ”  i n fe rence ,  too ,

d i f f e r e n t  f r o m  t h a t  o f  “ v a l i d  i n f e r e n c e ”  b u t  stil i o f  i n t e r e s t  t o

l o g i c . For examp I e, and to use an old log ical  f a v o r i te, we can

16



i n fe r  f rom “This is a creature with a heart”  that “This is a creature

w i t h  a  l i v e r ” . We can  do  th is  because  the  missing premise  i s

‘-

I

u n i v e r s a l  ly t rue , s ince  a l l  c rea tu res  w i th  hear ts  do  as  a  mat te r  o f

f a c t  h a v e I ivers, t h o u g h  t h i s inference does not depend on the

L
meanings of words as does the “younger son” case. But such

inferences wi I I be  cor rec t  in  tha t  they  w i l l  (wh i le  the  wor ld  s tays

roughly the same as now) al ways I ead from true prem i ses to t rue

i conc lus ions , a n d  s o a  “na tu ra l  l og ic ” should probably be concerned

ui th them. B u t ,  a n d  t h i s  i s  o u r  p o i n t ,  w h a t  d o e s  L a k o f f  t h i n k

L l o g i c i a n s , traditional and modern, have been up to for centuries, i f

no t  the  d iscuss ion and invest iga t ion  o f such v a l i d , and sometimes

c o r r e c t , inferences?

i To be prec  i se, does Lakof f present any valid o r  co r rec t
L

L

fb

L

inferences in his paper,  as part  of  a proposed natura I logic, tha t

have not. been extensively discussed by logicians in the normal course

o f  t h e i r  j o b ? We would think not,  and this leaves us puzzled as to

what  Lakof f  in tends  the  d is t inc t i ve  cont r ibu t ion  o f  h is  na tura l  log ic

to be.

t
c

L

NOIJ there are indeed inferences to be found i n  Lakoff’s

paper, that are real  world inferences, but would not be found in a

.  l o g i c  b o o k . However, they also have the drawback mentioned earlier,

i-
that they are not val id,  or even correct,  in the sense def ined above,

L a k o f f  w r i t e s  [ i b i d .  1:

i
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t
L! ” (34) a. Nixon refused to trb to shut Agnew up. . . . 134a)

e n t a i l s  135aL .  .  (35)a. Nixon didn’t try to shut Agnew up”.

I f  L a k o f f  i s  u s i n g  “ e n t a i l ”  i n  i t s  n o r m a l  s e n s e t o  c o v e r

val id inferences, those where the consequent must be true i f  the

antecedent  i s , t h e n  iJhat he claims is just  not so. To  re fuse  to  do

someth ing  i s  to  dec l ine , to perform a verbal act, and is so described

i n b o t h Amer i can a n d  B r i t i s h  d i c t i o n a r i e s , I t  i s  p e r f e c t l y

possible to refuse to do x and then do i t ,  even though as a matter of

fact it may be usual not to do x once you’ve refused to.

A g a i n  [ibid, I, L a k o f f  a r g u e s  a t  l e n g t h  t h a t the  sen tence

“One more beer, and I ’ I I leave” is derived from a sentence containing

” i f ” such as “If I drink one more beer then I’1 l leave”, and the

L
L

L

i

i

intended f o r c e  o f the example is to show a relation of consequence

between the two sentences in the der ivat ion (of  one from the other),

i n which c a s e  L a k o f f  i s  s a y i n g  t h a t ” I f I have one more beer then

!‘t i l e a v e ”  e n t a i  I s “One more beer and I * I I leave”, But  tha t  i s  no t

SO, for one might neither have another beer nor leave, in which case

“ I f  I  h a v e  a n o t h e r  b e e r  t h e n  I ’ l l  l e a v e ”  i s  s t i l l  t r u e ,  b u t  “ I ’ l l

h a v e  o n e more beer and I ’ I I leave” la n a t u r a l  m e a n i n g  o f  t h e

consequent )  i s  fa lse , and so there can be no entai Iment, s i n c e  t h e

a n t e c e d e n t  wi th ” i f” is true, and the consequent is false.

Now, we may have interpreted the whole notion of GS wrongly

i n t h a t  t h e  d e r i v a t i o n  r e l a t i o n  there i s  n o t intended to be

c
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consequent ia l . But IF IT IS then here again is a very shaky form of

in fe rence  a t  the  hear t  o f  the  CS sys tem:  one  w i l l  j us t  no t f i t  i n t o

(L

the s tandard  log ica l  o r  l i ngu is t i c  der iva t iona l  parad igms because i t

is necessari ly making truth claims about the course of events in the

rea I uor Id. Such inferences can fit only into a paradigm that has

CL

t h e  c a p a c i t y  t o  f i n d  o u t  t h a t  i t  h a s  i n f e r r e d  w r o n g l y  a n d  t o  t r y

again.

L
Note that we are not saying for a moment that we are shedding

any I  igh t  on  d i f f i cu l t  no t ions ,  I  i ke  en ta i lment , b u t ’  onla~  p o i n t i n g

L-- out t h a t  t h e y  a r e d i f f i cu l t  and  unc lea r , have vexed logicians and

phi I osophers, and are not n ice c lean toots that  Lakoff ,  or  any o ther

i
t ingu is t , can just pick up and get to work with. They need a lot

Q
i

t

c

of conceptual cleaning up themselves, and Lakoff

being prepared to do that.

shows no s ign o f

L a k o f f ’ s  f a i l u r e  t o  p r o v i d e any sor t  o f  sys tem o f  ru les , ,

however miniaturised in scope, is an important one, a8 we argued

ear t ier. For i t  leaves an important doubt as to just what a natural

I l o g i c , or indeed a generative semantics, is i n t e n d e d  t o  accompt  i s h

L
G- uith regard to some body of sentences in a natural  l anguage . And i t

i s n o t  p o s s i b l e  f o r  L a k o f f  t o take refuge here in the

competence-performance d i s t i nc t i on and to say that of  course he is

no t  a t tempt ing  to mode I a speaker ’ s per f ormance etc. etc. ,

p r e c i s e l y  b e c a u s e that is not what he is being accused of, As we,

L
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L shal I argue in section 6 be low,  the  reques t  fo r determinateness and

precision is in no way to be confused with a demand for psycholocjcal

L

e

exp lanat ion .

It i s  p e r f e c t l y t r u e  that l o g i c i a n s  i m p o r t s t ruc tu res i n t o

t h e i r  w o r k and inform their  readers that those structures represent

i

c-

c

eL

i-

i

cer ta in  na tura l  language sentences ,  w i thou t  ever  g iv ing  a  h in t  o f  a

d e t e r m i n a t e  t r a n s l a t i o n  p r o c e d u r e  t h a t  w o u l d  t a k e  u s  f r o m  t h e

sentences to the structures. B u t  w e  d o  n o t  t h i n k  t h a t  Lakoff, o r

any other I ingu is t , could take shelter with the logicians here, for

t h e r e  i s  a n  i m p o r t a n t  d i f f e r e n c e  b e t w e e n  t h e  l o g i c i a n ’ s  e n t e r p r i s e

a n d  t h e  I  i n g u i s t ’ s . The logic ian is concerned above atI with the

f o r m a l  r e l a t i o n s  b e t w e e n  t h e  s t r u c t u r e s  h e  d e r i v e s : t h e  exact

r e l a t i o n , between the structures and the natural language they “hook

o n t o ” , i s secondary, even though vi tal ly important, But Lakof f, on

t h e  o t h e r  h a n d , descr i bes h is  task  in  te rms o f  the  p roduc t ion  o r

generat ion of sentences along with their  structures. So, f o r  h i m ,

the missing determinateness is, and must be central.

IV. What then i s  a  r e a s o n a b l e  f i e l d  o f endeavor  fo r

l i n g u i s t i c s ? We would claim that  the  s tudy  o f  mean ing  is  v i ta l l y

important  but that meaning must b e  s t u d i e d  i n  a new I ight, namely

w i t h  r e s p e c t to the actual usage of speakers.

Enormous strides were made i n  l i n g u i s t i c s when theorists

r e a l i z e d  t h a t  t h e  m e t h o d s  d e v i s e d fo r  hand l ing  phono log ica l and
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morphological da ta  wet -e  no t  necessar i l y  the  bes t  way o f  s tudy ing

syntax. A  s i m i l a r  m i s t a k e  i s  p r e s e n t l y  b e i n g  m a d e  b y  l i n g u i s t s

s tudy ing semant  i cs. Methods devised for studying syntax cloud the

issue more than they aid i t . Consider for example, McCauley’s 193

sentence ‘My buxom neighbor i s  t h e  f a t h e r  o f  t w o ’ . McCawley

considers the problem of how not to generate this sentence, or how to

mark i t  as odd.

We submit t h e s e  a r e  t w o d i f f e r e n t  p r o b l e m s ,  n e i t h e r  o f

which is helped by having to use t h e  o l d  s y n t a c t i c n o t i o n s  t o

so lve  the  semant i c  p rob lem. As a  prob lem f o r  g e n e r a t i o n ,  i t

w a s  p e r h a p s  r e a s o n a b l e  t o inquire how to not generate

sentences tha t are ‘ s y n t a c t i c a l l y bad’. Syntac t ic ians

extended the  quest  ion of grammatical i ty to include the blocking of

t h e  generat on of sentences that ’ seman t ical  ly bad’. But

the l a t t e r i s  n o t  r e a l l y a problem at al I. If we are trying to

account for the same process, we

that are meaningful

w i t h i n their own systems. A genu ine  genera t ive system that

concerned itself wi th generating semantical ly correct sentences would

be  do ing  one  o f t w o  t h i n g s . E i ther  the  genera t ion  wou ld  be  in

response to some i n p u t ,  (i. e . a quest ion or statement by another

person), in which case the semantics of concepts being used would

already be included; or the generat ion would be in response to an

the abi l i ty of humans engaged in

must recognize that. humans generate thoughts
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i n t e r n a l input and  wou ld  u t i l i ze the data base memory of the

speaker which presumab I y iif the per son iS norma  I I would have

r e l a t i o n s h i p s  betbleen the data that llere in  accord  w i th  the  speaker ’s

conceptual experience (or ‘seman t cd 1. That i s , ru les f o r

genera t ion  o f  sen tences  in  a  competen t  speaker  o f  a  language  a re

L-- dependent on an input that is already semant ical ly correct. I t  i s

s imp ly unnnecessary to worry

tical ly deviant sentences.

blocking the generation o f

Semantically deviant sentences are

L addresses the problem of the blocking of semant ical ly anomalous or

ambiguous sentences can be seriously considered as either of model of

compe  t ence or per for mance,

Another  prob I em that genera t i ve I inguists address is the
L

‘(,
m a r k i n g  o f  a sentence such as this as odd. Here again, from the

point of viei-r of  per formance,  th is  problem makes no sense, But,

iJi t h i n  a n a n a l y t i c framework i t s a problem and, as we have seen,

C

generat ive semantic ists are real  ly doing analysis, which s w h y  t h e y

cons i der the sentence a problem. An analytic system must be able to

L

c-

recognize this sentence as odd.

e l s e . I t  must  in terpre t  i t  anyway.

But then i t must something

Here then, we can have a notion

o f  an  in te rpre t i ve  semant ics . But  th is  in terpre t ive seman t i cs nius t

act as a t rue  in te rp re te r . That is, It must render an apparently

73
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anomalous sentence meaningfultby  metaphor, modification of conceptual

e x p e r i e n c e  o r whatever). This is an abi l i ty that every competent

L
speaker has. tie has it for the simple reason that nearly 1 8 0 %  o f

what he hears is meaningful , e v e n  i f  p a r t s  o f  i t  a r e  i n  v i o l a t i o n  o f

c e r t a i n  s e l e c t i o n a l  r e s t r i c t i o n s , What he has is an abi I ity to

opera te  on  v io la t ions  o f  se lec t iona l  res t r i c t ions  in  such a  way as  to

solve the problem of ‘what did he mean by that?’ This ability is by

no means restricted to superficial ly anomalous utterances. Sentences

such  as  ‘F i re ’  mus t  be  in te rp re ted  in  o rder  to  unders tand  what to do

in a dangerous si tuat ion.

What we have b een adumbrating here  i s  o f ten  made l i gh t  o f  by

l i n g u i s t s  b y  c l a s s i n g i t as a “performance” theory. Let us now look

L a g a i n  a t to what th is elusive competence-performance dist inct ion is

rea l l y  a l  I a b o u t .

v . Chomsky’ s ‘fundamental d i s t i n c t i o n ’ between.

‘competence and ‘performance’ i s  fundamenta l  on ly  inso fa r  as  one

wants to develop a competence grammar in the first place, and doing

1 . t h a t  i s  cetainly n o t  t h e  t a s k  w e have se t  ourse lves .  A l though

Chomsky may have done an adequate job of providing the basis of a

competence grammar, t h e  q u e s t i o n  a r i s e s  a s  t o  w h a t t h e  p o i n t

o f such a grammar is . Chomsky s ta tes  tha t  l ingu is t i c  theory  is

men ta l  istic in t h a t  i t  i s  c o n c e r n e d w i t h  d i s c o v e r i n g  a  m e n t a l

r e a l i t y under ly ing actual behaviour r21 . However, r e s u l t s  h a v e
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b e e n  l a r g e l y  n e g a t i v e  u h e n  a t t e m p t s  t o  p r o v e  t h e  p s y c h o l o g i c a l

val idi ty of this competence grammar have been made. Fodor and

Carre t t [41 comment:

“What is one to make of such negative findings?

The simplest move would be to deny the validity of

the experimental  procedures. .  ,  If one is to deny the

validity of such procedures in cases where they ap-

pear  to  fa i  1, it seems one will equally have to deny

their val idi ty in the cases where they appear to fai l

i t  seems one wi l l  equal ly have to deny their  val idi ty

in the cases where they appear to succeed. It is in

any event now conceivable that enough negative data

wit I eventually accumulate to make one wonder whether

i t  i s  the  theory  tha t  i s  a t  fau l t  ra ther  than the  ex-

periments. . . . . . i t  is a mistake to claim psychological .

reality for the operations whereby grammars generate

s t r u c t u r a l  d e s c r i p t i o n s .  ”

Thus, some t r a n s f o r m a t i o n a t i s t s  r e c o g n i z e  that  the i r  theory

does not make any verifiable psychological claims. Now, it is at

t h i s  p o i n t  t h a t  m a n y  wi I I  b r i n g  u p  t h e  c o m p e t e n c e - p e r f o r m a n c e

d i s t i n c t i o n  a n d  s a y : ”  b u t  o f  c o u r s e  s u c h  g r a m m a r s  m a k e  n o  s u c h

c la ims . If you think they do, you can only have misunderstood the

competence-performance distinction. For only a performance theory
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could make such claims, and we do not advocate the construct ion of

s u c h  t h e o r i e s  a t  t h i s  t i m e .  we advocate the construction of o n l y

-

c
conipe t ence theor  i es, and  they come with no such “naive mechanistic”

c la ims  a t tached” . We questioners would then be referred a remark

CL

of Chomsky’s such as : “ T o  avoid what has been  a continuing

misunders tand ing ,  i t i s  p e r h a p s  w o r t h w h i l e  t o  r e i t e r a t e  t h a t  a

generat  i ve grammar i s not  a mode I  for  a s p e a k e r  or a hearer.  ” But

L.- t h e  m a t t e r  i s  n o t  s o  s i m p l e ,  f o r  C h o m s k y  h i m s e l f  w r i t e s  i n  exacly

L-
this “naive mechanistic” mode when discussing theories.

l ingu is t i c  theor ies  as  mak ing psychological claims,

H e  writes of

but does not

i
s p e c i f i c a l l y qual i fy what he writes so as to apply Only to

performance theor ies. A  p a r t i c u l a r l y  r e v e a l i n g  e x a m p l e  i s  t h e

L fot lowing:

1

I- Obviously’ every speaker of a language has mas-

tered and internalized the generative grammar that

expresses his knouleege of his language, Th is  is

L
not to say that he is aware of the rules of the gram-

mar or even that he can become aware of them, or that

his statements about his intui t ive knowledge of his

language are necessarily accurate. E21

Again, when Chomsky cr i t ic izes, for example, Yngve’s phrase

structure grammar on the grounds that, whether or not it can generate

sentences adquately, i t could never b e  a  p r o d u c t i o n  m o d e l  f o r
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speakers  El , t h e n  i t  s e e m s  c l e a r  t h a t  h e  is again talking  in t h e

‘naive-mechanist ic mode.

L
But Chomsky cannot ta l k in t h i s mode and take

the  competence-per fo rmance  d is t inc t ion  a t  i t s  face  value, Far,

in a sense, the  d is t inc t ion  was c rea ted prec ise ly  to  exc lude th is

mode of  ta lk . We do not see these examples as mere slips of the

pen by Chomsky, b u t  t a k e t h e m  a s  i n d i c a t i v e  o f  a deep  unease

i a b o u t  t h e  d i s t i n c t i o n  i t s e l f . A c y n i c  m i g h t  s a y  t h a t  t h e  r e a l

i
L.

f u n c t i o n of the d i s t i n c t i o n  i n current l i n g u i s t i c s is to
-_

protect I  inguist ic theories, al  I  cat l e d  “ c o m p e t e n c e ” t h e o r i e s  o f

I course, from any suggest ion o f  e m p i r i c a l  t e s t . T h i s  i s  q u i t e

apparent when Chomsky def ines what is to be data for a competence

r
L theory : i t i s , b y  d e f i n i t i o n , t o  b e  grammatical  data Eli, Hence,

r of course, the whole process is c i rcular:  a competence  theory  cannot

: be  tes ted  because it is .defined  o n l y  w i t h  r e s p e c t to data that

. a l ready  con f i rms  i t . Th is  adds  to  the  d i f f i cu l t ies  we po in ted  ou t ,

L in S e c t i o n  1 above, o f  v i ew ing Chomsky’s theor i 8s as

, a sc ien t i f i c  theor ies  in  any  ord inary  sense o f  the  word  “sc ien t i f i c ” .

I t  i s  p a r t i c u l a r l y  i m p o r t a n t  f o r  u s  t o  m a k e  t h i s  p o i n t  a b o u t

; ’ t h e  e n o r m o u s  o v e r u s e  o f the competence-performance distinction in

modern  l ingu is t i cs , because we are advocat ing greater empir ic ism in

I  i n g u i s t i c  t h e o r i e s . The overuse we most object to is the

d ismissa l , b y  Chomskyans, o f  a n y  t h e o r y o r i e n t e d  t o t es t s ,
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s imu la t ion , a n d  r e a l I anguage  da t a, as “mere per f ormance” . As we

have shown , t h e  d i s t i n c t i o n  i t s e l f i s  s i m p l y  n o t f i r m  o r  c l e a r

enough to  be  used to  d ismiss  any th ing  l-rhatever f rom cons idera t ion ,

The cr i ter ia of  judgement in I  ingauist ics MUST be those common to

o ther sciences and in te l lec tua l  d isc ip l ines :  they  cannot  be  s imp ly

c-
created by f iat  to protect contemporary orthodoxy.

There is some importance in point ing out,  as Chomsky did in

his ear ly discussion of  the competence-performance dist inct ion, that

L

t h e r e  i s  n o  n e e d  f o r  a  l i n g u i s t i c  t h e o r y to take account of the

memory I imi tat ions, ina t tent ions , a n d  d i s t r a c t i o n s  o f actual

speakers. Th is  i s  o f  course  cor rec t ,  bu t  then  rea l  b i l l i a rd

when they

bal IS

rol I pick UP dust and fail to conform to the expected

I
L ” conipe tence” and performance of ideal bi I Card  bal Is. Yet we do

not speak of the competence and performance of bil l iard bal Is; nor is

i t  c lear that we n e e d  t o  i n t r o d u c e i n t o  l i n g u i s t i c s  a  d i s t i n c t i o n

unknown and unneeded in other branches of science,

The  s t ruc tu re  o f  Chomsky ’s  ta l k  abou t  ‘ competence ’  i s  h igh ly

possibi l i ty that a man might have the concept red, say, and never

succeed in c o r r e c t l y  p i c k i n g  o u t  r e d  s t a m p s from a pi te of

colour-assorted ones. The arguments about this situation are rather

I i ke Chomsky’s defence of the not ion of an intr insic competence, or
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grammat ical abi 1 i ty, i f  m a d e  i n  t h e  c a s e  o f  a man who always s p l i t

h i s  i n f i n i t i v e s . The parallel can be seen most clearly in Chomsky’s

discussion of  the acquisi t ion of  grammar and the degree to which this

r e q u i r e s ‘ s p e c i f i c innate  ab i  I i ties’ and  ‘ fo rma l  un ive rsa ls ’  123.

I f  ou r  a rgument  has  been  cor rec t  then  the  cash-value  of the notion of

‘competence’ s imp ly  doesn ’ t w a r r a n t  a l l  t h i s investment i n  i t s

p h i l o s o p h i c  defence. Be l ie f  i n  ‘ competence ’  canno t  be  re fu ted ,  in

any strong sense, but the quest ion ar ises ‘do we need to go on about

i t?’

H e n c e  w e  c l a i m ,  t h a t  ,  u l t i m a t e l y , there can o n l y  b e

per formance mode I s, a n d  t h a t  w h e n  Chomsky  t a l k s of competence

mode ls  he  i s  necessar i l y  ta l k ing  abou t  mode ls  fo r  certain selections

from among possible performances.

So then, we have a r g u e d  t h a t  C h o m s k y ’ s  d i s t i n c t i o n  i s  a

cont r i ved  one a t  beet: and certainly not one with suff ic ient power or

i n t r i n s i c c l a r i t y  t o  d i s m i s s  s e r i o u s  new proposals  in linguistics

unread. I f  we  must  p lace  the  sys tems we advocate , in terms of the

d d i s t i n c t i o n , t r e a t i n g  i t  f o r  t h e  p u r p o s e  as no more than a heuristic

d i v i s i o n  ,  w e wou ld  descr ibe  what  we p ropose  as “simulative

performance.  ”

There is a di f ference separat ing the simulat ion of  knowledge

and l i n g u i s t i c  p r o c e s s e s f r o m  t h e  m o d e l l i n g  o f  a c t u a l verba I

behav ior . Of the former we can speak,  as Chomsky does, of the ideal
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speaker-hearer. Clearly the ideal speaker-hearer is not inattent ive

o r  d i s t r a c t e d . He does, however, have memory limitations and

non- l ingu is t i c  knowledge. This certainly must be included as part

o f  l i n g u i s t i c  t h e o r y . The kind of theory of ‘performance’ of which,

Chomsky speaks may well be in the far distant future to which Chomsky

r e l e g a t e s  i t . However, a theory of the kind we have been discussing

i s  n o t  f a r  o f f , One could argue t h a t  t h e  c o n s t r u c t i o n  o f  a

I inguistic t h e o r y , that both accounts for the data ,  and does i t  in

such a Ltay consonant GIith the human method for doing so, is ’ not al I

t h a t  r e m o t e . Clearly,  such a theory must deal with non-l inguist ic

know ledge and problems of human memory as we!  I as the problems that

Chonisky re lega tes t 0 ‘compe  t ence. in  par t i cu la r , a f t e r  e l i m i n a t i o n

of problems such as distract ion, we can expect to f ind a l i n g u i s t i c

t h e o r y  t h a t  i s  n e i t h e r  o n e  o f  ‘ c o m p e t e n c e ’  n o r  ‘ p e r f o r m a n c e ’ ,  b u t

something in between and part ia l ly inclusive of both.

Chomsky wr i tes 121 :

The grammar does not, in  i t se l f ,  p rov ide  any

sensible procedure for f inding the deep structure

of a given sentence, or for producing a given sen-

tence, just as i t  provides no sensible procedure

for finding a paraphrase to a given sentence. I t

merely defines these tasks in a precise way. A

performance model must certainly incorporate a

grammar; it is not to be confused with a grammar.
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Thus it would be w ise t o  t a k e  t h e  n o t i o n  o f a  r e a l i z a b l e

pe r fo rmance  mode l  as  be ing somewhere between Chomsky’  notion of

‘L
conipe t ence and performance. T h u s  s i m u l a t i v e  per.formance  i s

protected against the distract ions and inattent ions of real speech in

a  w a y  t h a t  Chomsky  o r i g i n a l l y  w a n t e d , and  wh ich  seems eminen t l y

sens ib le . W h a t  i t  i s  n o t  p r o t e c t e d  a g a i n s t  i s  c o m p a r i s o n  w i t h

sentences produced by’systematic appl icat ion of a body of rlJlW3 i n

the way that al  I  too many “competence” theor ies now seem to be.

The ef feet of this use of “competence” has  been  to  make  such  work

L
t
L

t

L

i r re fu tab le  bu t  u l t imate ly  po in t less .

V I . We have set out uhat we feel is wrong with the current

th rus t  o f  l ingu is t i c  theory ,  and i t  i s  perhaps  t ime to  make exp l i c i t

what ue f e e l a  l i n g u i s t i c  t h e o r y  s h o u l d  d o : i). A  l i n g u i s t i c

theory must provide ru les equivalent to a mechanism f o r  t h e

acceptance and in terpre ta t ion o f  n o r m a l  a s  w e l l  a s  s u p p o s e d l y

anomalous sentences.

i As  IJ~ pointed out above, the central  discussions in cu r ren t

. l inguist ic theory deal with the problem of blocking the generat ion of

so  cat led “starred” sentences (see Lindsay T81 for a good discussion

o f t h e  a m b i g u i t y  o f  t h e  u s e  o f  t h e  a s t e r i s k  i n  l i n g u i s t i c s ) . We

c l a i m  t h a t  l i n g u i s t i c s  m u s t concern i t s e l f more w i th the

in te rpre ta t  ion , rather than the reject  ion,  of  odd sentences. To

return to McCawley’s  example :

(1) My buxom neighbor is the father of two.
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We claim that expl ic i t  procedures must be developed to explain

WhY mos t  heare rs could understand that ‘ i s  t h e  f a t h e r  o f ’

here means ‘acts l i k e  a  f a t h e r  t o ’ , r a t h e r  t h a n  t o m a r k  t h i s

sentence as anoma I ous.

Likewise, s e n t e n c e s  (2) a n d (3) must be analyzed by an

expl ic i t  procedure that would not refuse to accept them, b u t  w o u l d

e i t h e r change i t s own knowledge about possible events, of add the

information that something odd had happened, or that the speaker was

crazy .
--

(2) John ate a book,

(3) I saw an elephant walk down Broadway.

i iI. A I inguistic t h e o r y must encompass a procedure for

making e x p l i c i t  t h e information t h a t  i s  i m p l i c i t in c e r t a i n

sentences.

In order to meet this requirement,  we throw ourselves open to

the problem of being mistaken on occasion. It is our claim that

t h i s is not unreasonable in a theory of  this kind, that has recovery

a f te r  fa i  l u re ,  and  lea rn ing , capabi I ities. Specif  ical  l y ,  w e  a r e

suggesting t h a t  s e n t e n c e  (4) r e f e r s i m p l i c i t l y  t o  t r a n s f e r  o f  o f

possess ion  and  t rans fe r  o f  loca t ion  o f  i t s  ob jec t .

(41 Fred wants a book.

Furthermore i t  should be possible to glean from a semant ic

r e p r e s e n t a t i o n  o f (4) t h a t  i t  i s  a  p o s s i b l e  i n f e r e n c e  t h a t  (5) i s

t r u e .
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(5) Fred intends to read a book.

L ikewise  sentence (6) impl ies eat ing, both because of the use

o f  ‘have ’  and  the  use  o f  ‘d inner ’ .

(6) I had  a  s teak  fo r  d inner .

’ ir 1
i

\

S i m i l a r l y  a  s e m a n t i c analysis must inc

that some unknown action is being referred to in

i l i t y

action is quite I ikely ‘ cook ing ’  o r  someth ing  o f

lude the possib

(7) and that

tha t  sor t .

L- 171 Have you started the chicken yet?

t h i s

i
E-

C e r t a i n l y s u c h  a n  a n a l y s i s can be wrong, ( i t  i s  e a s y

enough to  th ink  o f  an  a l te rna t i ve  ana lys is  fo r  (7) a l t h o u g h  i t  w o u l d

b e  h i g h l y involved. 1 But what we are claiming is that this

p o s s i b i l i t y  o f  m a k i n g  a  m i s t a k e  i s  s o r e l y  n e e d e d  i n  l i n g u i s t i c

t h e o r i e s .

P i i i ) . An analysis procedure provided by a l inguist ic theory

i shou ld  p roceed  in  such  a  fash ion  as  to  make  what  later turn out

i

to be mistakes, when that is warranted.

As examp I es of t h i s ue have the above sentences and also

. certain syntact ical ly ambiguous sentences such as (81.

(8) I saw the Grand  Canyon f l y ing  to  New ‘ fork.

T h i s  s e n t e n c e  i s amb i guous b u t  a n e f f e c t i v e ana lys is

procedure cannot discover both meanings at once. R a t h e r ,  i n  t h i s

case, a good analysis procedure would, o n  f i n d i n g t h e  i n c o r r e c t

a n a l y s i s f i r s t , decide t h a t  i t  d i s a g r e e d  w i t h  i t s  s e m a n t i c
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i n f o r m a t i o n  about what locations  can do, and go back  and modify its

i n t e r p r e t a t i o n , T h a t  i s , a 1 inguistic theory should provide a

theory  o f  back t rack ing  in  ana lys is that is used  to choose among

al M-natives,

iv). A  l i n g u i s t i c  t h e o r y  m u s t  break down  word meanings in a

.  regu la r  fash ion  so  as t o  e x p l i c a t e  t h e  u n d e r l y i n g  elements  that are

in common between them.

Work on point iv h a s  b e e n  undertaken  by some researchers

recently and we commend this effort. In particular  /‘liller U03 and

a lso  Lakoff 171 have  tack led  th i s  p rob lem.

Examples  tha t  i  I lustrate  th is problem are (9) and (101,

(9) J o h n  a s k e d  Mary to hit Bill,

t

!

(10)  John advised Mary to hit  Bi t I.

T h e s e  s e n t e n c e s  a r e  v e r y  s i m i l a r .

must point  out that the elements of commun

A good semantic  theory

ication a n d  h i t t i n g  a r e

b o t h  p r e s e n t in (91  and (10) and  tha t  the  bas ic  d i f fe rence  be tween

L

t h e  s e n t e n c e s  l i e s  i n  t h e  i m p l i c a t i o n  t h a t  J o h n  b e l i e v e s  that John

a ui I I d e r i v e  b e n e f i t  f r o m  t h e  h i t t i n g  i n  (9) and  that flary  wi 11 derive

b e n e f i t  f r o m  t h e  h i t t i n g  i n  (18).

VI. Sentences that are ident ica l  in meaning should  have

iden t ica l  semant ic representat ions, a n d  t h o s e  t h a t a r e  simi lar

should have simi lar representat ion.

Thi s can best be i I  lustrated by sentences (111  and (12) w h i c h

use quite different words but basical ly mean the same thing.
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(11) John prevented  Mary  from leaving the room by locking the

door.

(121 Nary couldn’  t  leave the room because John locked  the

door.

A  g o o d  l i n g u i s t i c  t h e o r y must explain why the concept of

prevent ion can be  re fe renced  even in the absence of the word

‘ p r e v e n t ’ , or else how the word ‘prevent’ refers to a combination of

more basic concepts.

S im i la r l y  the  o ld  ‘buy-se]  I’ c o n t r o v e r s y  a b o u t  w h i c h  e l e m e n t

i s  m o r e  b a s i c  (i. e . s e e  K a t z  El) is not to the point. For both

s e n t e n c e s  (13) and (14)  refer to the change of possession of a book

and the change of possession of  money (using point  11 about impl ic i t

informat  ion).

(13) John bought a book from Mary.

. (14) Mary sol,d a book to John.

A l i n g u i s t i c  t h e o r y need  mark  on ly  focus d i f f e r e n c e s  o n

ident ical  semantic representat ions, i f  that is all that is called f o r

- (as i s  the  case  here) .

v i ) . A l inguist ic theory must account for metaphor in a non-

ad hoc way.

Cons ider  sen tences  (15)  and (16) :

(15) John saw Mary’s point,

(161  Bi I I h i t  upon the idea at work,
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These sentences both use metaphors that a r e  e a s i  ly

interpreted by analysis procedures. Each  marks  a  change  in  the

p o s s i b l e  o b j e c t  o f the verb from physical to mental and produces a

concomitant change in the meaning of the verb. For examp I e, i f

‘ see ’ i s  t r a n s f e r of physical  information to a mental  being, then

‘see’ in (15) could be the t ransfer of  mental  informat ion to a mental

be ing . L i k e w i s e  i f ‘h i t ’  requ i res  con tac t  w i th  a  phys ica l  ob jec t

t h e n  ‘ h i t ’ in (16) could be requir ing contact  wi th a mental  object .

I t  s h o u l d  b e  c l e a r  t h a t  p o i n t  vi. i s  d i r e c t l y  d e p e n d e n t  u p o n

p o i n t  i v .

v i i ) . A  I  i n g u i s t i c theory must account for sentences in a

g iven contex t  ra ther  than in  iso la t ion ,

Almost all contemporary I  ingu is t ic  papers  ( inc lud ing  th is  one

s o  f a r ) , clea  I with sentences only in isolat ion. The  fac t  i s  tha t

sentences actual ly occur in contexts.  and the sentences o f  t e n  mean

dif ferent things because of the contexts. While others have pointed

L t h i s  o u t  b e f o r e , we feel that i t  is important to do so again because

e of  the inference problem, Cons i der sentence (17).

(17) Queen El izabeth I had red hair.

Under  a l  I  c i r cumstances  , this is a statement about Queen

El izabeth’s h a i r  c o l o r . But, depending on the sentence that preceded

i t , add i t i ona i s ta tements  a re  poss ib ly  be ing  made imp l i c i t l y ,  I f ,

for examp I e, I181  had preceded (171,

(181 Al l red heads are mean.
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then one of two possible addit ional statements are being

made. E i t h e r  t h e speaker, in responding to (18) w i t h  (171, i s

s a y i n g  t h a t Queen El izabeth I was mean, or he is s t a t i n g  t h a t

(18) i s  f a l s e  b e c a u s e  a s  w e  a l l  k n o w  Queen E l i z a b e t h  1 w a s  q u i t e

p leasan t . W h i c h  o n e  o f  t h e s e statements i s actually  b e i n g

cannot  be  de te rmined  w i thou t  regard  to  supposed common memory

s t ruc tu res  be tween the  speakers . T h e  i m p o r t a n t  p o i n t  i s  t h a t  a

sentence can in fac t have meaning apart  f rom i ts own meaning

s t r u c t u r e  t h a t i s  d e r i v e d  f r o m  i t s  o p p o s i t i o n  t o  , o r  e labora t ion

upon, some prev i ous sentence.

v i i i ) . A  l i n g u i s t i c  t h e o r y must lead to some precise and

e x p l i c i t  b o d y  o f  a n a l y t i c  r u l e s , and preferably.on  from there  to

a body of equal ly precise and expl ic i t  generat ion rules,

W e  a r g u e d  e a r l i e r  t h a t  l i n g u i s t i c s  h a s  m o v e d  i n t h e  l a s t

f i f teen y.ears  ,from a goal of  sentence product ion, for which bodies-of

rules were sometimes wri t ten but rarely operated, to the pract ice of

a d  h o c sentence-by-sentence analysis,  for which bodies of  of  rules

are no longer thought necessary. Empir icism in l inguist ics has been

on the wane, to put i t  mi Idly.

It is simply a fac t  o f  academic  observa t ion t h a t  t h e

d e s c r i p t i o n s  l i n g u i s t s  p r o v i d e  f o r  u t t e r a n c e s  a r e  d i s p u t a b l e , and

d isputed. The product ion, or non-product ion, of  str ings, by rules

expressed as an algori thm provides an indisputable just i f icat ion f o r

L 36
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whatever l i n g u i s t i c c l a s s i f i c a t i o n  a n d  d e s c r i p t i o n - b y - r u l e was

initial Iy imposed and programmed, T h e  l i n g u i s t i c  c a s e  i s  q u i t e

d i  f  f e r e n t  f r o m  l o g i c : for i t  is not usual ly necessary to operate a

log ica l  sys tem very  fa r  in  o rder  to  see  whether  o r  no t  i t  p roduces

the appropriate set of  str ings, the theorems, for that can usual ly be

seen by inspect ion. But the  ru les  o f  the  l i ngu is ts  a re  genera l l y  so

m u c h  m o r e  n u m e r o u s  and  complicated  that inspection is not sufficient.

Fur thermore, inspect ion in such cases i s  p r e y  t o  t h e  w e l l - k n o w n

weakness  o f invest igators o f  s e e k i n g  w h a t  supports their case and

ignoring what does not. I f  the  s t r ings  a re  p roduced by  a lgor i thm,

p o s s i b l y out o f  a  m a c h i n e , i t i s  m o r e  d i f f i c u l t  t o  s e l e c t

unconsciously in that way. H o w e v e r ,  a body of analysis rules only

, however prec i se, sti I I l e a v e s  u s  w i t h  o n l y  t h e  i n s c r u t a b l e

s t r u c t u r e  s t r i n g s . There  i s  no  doubt  they  were  p roduced,  bu t  the

quegtion.  w o u l d  r e m a i n  . a s  t o  w h a t  t h e y  w e r e .  H o w e v e r ,  e v e n  that*

situation would be some advance on the present one, where much work

is merely programmatic towards the production of such algorithms.

d A much stronger test s i tua t ion  ar ises  i f  the  s t r ings  produced

are themselves at  the surface level , after the addition of a body of

genera t i ve  ru les . We would argue that therefore machine-translation

or -paraphrase remains, in some sense, t h e  raison  d’etre of modern

I inguistics, For  on ly  w i th in  those en terpr ises  can there  be any

real t e s t  o f  t h e  v a s t  b o d y  o f  w o r k  i n  l i n g u i s t i c s  i n  t h e  l a s t  f i f t e e n

37



I

c

years . Someone may a r g u e  a t  t h i s  p o i n t t h a t  t h e  p r o p o s e d

expl ication would, in some sense, reduce l inguist ics from a science

t o  a  form o f  e n g i n e e r i n g . The c r i t i c i sm is  bas ica l l y  cor rec t ,

yet  i ts consequences are not as are not as fearsome as some might

suppose. The no t ion  o f  eng ineer ing  does  no t ,  o f  course ,  exc lude

theory: Br idges bui l t  wi thout an adequate theory of  mater ials s imply

fa l  I  down. The ear ly at tempts at  machine translat ion fa i led,  as

any l ingu is t  wou ld  po in t  ou t , because they lacked any adequate theory

of I inguistic s t r u c t u r e s . They were, in a sense, mere engineering.

A n y  ser ious  mach ine  t rans la t ion  requ i res  a  c lass i f i ca to ry  theory  o f

t h e  a l g o r i t h m s  t o  b e  e m p l o y e d . It would not be altogether wrong,

h i s t o r i c a l  l y , to say that t ransformational l inguist ics was an attempt

to provide such a theory of  algor i thms in response to the NT debacle

o f  t h e  f i f t i e s ,  e v e n  i f ,  a s now appears I  ikely, i t was n o t  a n

adequate response. . . ’

T h e  e i g h t  p o i n t s  a b o v e are  rea l l y  on ly  a  s ta r t ing  p lace  fo r

l i n g u i s t i c  t h e o r y . Certainly many more points could be added, We

would l ike to point  out  that  we are not merely present ing problems

here, for we have also attempted to find solutions. Bo th  au thors

have independent computer systems running at Stanford University (see

1131  a n d  [151 1 t h a t do sat isfy at least some of these points. W e

w i s h  h e r e  m e r e l y t o  p o i n t o u t  t h a t  w e  f e e l  t h i s  i s  t h e  c o r r e c t

d irection for  I i n g u istic theory to take.

C- 38
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VII. From much of what has been 1Jr i tten here i t shou ld  be

c l e a r  t h a t we do not think conventional I inguistic

going to reach the goals for l inguist ic t h e o r y  we se t  ou t

theor i es are

in  sect ion

6. And tha t  goes for both TG and GS. Yet i t  m a y  b e  w o r t h

i-

making qui te c lear why that is so,  and in terms of  a new argument.

We argued for  an “understanding system”, one that tr ies to understand

and in te rpre t  inpu t  sen tences  in  con tex t ,  ra ther  than  ass ign  them to

L o n e  o f two heaps, the acceptable and the unacceptable, in  the

c

L

way tha t  a l l  convent iona l  l i ngu is t i c  sys tems do ,  o r  ra ther , would do
\

i f  t h e y  w e r e - - real Iy des igned and run. Convent iona l  l ingu is t i c

systems have to act in this w a y : i t i s  p a r t  o f  t h e i r  meta-

mathematical her i tage, in wh ich  a  l a n g u a g e L  i s  b y  d e f i n i t i o n  a

s e t  o f “acceptable” sentences. Yet,  we would argue that a natural

language cannot be viewed useful ly as a set of  sentences in any

sense o f  t h o s e words. The reason for t h i s ,  s t a t e d  b r i e f l y  a n d

w i t h o u t  t h e  d e t a i l e d  t r e a t m e n t  o f (173  and H81 is that for no

sequence of words can we k n o w  t h a t  i t  c a n n o t  b e  i n c l u d e d  i n  t h e

supposed set of meaningful s e n t e n c e s  t h a t  m a k e  u p a natural

I anguage.

This fact, if it is a  f a c t  a s  w e  c l a i m ,  h a s  d i s a s t r o u s

consequences for the metamathematical view of natural language as a

whole, f o r i t fo l l ows  tha t  wha t  one  migh t  ca l l  an  unders tand ing

sys tern, an operat ing system of rules that was prepared, in pr inciple,
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t o  a n a l y z e  a n d in te rp re t any input, could only be represented in

metamathematical terms bY a se l f - con t rad ic to ry system o f  r u l e s ;

s ince, in any conventional T a r s k i a n  a x i o m a t i z a t i o n ,  f r o m  a

se l f -con t rad ic to ry  se t  o f  ax ioms any th ing  idhatever can be deduced,

[163 a n d  a n y  s e t  o f  “ a x i o m s ” from which a randomly chosen sentence

can be deduced/produced must be itself a self-contradictory system of

” ax i ems”  . However, given that human beings do operate with their

l a n g u a g e s  i n  t h e  w a y  d e s c r i b e d ,  i n  t h a t  t h e i r  m a i n  e f f o r t is to

unders tand  and in te rp re t whatever superf ic ial ly unpromising input

they rece ive , ra the r  than  to  re jec t i t , i t seems clear t h a t  t h e

proper deduct ion  f rom t h e  l a s t  p a r a g r a p h is that it is the

metamathematical analogy for language that must give way, rather than

the facts of  language use.

This po in t i s c lose l y related to another that has surfaced

in fo rma l l y  in  the  cour,se o f  th is  paper . k argued  the  need  fo r  a

l i n g u i s t i c theory to be able to make (possibly mistaken) inferences.

B y  t h a t  IJe i n t e n d  t o  r e f e r  t o  t h e  w h o l e  a r e a  o f  i n f e r e n c e s  t h a t

humans make on the basis of what they see, hear, knoLJ, and remember,

b u t  Llhich are not VALICI  i n f e r e n c e s , in that they may wel l  turn out to

be wrong. For examp I e, i f we hear someone say “PI ease si t down”, we

may in fe r , as a matter of social  habit ,  such things as that there i s

a chair  in the presence of  the speaker: that whatever is spoken to is

human; that , in obeying the request,  i f  he does so, the hearer wi I I

C
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L move downwards (though he may already be lying down), Any  o r  a l l  o f

these inferences may be true, and may moreover be usually t rue , but

-
may also be false on any particular occasion. These inferences are

a l l  i nduc t i ve ,  hab i tua l ,  empi r i ca l ,  bu t  have  no in teres t ing log ica l

i/

c-

content,  because they are not val id inferences.

O u r  v i e w i s  t h a t  s u c h induct ive rules can only be a useful

part  of  a mechanism which is able to FOLLOW UP these, p o s s i b l y

t nl i staken, inferences to see whether or not they are just i f ied by the

i
t

information reaching the system later,  and hence is also able to

abandon erroneous inference where possible.

I t  w a s  p o i n t e d  o u t  a b o v e , in connect ion with Lakoff ’s work,

tha t  he  does  make use  o f  such  induc t i ve  in fe rences  in  h is  in fo rma l

t .

I

ana lyses  a l l  the  t ime, but he is mistaken if he thinks he can do that

a n d  s t i l l  s t a y  w i t h i n  t h e  o v e r a l l  d e r i v a t i o n a l  p a r a d i g m  o f  TG, For a

b conventional der iva t ion, TG or GS, cannot be “run again” i f i t makes

r an  e r ro r , as  i t  sure ly  must  i f  i t  uses  induc t ive  in fe rences,

b

Work i s  a c t i v e l y proceeding on the construction of systems

e that can do this, by the present authors among others (see [143 a n d

1203 l One main constraint  on the form of their  a lgor i thms, is that

t h e i r sub-algor i thms a r e  h i e r a r c h i c a l l y  o r g a n i z e d , so that the

d e r i v a t i o n s  a t I ower levels can be rejected if necessary. EThe

abstract form of one such system is given in 11811. T h i s  i s  n e v e r

p o s s i b l e w i t h i n any one-level system such as a “ b o d y  o f
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t rans fo rmat iona l  ru les ” , which can reject only proferred sentences,

but  never  i ts  own “successful”  der ivat ions.

Multi-level led  s y s t e m s  o f  t h e  s o r t  w e advocate belong

w i t h i n t h e  d i s c i p l i n e usually  r e f e r r e d  t o  a s “artificial

intel I igence”, and the goals f o r  l i n g u i s t i c s  we advocate would draw

i t i n e v i t a b l y i n  t h a t  d i r e c t i o n ,  a n d  away f r o m  t h e  T a r s k i - P o s t

metamathematical  paradigm of T G  and G'S, which has had a good run for

i ts  money bu t  i s due for a rest.

I t  s h o u l d  b e  p o i n t e d  o u t tha t  one  e f fec t  o f  th i s  change o f

d i r e c t i o n  would be to b r i n g  t h e  s u b j e c t , i n  some sense,  back to its

t r a d i t i o n a l in teres ts . Hal I iday has pointed out [51 that much of

what used to be cal led I inguistics i s now relegated  to

“social i n g u i s t i c s ” : the  s tudy  o f  the  re la t ion  o f  u t te rances  to  the

phys ica l  con tex ts  o f  the i r  use  and so  on .  There  is  no  place for such

. t h i n g s  w i t h i n  t h e  derivational p a r a d i g m ,  as we pointed  out at length:

for  the modern cornpleat l i n g u i s t  utterances  are simply  right or

wrong, as they stand and in isolat ion from every thing else,

. The goa ls  fo r  l i ngu is t i cs  we advocate ,  inc lud ing  the  s tudy  o f

inference within and from context,  and the hierarchical ,  intel  I igent,

formal systems we advocate f o r  explicating  them, would bring these

t r a d i t i o n a l  i n t e r e s t s  b a c k  t o  t h e  c e n t e r  o f  lihguistics.

L

c 42



L

i-

I-r
c

i

i
L-

L
!
t

i
i

I

L

REFERENCES

1. Chomsky,N.  Syn tac t i c  S t ruc tu res  Mouton  The Hague,  1357

2. Chomsky,N Aspects of  The Theory of  Syntax

Il.1 .T. Press Cambridge, 1965

3. Chomsky,N.  Deep Structures,Surface  Structure, and Semantic

I n t e r p r e t a t i o n in  Ste inberg  & Jakobov i ts  teds)

Semant its Cambridge Univ. Press 1971

4. Fodor,J.  and Garrett,M.  Some Reflections on Competence and

Performance i n  Lyons & Wales feds)

-Psychol inguist ics Papers Ed i nburgh Univ. Press

Edinburgh 1966

5, Halliday,M. Towards a Sociological Semantic8 Universi  ta

d i  Urb ino ,  Cent ro  Internazionale  si  Semiot ics e di

L i n g u i s t i c a (Working Papers and Prepublications,

Ser ies C, 14) 1972

6. Katz,J. Recent Issues in Semantic Theory in Foundations of

Language Vol. 3 1967

7. Lakoff,G.  L ingu is t i cs  and Natura l  Log ic Studies in Generative
d

Semant ics # 1 , Univ. of Michigan, Ann Arbor 1970

8. Lindsay,R.  and K ibens , M, What are the Facts of Language?

Mental Health Research Inst. Univ. of Michigan

Ann Arbor 1 9 7 2

9. McCawley,J.  The Role of Semantics in a Generative Grammar

in Universals in Linguist ic Theory Bach & H a r m s  (eds)

Holt, Rinehart, and Winston New York 1968

10. Mi I let-, G. English Verbs of Motion: A Semantic Analysis Based  on

Incomplete Def’initions (unpub  l i shed) 1371 l

11. Moore, G. Phi losophical  Studies London  1322



i

t

L

L

12. Putnam, H. The Innateness Hypothesis and Explanatory Models

i n  L i ngu i s t i c s Synthese v o l  17 1967

13. Schank, R. Conceptual Dependency: A theory of Natural Language

Understanding in  Cogni t ive  Psycho logy vo l  3 no 4 1 9 7 2

14. Schank, R. and Rieger, C. Inference and The Computer Understanding

of Natural Language AIM-197 Ar t i f i c ia l  I n t e l l i g e n c e

Pro jec t S t a n f o r d ,  Ca 1373

15. Schank, R. Semantics in Conceptual  Analysis in Lingua vol 30 1972

16. Tarski,  A. Logic, Semantics and Metamathematics

Oxford 1965

17. Wi Iks, Y. Decidabi I ity and Natural Language i n  M i n d  1371

18. Wi Iks, Y. GrammarJleaning  and the Machine Analysis of Language

London 1972

19. Wi Iks, Y. Dne Smal l  Head-  Models and Theories in Linguist ics

to appear in Foundations of Language

20. Wi Iks, Y, An Artificial Intel I igence Approach To Machine

Translat ion in Schank & Cal  by feds)

Computer flodels of Thought and Language

W, H. Freeman San Franc i sco 1973


