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LIST OF FIGURES

Figure 1 - This is a plot of equation (4) when  applied  to the speech

sample shown in the upper plot. Notice the unique minimum  is just

above  100 Hz. This speech  was digitiied at 20Kc  sampling  rate to an

accuracy  of 12 binary bits.

Figure 2 - A plot of equation (4) where the function  is somewhat

In this case, minimum  is still the pitchmore  ragged. the deepest

period.

Figure 3 - A plot of equat

minima.

ion (4) show ing strong amb igui t ies in the

Figure 4 - The upper plot shows  a 250 millisecond  portion of a

speech  waveform. The lower plot shows  the output of the pitch

detector  as a function of time. The pitch was computed  at 5

millisecond  intervals.  For purposes  of the plot,  successive pitch.

period estimates  were connected  with straight  lines.

Figure 5 - The output  of the pitch period  detector  remains

continuous  even when the shape of the waveform  (upper plot) changes

drast ical ly.

Figure 6 - The pitch period  estimates gradual Iy become  randomized  as

the speech  changes from  voiced to unvoiced.

Figure 7 - A case where  the cepstrum  technique  gives misleading

results. The upper plot is a segment  of a speech  waveform and the
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iower plot  is the cepstrum  of this segment.  There  were 512 input

d a t a  points in this cepstrum.

Figure 8 - Equation (4) when  evaluated using the speech  waveform in

figure 7 shows an obvious minimum. There  are, of course,  examples  of

the reverse c a s e , where  the cepstrum  gives clean results and

equation  (4) does  not.

Figure 3 - Comparison  of the optimum comb method with the cepstrum

technique. The circled  points  in the lower plot are from  the

cepstrum.  The  upper  plot shows  the speech  waveform  that w a s  u s e d  a s

tes t  da ta .
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INTRODUCTION

The  determination  of the fundamental  pitch period  of voiced

human  speech is an important part of machine perception  of speech.

The  non-trivial nature  of the problem may  be is reflected  by the

number  of quite complex methods  which have been  reported  El-51. It

would  seem  that  the most  popular  method  is the Cepstrum  technique

[33. This method  uses two discrete fourier transforms,  followed  by a

search for a significant maximum. The computational  complexity of

the Cepstrum  technique thus is proportional  to N*logN where  N is the

number  of points in the window  in question.  The method to be

presented here-shows  similar  results to the Cepstrum technique but

demonstrates  a computational  complexity  proportionai  to N,

The  core  of the method is the comb filter.  By way o f  review,

the comb  filter is defined  by the recurrence  r e l a t i o n

Yn c Xn - Xn-m (1)

Where  X is a discrete input sequence  representing  the input waveform

samp I ed at t i me  nT, Y is the output sequence,  and m is a constant

defining  the characteristics  of the filter. The magnitude-frequency

response of the comb  filter  is

.
/ -.-_

vsin*(mujr)  -I- [l-cos(mu;r)]*

The  comb  filter  has a zero of transmission  at frequencies  which are

integral  multiples  of l/mT Hertz. Thus, if the input waveform is a

stationary signal  consisting of nothing but frequencies  which are

multiples  of l/mT Hertz, the steady-state  output of the filter  will
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be identical  ly zero. This is the basis of the method.



THE METHOD
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Basical  ly, the method  consists  of taking  a small window  and

determining  the comb  filter  which when  applied  to the input sequence

represented  by this window  produces  the minimum  output in a least

squares sense. We seek  to minimize  the function

k-l

1 (Xn+i - Xn+i-m)'
i=O (3)

i
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Wi th respect  to m. The value of m which minimizes  this function will

be taken to be the pitch period,

The  minimum  is not unique. For a stationary input sequence,

any integral  multiple  of m will also produce a minimum. We thus will

accept only the largest  value of m within a certain range, It is

only necessary to search through the range of pitches  represented  by

the human  voice.

Since the function  defined  by (3) is not strictly unimodal,

there  is no simple  technique for effecting  the search  besides trial

and error,  however there are several facts which tend to make  the

search more  efficient. First, one does not need  to take the sum of

the squares  of the differences  as shown in equation (3). The

absolute  value is a perfectly  acceptable  distance  function  with much

less computation  than the square. The function  to be minimized  is

then

L

F
& lXn+i - Xn+i-ml I41
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i- The  second  simplifying  fact  is that the summation  need only  extend

over one period  of the input waveform. Since this period  is not

known  at the time the summation  is done, the period  of the previous

waveform may be used. The third simplifying fact is that the period

does not change greatly  from one period  to the next, thus the search

may  begin with the last  pitch period  value found and proceed  outward

from there.  Lastly, since the frequency resolution is much  greater

for the low frequency end of the scale (0.35 Hz at 70 Hz for 20Kc

sampl  ing rate), it is not necessary to compute  (4) for all  possible

choices of m, but only  for those values which provide  sufficient

frequency  resolution. If we insist on a 1 Hz frequency  resolution,

II

L

we achieve  a factor of three reduction in the number  of values of m

to be searched,  By way of example, the expected number  of summations

per window was computed. A speech  sample  digitized at 20Kc  was

processed. The search was conducted  over the frequency  range  70 Hz

L
(286 points) to 225 Hz (89 points). If the entire frequency  range

I

i
was searched  at each window, one would expect 197 summations  to be

computed. Instead,  only  an average of 39.4 summations  were computed

at each window.
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F i gure  1 shows a 26 mi I I i second  segment  of speech  and the va I ue

of equation  (4) computed  for all  values of m between 70 Hz and

225 Hz.  We see a definite strong minimum  at just  over 100  Hz, and

two other  smaller  minima, one at about 80 Hz and the other  at about

190 Hz.  This is a typical plot, comprising about 80% of the cases.

The  other  20% are like figures 2 and 3. In figure 2, the fundamental

frequency  is still the deepest  minimum,  but in figure 3, this is

i
the case only by a slight margin. Sometimes  (less than 2.5% of the cases)

the deepest  minimum  is not related  to the fundamental  frequency.  In

i these pathalogical cases, there is always a minimum  at the fundamental

frequency  and it is always very close to the deepest  minimum. Contextual

L information  can easily be used to make  the proper  decision.  In the

i
author’s  program, the average  of the pitch of the most  recent  periods

L is computed. When  the situation  becomes  totally ambiguous, the proximity

to the average is used  to make the final decision.  This simple  heuristic

L
seems to solve the problem adequately.

Figures 4, 5, and 6 show actual  speech  waveforms with plots of

the pitch computed by the author’s  program. Figure 4 shows  that  the

method is somewhat  sensitive to gross changes  in the waveform.  Figure

c

5 demonstrates  that the pitch is successfully  tracked when  the waveform

changes slowly. Figure 6 shows  the behavior of the pitch tracking as

the speech  goes from  voiced to unvoiced.



I ON COMPUTATIONAL  COMPLEXITY
L

i Let us assume  a 10Kc  sampling  rate for purposes  of computing

the number  of arithmetic  operations.  At this rate, an average  of

L 22.4 evaluations of equation (4) are done  at each point a pitch

estimate  is desired. If we conjecture  that the average  pitch is

i about  150 Hz, then approximately  66 points  are in the summation.

This means  that at each point approximately  3000 arithmetic

L
operations are done, ail integer additions  or subtractions. Markei

[51 calculated  that the SIFT algorithm  required 1750 multiplies  and

1625 additions to compute  the pitch estimate.  Clearly  then, the

L-
optimum comb  provides a computational  advantage  over the SIFT

a I gor i thm, although  only  by a narrow margin with the additional

I disadvantage that the optimum  comb method  does not readily yield the

voiced-unvoiced  decision. flarkel  also estimated that the Cepstrum

method as described  by Schafer and Pabiner [61 requires  at least

L 20000  multiplications  and 30000  additions  to produce similar
.

r.esults,  although,  it is not clear  that a smaller  cepstrum  would not

i
i

suffice. Schafer and  Rabiner used a 1024-point  FFT.

If the speech  is digitized in 12 binary bits, it is clear
,

L that equation  (4) could  be computed  on a machine  with a 16-bit word

length.  Some scaling  of the partial  sums is required,  but 16 bits is

i

L

more  than enough  accuracy  to assure usable results,



COMPARISON  WITH THE  CEPSTRUM

Neither  the cepstrum  nor the optimum comb  method  of pitch

period analysis is 100% accurate. Some pathological  conditions the

optimum comb  method  exhibts were shown in figures 2 and 3. In figure

7, we see such a quirk for the cepstrum and in figure 8, it is shown

that equation  (4) does not exhibit such a quirk  on this particular

waveform. In figure 7, we see that the highest peak is not

necessarily a good estimate  of the pitch period, nor is the next

highest. This shows that when  the two methods  fail, they seem to

fai I under different  circumstances.

Figure 9 shows a speech  waveform  and a plot of the output of
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CONCLUSIONS

L
L

The  optinlunl  comb  technique  is a fast and useful  technique

for the extraction  of pitch period  data from continuous speech, The

method is similar  in accuracy  to the cepstrum  and is somewhat  faster

than the SIFT algorithm. It is certainly  deserving of further  study.
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