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1,2 Introductory
A very thorouihn study into the problams of

speech~understanding systems nas been reported by Newel| at, a .[11].
Theycons i der a variety of task and speaker dependent reguirements

for suUch a system, In the past two years, severa| models for
Sp8ech=understandi n-j systems and. their implementaions have been
reportegl2z,3,41, Thaese nodels view the speech=understanding orocess

in its totality: the use of all the knowledge, roughly categorized as
the acousties, syntax and Semantics of the language (or speaker) and
the specific task under consideration,

This repaort do0es not concern itself wilth a total svstem, It
dea|s with the rgpresentation problem in the acoustic domain,
indegPencent of the task but w~ithoutioosing sight of ths fact that
eventuaj ly it nmus:t feed into, and get feed-back from a general
ngtural tanguage understandi ng system.

Wedeslrs a reprasentation of speech signal which Jsim scme
sense optimum for subsequent analysis: say syliabification using
shoro|0gical constraints in first instance which in turn may be used
as input (with grrors) to an interagctive natura I language
understanding system,

Thne representation soudnt in MIT in terms of a |inear String
of Symbolis(phonemic/phonetic or even sub-phonetic), but in terms of
"faatures" whichar enon=mutual|y~exclusive, Tha representation is
thus afeature"graph" in whichtheé fedtures Overlap and the overiaps
are n2t constrained by- a ©cre-defined refationship between the
features,

Thisrepresentat i on Is favored despite the obvious compiexity
hecause we fael *-a¢ it is unrealistic to =2axpect segmants of the
sigral to fall into nice, cigar-cut Phonetic or sub-phonetic Slots
when the h fun context sensitivity of not on|y the transitional sounds
3iaulds an?d gl ides [5) but also the rajatively stationary vowels(6]
and frlgativas [7] is xnown to exist, This is true for & sSingle
Speaxer, s¢ when 7vu ' tipl| icity of speakars is considered the situation
is much worse, Furtinar, we are stil !l far avay from Using another
Ssource of knocWledze: tnainter-phonamic dynamics introduced by the
artijculacory constraints of thae vocal mechan i sm, wWhicr are not
"reagdndant”, at least Tor human speech perception.,
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This apprgach |s related to the hyperphoneme clustering
sugsestea by Astrahan(f] but differs in one crucial aspect. The set
of hyperphones are nutualtly exclusive snd hence resuit in a linear,
ron-over lappinyseGuence OF =seamants, The model described pny Reddy([2]
Uses a wmoregeneral two-lgove|Segmentationwherevoiced/unvoiced ond
fricatecd/non=fricated dichotomy disambiguats firstlieve| clusterinag
sim{lar to fstrahan’s, However we wuse a generalized concept of
feature where the feature set is used both for "segmentatjon" and
labelilrg, Thus we dg not consider seamentaticn and classificatjon
eastodistinct steps in the recognition Process,

This concspt of feature necessarily imposas another
corcitiom, It cam not te a dichotomous decision whether a feature “is
cresent or absent, The presence of a Teature 1is associated with a
confidence TFigure: the pronanbility of that featurebeingpresent when
specific input sicra) is 3iven, Thus ifthe value of probability s
sigrificart in arejative sense thenitis"present", O r |f it Is
higher than a opnosing festlurs (as requested by syntax, say) then we
ray Say that the featyre is rresent,

hge cF an adaptive classifier is not essential to this
aperoack per se, kowever i t does free one from making many a ad hoc
ceci®ior when huildingaciasslifier,Also it has a clear advantage in
an evojviny systen, ne need not make aprijori decisions as to the
speakerl invariance sftre paraneters measured of the set of f aatures
adopted in an implementation, Clearly there is an upper|imittothe
ranrge® Speaker cepesngent variations a classifier would tolerate, An
acdaplive systen carm be moaified to meetthese variations without
TaJolr chanjes in thg decision methodology.

In view of above discussion a set of generaj reauirements for
2 recod9nition system may be summarized as fol {ows.

1) 1t is "potentially" —capable of extracting al | the
information contajmed in  the signal, Stationary as welil as
roneStationary,.Context independent as Well as context dependent.(The
co=articulation stusigs: Chmar({A], show that the two dichotomies are
rot recessarijiy identical), i

2) The symbolic informatlion that s extracted, e} ther as
sinclie feature=-progcerty, or combinagtions thereoff, =ust have a
conf iderce level associatedwith it, This seems necessary to cut down
the <corpbinetorics though not essential conceptually, because any
corplete system wouid eventualily recover from an error,

3) It srtoulg pe capable of generating an estimate as to a
aiven riece of <signal ~aving cerftain oproperty: a verification
carability as oppoSed tc 1) above, when the Context (at any level in
the acoustic- syntactic-semantic soup) has high expectation of X
helne Y, put the acotstic 1input interprets itdifferentiy.

- (2)
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and 4) Itshoulg be adaptive.

The three requirements above are probably satisfvabl|e by most
acoustic systems, Put when we consider the fact that a speech
comrunicaticn System would be nost wuseful when 1t accepts many
speakers, sore form of speaker adaptation, vpreferably not sStartina
from scratch fcr eagh newcomer, seems desirable,

In the fo| lowjng sections we outline a system which satisfies
BbOve requirenents, The ©present system exists more as a j0ossly
organized collecticn of programs, The stress has been on showing _the
feaslibliity rether +han ~orking towards a computational||ly efficlient
and hence basical|y rigid code, The next section is devoted to the
gescription of the general specifications, capabilitiesand the bullt
in conStraints Of theexisting programs, The followimg section
discusSes the reasoninc behina the <choice of the sub-Phone&
ejerents and their gssogiated distinctive features, Experiments
perforred uUsirg a set of sentences provided by the ARPA data base
which demonstrata the capabi lities of the system are given 1n the
fast section,

1.1 Systen specifications

This Section sunmarizes the specifications and the
cnnstrajints operative on the current system, However, at several
piaceés we polint oyt th2 28nerality and extendebi |lty of the system,

where ever it may nct be okvious from the very broad view taken in
the Introduction,

1) Tnhe agoustic input is samnled at 20 KHz, The parametric
spacd® i3z created by takinyzS6 sanmp le FFTs which are overlapped 128
sarples, 19perazmeters(formantsand such) are extracted from each
FFT, sceled and cuantized <To 6-bits, Table 1 describes the set of
parameters, For detai les se2 [93. Thus the only acoustic I[nformation
retaineg is the <crdered set of 19-dimenslional vectors, each taken
every €,4 msec,

These taraneters are rot tne "best", nor are they sufficient.
Piteh i nformetinn and pitch synchronous analysis would provide
better, =moreconsistentser of parameters, The inverse filtering
tecnriquel1¥) or zn ecuivaient one would provide much better formant
information &S ¢compared to the simple peak-picking used at present.



2} The system yperates in a stationary world, No attempt has
beer: mace to extrzct information from the non-stationary Darts of the
sjgnal wirectly or fron the raguced parametric representation in 1)
apove, The knowlegae cf what to look for is fairly extensjve~ from
the speach synthesis, perception and analysis experiments inciuding
the co~articuiation analysts, The main Problem of where to look, i.,e.
the necess | ty of aprijori sa2guentationis more or less obviated by
fgeg=back from thz first order segmentation: the primary results
presented i n this paper, The main reason Tfor this lack js that the

"classificatnlon” box usa¢ in this system is basically a

nrohabl|istic, trainable classifier and hence needs a large sample to
L procuce® rellable resujts, it is an open question whether a simpler

classifier would suffice at tnis stage in the recognition process or

the wvery fhigh context=sensitivness would make a probabilistic
1 decisSion nore atiractive,

3) The adaptation process is totally supervised. Each
training sample is japeled as one of a set of phones(which includes
NULL  for non-stationary and undecidable sections). A phone however,

b is used «3 & convenient way to Jefine a set of distinctive features
r and the |iagulstic=phonezic conotations of the symbol used to
N represent =z ?ll0ne gre n~ore of A convenience than having any
L congaptual relation, Cur experience so for encourages us to believs

that even without 25y ex%tensive Syntactic support, it would Dbe 8a&sy
to bootstrap Ihe system, at least for a single speaker for all the
features and for higher level features (eg which decide between the

L set of FRONT VOufls) for multlipie speakars, The second factor may be
mofe 1important in a jarger, non-stationary environment where _the
speaker habit3{sugh as nasalizing certain vowels in specifie

- contexts) may be ocrugial even with all the syntactic, semantie
support,

45 All *he analysis shownlinthe results has been obtainedby
ProcessSing the input instrictly left to right fashion and with a set
Of confidenge iimits on aagh Teature being pre=defined, The multicie
sets of resu|ts on theg sane sentence d#monstirates the Tfact the system
can also be uysed in trna "veri flcation” node where the probability (in
the »orst case the aprioriy of a feature being present in a Sspecific
region of tha input can ne ahstiractad from the system,

2,2 System Nascription

® - - - -

lie would like to stress at the outset that the specific set
of phonas, featuras dnd tables described Ffurther on are not
narq=wirs4 Inta Zhe nrograms nor in oUurf minds, The programs used to

creagtlae, fsarn 4na  (nterora:te the signature table set up described
Nngfegin pre davelope< for exploratory research and henege are Very
Jenerail,

- (4)



Tab la 2 jivesthe list of phaones and the featuras associated

with then, The onones ars defined wlith the statfomarity of the
classification process in nind., (weadaptto input over a long range
learning sassion, but for interpretation of a specific input the

ciassifiar “oas "ot dynamically adapt),

Thus most of the coantinuents (vowels,fricatives atc,) which
are inherently stationary zppear with unaltered phonemic labei. The
nasals shovw a fair|y consistent formant Structure over the c¢closure
i ntefva | thoygh they tend to die out in amplitude in time. S0 the
masals are included thoudh they are not stationaryinthesignal
pProcessing sense,

The glides (w,y) and their frijcated counterparts (v,z) are
incivded mostiy for the segnentation purposes: we would |ike to
locate the sections 0§ tne sicnal that are weaker than vowels but
stronger than voiced Stons. The liquids (l,r) are somewhat more
stationary, in some specific occirrences(they are undeniab|y context
senslitiva) and thers is a fair chance that they might be
seamented(|imped wit? 73| ldesand 1asals) and also lend themse|ves to
classification for thoseoccurrences,

The stops, affricates and dipthongs are combinations of
phones and “ence do not appear at all. The voiced Stop gz2ps are
defimed as VS, The aufrsts, particularly the stronglvaspirated
(pstsk) caniot be spegtrally distinguished (remember, Wwe are in a 6,4
msec Cross=secltinn) fro-1 their fricative cognates (fi.s,sh),butare
inciuded to make the jiclanted learning labeled information a Ilittie
ciosert o a Pphonetic transcription, Torepeat, aphonemerelymakes
lteasler tn jefina a set of Tfeatures or a bundle of features, SO to
say, HOwaver, the fgature set i smorelimportantfor bothsegmentation
ande¢lassification,

& 1 thoughthe features araclearly "bound” as a hierarchy by
the aafinition of prones (thera is no way to define anasalizedvowel
in the presant set except Yyy addition of extra symbols), the feature
(sa¢n) is ‘treated indepaendently of others during the interpretive
phase, Thus =2ven |f the system wus naver shown a nasalized vow2i, the
featyre NASAL may snow up inparallel with a VOWEL (if nasalization
i si®arreg apprecpfijately and is strong enough in the specific
nasalizad vowel) op can ne "varified" using a lowerconfidence level
Interpretation for thesegnent ifdemandedby other consfderatfons.

NOW consider the sst of Teatures in this table, The features
VOICED., FRIC, STQP, anc¢ VOIFRI ars intended for obtaining a

prelimlipary segmentation: based on energy considerations in the
spectlrur, That they are not mutually exclusive is8 clear from the fact
that "VS" the voiced stop Is included with "sl1", whigh indicates

stop~gaps Aand silenca, TNis avoides confusion between Streng voicing
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and weak Vvoicing, A cleansar set night be obtained by measuring one
more Paramater, the pitch, if it can pe vreliably obtalned for voiced
8tops, or bypostponinag the decisionuntit after the voiced/un=voiced
nature of the STJP found must bs resolved, The same app|jies Lo the
feature vOIFRI,

The voiced category of sounds s the most Prolific {n speech.
The features VOWglL, NASGLI(for nasal or glide) and NASAL are, used to
suoglvice the voiced streches of speech, again With no regard to the
spectral detal l, The faature NASAL i s supposed to detect
nasalization, But this featur2 is adapted to nasal stops whare there
is no ora! outnut, For nasaiizsed vowels and other sounds, the nasal
pole~zero position and cthar nasalization effects(Fantf11]) depend on

tne oral shape and thz dajree of nasal coupling, As we shal |indicate
later, cur results do show overiap between VOJELand NASAL feature
sets, hut it isajfficult to assert that the feature {s detecting

nasality and not merejyresponding to a weakened vowel,

Table 3shows the particular paramsters used to ¢getect above
featuresg, [t shouid be "nted that only the amplitude bpearameters are
Useg ub to this noint, The reason is that for these broard classes the
variatlion anc/or stationarity intermsof energies is more {mportant
than the frequency peaks, Thusifwe were to use format position to
detect aVOWdZL the parameter would cover most of its range of values.
At best it wolUld produce a uniform distribution and contribute
notrlne or, rorejixgely,it wouid add noise by creatingclusters for

thevowais vith niin freauency 9f occurrence and thereby weaken the

VOWEL fenature for others,

The three featuras FRONT, MID and BACK attempt to divide the
frequency range 1in three resions, The choice of three is oprimaritly
due to thas traditional <classification and that in the frequency
¢omain the %three voyeils /i/,/a/ and /u/ form three extrema, However,
our resuits shoew more confusionpeiween the MID and BACK,probably
Jue *o the vowel| s 0 U and the scghwaa AS, It may be advantageous to
Ereak=-up the MID=3ACK set into three, Thus having four featuresto
delimeata the voicag sounds. Again, as w~e are not looking for a
rytually-exclusive set of-features, it does no harm [f certain sounds
grefours as both MDD and HACK, fInly Tfurther interpretatiom becomes g
fittie more aifficult,

The fgatures F/Ps 3/T awl GH/K are implied by thier names, It
snows trut in tha present stationary classification state, we could
rot aistingulsh satween th9 frication in the burst iron the
correspernding frigative,

.ONGand STEADY are features intended for classification of a

Specific vowe i, ilso, trese are the only non-redundant features as
their apsance carr isS the same infurmation as their presence. in the
results  given in Tais repcrt these co not figure prominentiy Ffor two

- (6)



main reasons: 1) they range over all the vowe|s and hence woulz haVe
vpad distribution in the frequency domain and 2) the tota|"|earning”

for thése featuresjs necessarily small In comparison with other
features, These features have beenincluded asanaidto further
prucessing, Thus it Would 53 more meaningful tc oprocessa n
"averadged" vowel vector after initial segmentation to give more

reliable estimate of _ONG and STEADY features,

2,1 System Impierentation

D e PR e n S e O e o

The theorgtical founaation and certain implementatijon details
redarfdlirc %the sigmature table adaptation ars given in r123, The
hierarchy of tables (Table 3) cenerates a probabilitysurfacein the
input paranater space wWhich is conditional to the learnt feature.
Thus, the table called by ~nemonic label VOICED has as its output

PCAVE,HPE,LPE|VIICED? (i3

where AVE,HPF - andLPE are thelnputrarameters,Thetw o inputsAVEand
HPE are repsated aftheeariiest stage (table VY0I1) in arger to have
exp|lcis fivavarjasie space, thesameas f o r other features (e.9.
NASGLI), These repeated inputs are clearly redundant for this Ffeature
and are included to avnidscaling preblems that arise as a resylt of
having un28aual number of inputs. This is true particulariy when the
amount of learning information js scanty in comparison with the Size
of the feature space, <2+(3#5),32% iIn this case,

S
S

w2 L_'iSh T

<

given th: specific

find the postiriori probability of a feature F
nout vaector X,

o

C
b
!

P(F Xy = P(XIFI*P(F)/P(X) [23]
where F(F) is tne agriori probaoliity cf the feature F anc P(X) s
the unconditional oprobability of X , In the presentsystemP(F)is
corputeg using only the information aquired during the Iearning
Phasé, Thus it {s given ¢ty the ratio of count this feature was
specgifled to the total| count over a&i| the features, Clearly, these
cropabilities snould also be aoagified to some extent by the known
aprioerl agistripution of the Features for the language under

consideration,

The unconditional orcbability P(X)is obtainedindirectly.
The phone-featureresiationsnip (Table2) indicates that the features
vgIceD, FRIC, VvQIFRY and STOP are mutually exclusive and totaijly
exhaustive, Therefcre,

POVOICEC I X)+P(FRIC|X)+P(VOIFRI|X)+P(STOP|X) = 1, 31

(7)
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This cOrstralnt useg in conjunctionwithea,2gives a n estimate of
P(X),

This methog of obtaining the postirioriprobabilitisasallows
us to treat all! other TFeatures which do not figure in 3.3,
i ndsPpendent|y of each oOther: one of the main advantages of this
approachk strassea in the introductory section,

2,2 Impjementation of Counters

T P e e e e W e e e ey e oy e e

The feature probabilities obtained in the sectiornaboveare
for a !'nput rarameter vectsr X, which represents a short time slice
of 6,4 msec,, and are conpletely independent of the time context.
wher®as, soms featuras, Particular|ly those related to vowels and
fricatives =~re stationary over fairly extended time segments, This
fact is used tc improve the probability estimate at a timgsay T, by
JUsin@ the compoundprobadility:

cCFIY ) = ptFIX Yup (F|X I {47
T (T-1) (T=2)

where (T-N) represepts a delay of N units.

In order to reduce the number cf pre-assigned threshold
values trnat must be specifled to the ©orogram, the same value of this
delay is usada for all the features eXxcept the inharently
non-statjonary featyres (NASAL,NASGLI,VOIFRI) for which a delay value
reduced by On9 unit is used,

"Courter" is the davice used to detect "pressnce" of a feature
Using thesecompoung prohahility estimates, A feature counter is
tricoered when ths prohabi ity for that feature exceeds_ a
tre-specified value, and remeins high for several consecutive time
vnins, Acclicdental dropouts or spikes are eliminated by using time
rysterisis, £ counter thus reports the onset time, the duraticon for
wnich tne featurewas present and the average probabilityvaiueover
the vurarijon,

Clearlys, there i no "optimum" value of probabi |{ty that can
re 3%el as the taresheolad fFor a counter. It would depend on the
rurpose for vhicr the outputs are to &te used and ofcourses the
organfiZation of the program wnose taskisto assSign interpretation t o
it, Sincethis report deals exclusively with demonstration c¢f the
rerformance and CaPabiiities ¢f this approach, we shal|| cresent
results using ltdentical incut and Varying the threshoid and the delay
parareters,

(8)



It is not necessary to specify a separate threshold for sach
feature., The confidence witn which a feature may be detected S
clearly rejated to the amount of learning for that feature: its
apriori probability,

The actual thresholds used far each Counter are thus obtaimed
bymulitiplying its apriori Probability by a global confidence figure,
whichls specified as a percentage, ranging from1l to 100, 1In some
"bac¢" ceses where the prorability distribution s biased because the
feature 1is specifieg for unrelated phone sub-sets (e,a, LONG and
STEADY), the threshold Tfigure may be arbitrarily chosen,

S,0 Resylts of Experimants

W T ey wr o W o W T, e e

The results gjven In this report are basSed on 26 utterances
which were Uuseos as the data tpass at a speech Segmentat iom workshop
hela al the Carnegie~Mejlon Univarsity in July, 1973,

The utterances are |listed in Table 4. The sentencesare
givided in two sets of 13 sentences esach; thosse with a "#" foliowing
the ldertificaticn jape! are used for the training and the rest for a
oross evaluation of tike systen,

l'etailed resgults are given for utterance 19 to show the

_conslstency of the featurs set, The word "Tower" occures three times
inthis sentence ang has bzsen wused Ffive ftimes In the training
phase(sentences 25 ang 261,

Fig,1 giveg the waveform of utterance 19. The vertical lines
are spaced 6.4 msec, intervals. Table 5 shows the phone Tnformation

asscciated with this ulterance and the starting and the ending
segrent mumber for each pnone, This association 1s dune at present by
visual inspectlion of the waveform and is rather ¢conservativesince

thecjzssifler operates in a stationary domain,

Table 6 sShows the counter outputs obtained when the
corfiderce threshold is set to 62 and the delay parameter is 3, This
combination Gtiases the result towards nigher probability and greater
stationarity, Fig, 2 shows a graphic representation of these counter
outputs and &|s0o the position of the pPhone string(Pony) associated
with It, The necessary compression of thecdata may cause a relative
shift bgTtween the fgaturaes, sult the error is not rmore than 1
character on either side,

It »ay bpbenptedtnatthefeaturesVQICED and STgpars found
with nlgn reliability, Even when the friction in the first t=burst
(seg. £2z=94) is missed conrlataly, itis not suhstituted bv any other
feature, Other t-bursts are also rather sketchy, 0On the other hand

{(9)



the "s" at the end of tne sentance(TowerClisdefinitelynicked up
as a fricative andalsoldentified as a S/T,

The feature VOWEL shows an interesting pattern, Most vowels
indicate fair to “igh confidence, But note the vowel AA in the second
occurrerce of Tower(seg., 289-296) which is shorter in duratjon(anyway
It is a part of a dipthong) and weaker than others, The graphin
Fig,2 Shows It as brokenin two sections and has low prosability.

Going A step further we can see that for all the vowels in
thie utterance the sun-classes FRONT and MID are identified
correctly, Tne Intervenins ylide"w" intheword Tower s definedto
be a BACK (Table 2), and this feature does not show upat al |,

Fis.3shows the graphic representation of the same utterance,
analyzed with confidence level set to 68 and the time delayat2, A
comparison with Fi{g,2 tndicates -that more Information, a |ot of whigch
is redundant with respect to Fi3,2, Is extracted, But the interesting
asrect s tnat now the t-bursts show up as fricatives, though they
are incorrectiy label|ed aseithar F/P or SH/K. The likely reason is
that there aremore instancesofF andSHinthe traininasetwhich
arecloserto these, rather weakly articulated bursts than the
t-bursts and "s" sounds |n the training set,

The second interestins aspectis that the "w" gl i jes(feature
NASGLI) are more definitively Jlocated and also declared as BACK,
aloeltwith lower confidence and moreobreaks.

Figures 4 and 5 show the graphicrepresentation for the
utterance 2, witn the confidence Tfigures set to 87 and 40, and the
delay Parameter setto 3 and 1respectively,

This exampje is intanded to demonstrate another important

characteristics of thisapproach: the Tfeature set beins mutually
inderengent during the analysis phase.

Fig.4 is "clean" in the sense that none of the competing
featuyres (VOICED,FRIC,STORP), (VOWEL,NASGLI) and (VOWEL,NASAL} show
any oVvarlapn, Whereas InFiv,2 the vowe| EE (time 2,5 sac) has the
features VOWEL and NASAL overlapping for most of its duration, On the
atner hand, vowgls AE (time @.,65 sec), E (time 1.25 sec.) and AW
(time 1,55 sec) show |1ttie or no overlap with feature NASAL,

From the phone-feature relationship (Table 2) used during the
training, i t1sclear that the feature NASAL is associated only with
nasal Phones M,N and NG. TheexampleaboveshowsS that nasaljzatien‘in
vowels can be deteacted Without ~creating an expliclt ¢lass for
nasalizea vowels,

(1¢)



To repeat, wedonotassert that wWwe have found the way to
define 2nd detagt "nasalization" in the strict sense of the term.
This is an example to substantiate ouUr strategy for keeping the set
of features independent Of each other, and for not using onre=-defined
ralationsnips betwegn features as A way to improve recognition and/or
nrovide a simple algoritnn for the phonetic iabelling OF the
utterance,

Tables 7 and 8 giveagarossevaluationaste how well the
Ssidnaturetavlesperform #nen the Ulearnt data ?tselfisana,yzed.The
tastingprogram compares the associated learning information{as in

Table 5 with the output of the «counters on asegmentby segment
oasis,

Table 7 3ives the overa| {Tigures for the various features.

The entry "Excess" is *the sun of wrong classification, when the
correct feature is pmot found at all and also of other features which
overiabP the correct feature, Thus excess is mainly a measure of

sepefabi ity ofr the competing features, Table 38 represents the Same
information with a phore~wiSabreakdown, This information isusefull
for 1)redefinition of the inpLt parameters and feature relationship
arnd more important, 29 redefinition of  the set of features
thepnse lvas, Thus resu|t Tor vowsi AL in the Table 8 indicates that it
is classifier! as FRONT and %10 apout eczual number of times,Similarly
BACK vowe is © 0 and U switcoh btetwsan MID and RACK,

Thisanrparent confusjon is indicative of the varjability of
tna forman% structure of the Voweis with context, One may get around
this pfobtlen by increasinig the numper of features: one for ocvertap
between FROHT and ¥ID and anotner for the overiac beiwsen MID and
BaACk, A vetter solution misht te to aisa~biguate these confusions by

1) averaging input ovar the vowel| duration and re-interpreting the
resultires vac toriamgunts to a local Teed-back) and/or 2) postponing
the decisionunti| j% becomes essential, and using acoustic and Other

-

context information,

Table Y ¢ives the avaerased results pn the iearnt data when
the corfidance thresghold is fowered to 67 and the deiay to 2, The
increasSe in ciossification rates for tne feature NASAL, NASGL!I and
EACk,among othars, show <tnat %ne phones which define these features

r

Tanles 1% ancd 11 %ive similar resulis for the Unseen data.
Similarity of tre phone nreazkcown in Table 11, with the onme |n Table
& dc imgicative of the colsistency of classification as wel| as the
CCPTUSEOf-



4,6 Conclusion

[ IS JPGi S

The examplesin apove section give a falr idea of the

capabilities and the potentialliy of the present approach towards a
speech recognitinonsystam., The system satisfies all the requirements
out| inegin the introductory section,

At tnhis poimt we ~ay make a projection as to how the cresent
system might fit into a full-fieagded recognition system, A posSible
strateGy is outlined in a very general way by the following steps,

1) FIND sections of the unknown utterance setting the
confidence parameters "hian",

2) L0 through a Nypothesize=-test procedure to izentify and
label these sections, Verification can be done on certain sections,
with |oweredconfidence levels |If demanded by the context.

%) ®ASK those sections marked in steps 1) and 2). The
recognition aluoritnm cannct do 2 better Jjod than this!

4) If narts of the Jtterance are left un-interpreted then
lower the confidence parameters, and go to Step 1),

Clearly, tne most crucia| steo 2 apove IS depz2ndent on the
constraijntsand the ggpal 0f the recognition schema, One may mereiy

include language=-Specific ohonological rules at this stage, The
System woul i then agcenpt a wider class of utterances and produce a
phonetic transcription., ~her=235 a task oriented, !Iimited vocabulary
systen might get away ~ith fewer pnonological rules and stitl orovide

accentaple results,
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Parareter

Fi:
Fou
F3:
At
AD!
A3:
Fpl:

Fpa:

first forman+
gecond formant
thirc formant

F1 ampl!ituds

F2 ampl ] tude

F3amp | | tude
fricatlive poje 1

fricative pola 2

FPlat Fpi amplituge

FP2A1 FP2 anmalttyuce

Fz:
FzA;
NP
NZ:
NPA:

NZ

x>

fricative zarg
FZ ampiitude
nasal nole
nasa | zero

NP amp|ituge
NZ amolitude

10w region eneray

Lower L imit

2%
73

2,743

1809

3z2ap

FP1

83

P

>
<

high region enargy 2549

averails enerqgy

Tatcle 1,

Ubpper L imit[Hz)
872
2050

32a¢

3229

5002

FP2

50

NP+520

45
12020

1027

Input Paramaters and Ther Ranges,
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N~ 0 XTI, x

fo)

M =+ 3 D3RI — O YWTCC >

N < T

signif ltcant featurss

VCICED
VOICED
Velilced
VOICED
VOICED
VvOICED
VoloeD
vOICED
VOICED
VOICED
VvCICED
VOICED
VOICED
VCICED
VCICED
VOICFED
vOICED
VOICED
vOICED
FRIC

FRIC

FRIC

FRIC

VCIFR]
VOIFE]
VOIF#I
FRIC

FRIC

FRIC

STOP

STUP

Tabia

(second cOflumn

2

VOANEL
VONEL
VOWEL
VOWEL
VOWF L
VOWEL
VOWE L
\/Qy{E'_
VOSE L
VOWEL
Vi
VOWEL
NASGLI
NASGL
NASGLT
NasSGLT
NASAL
NASAL
NASAL
F/2

S/T

SA/K

Frse
S/T
SH/F¥

FRONT
FRONT
FRONT
FRONT
M1D
M1U
MID
MID
BACK
BACK
RACK
HACK
FRONT
MID
MID
HACK
ALK
M19
FRONT

qives

LONG STEADY
LONG
STEADY

LONG STeADY
LUNG

STEADY

LONG STEADY
STEADY

LONG

NAaSGLI
NASGLI
NASGLI

The Phone~Fegture relationship used.

the nearest [PA equivalent,

(14)
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Nare
Voli
FRIg
VOFRY
ST01
VoW1
GLIZ
NAS]
FRN1
MID1
BCKy1
XFP4
ST1
SHKY
LNG1
STC1
GAP1
GAP11
Volig
FRIZ
VOFK?2
STCz
VOW2
GLIz
NAS?2
FRNY
MIO2
BCKg
XFPZ
512
SHK¢
LNGZ
STDZ
GaPyz
GAPZC
VOo13
FRIZ
VOFRY3
STOZ
VOW3
GLIZ
NASH
FRNZ
MID3
BCK3
XFP2
ST3
SHMKZ
LNG3
STh3

TYPEL
Pz
re
P2
F2
P2
P2
P2
Fe
P2
Fa
P2
P2
P2
P2

P2

P2
P2
P2
F2
P2
P2
P2
P2
P2
P2
P2
P2
P2
P2
P2
P2

o]

Pe
P2
F2
pe
P2

[S]

P2
P2
P2

Learn
VOICED
FRIC
VOIFR]
STOP
VOWEL
NASGL]
NASAL
FROMT
MIC
BACK
FspP
S/T
SH/K
LCNG
STEADY

VCIcED
FRIC
VOIFR]
STOP
VOWEL
NASGL]
NASAL
FRONT
MID
EACK
Frsp
S/T
SH/K
LONG
STEADY

VOICED
FRIC
VOIFR]
STOorP
VUWEL
NASGL ]
NASAL
FRONT
Mln
BEACK
F/F
S/T
SH/k
LONS
STEADY

:Sa (Coht.)

IN1
AVE
AVD
Al
AVE
A3
A3
Al
Al
Al
Al
FP1A
FP1A
FP1A
Al
Al

vori
FRI1
VOFR1
STl
VoWl
GLI1
NASZ
FRy
MInZ
BRCK1
XFPY
ST1
SHK1
LNG1
STD1

VoI2
FRIZ
VOFR2
STO2
Vo2
GLI2
NASZ
FRNZ
MInD
RCK2
XFP2
ST?2
ShK2
LN3Z

STo2

142
HPE
HP L
A2
HPE
A2
A2
NZA
A2
22
A2

FP2aA
FP2A
FP2A
A2

A2

AVE
AVE
AVE
AVE
Al
Al
MPa
F3
3
F3
FZ
FZ
FZ
F3
-3

HPE
HPE
HPE
HPE
AVE
AVE
AVE
F1

F1

Fl

Fp2
FP2
Fp2
F1

P
e

IN3
AVE
AVE
AVE
AVE
Al
Al
NP A
F3
F3
FJ
FZ
FZ
Fz
F3
F3

HPE
HPE
HPE
HPE
AVE
AVE
AVE
F1l
F1
FL
Fp2
FP2
FP2
Fi1
F1

LPE
LPE
LPE
Lot
LPE
LPE
LPE
F2
F2
F2
FP1
FP1
Fpy
Fa
F2

(15)

IN4
HPE
HPE
HPE
HPE
AVE
AVE
AVE
Fi
F1
Fi
FP2
FP2
FP2
F1
F1

LPE
LPE
LPE
LPE
LPE
LPE
LPE
F2
F2
F2
FP1
FP1
FP1
F2
F2

ING

IN7



GAP3 pa

GAPZS 2

VQICED F¢ volcEs VO13 LPE
FRIC P2 FRIC FRIZ LPE
VOIFRI 2 VOIFRT VOFR?Z LPE
STOP P2 STNpP STOY LPE
VOWEL Pz VOWEL VOW3 LPE
NASGL I ¢ NASGL T GLI3 LPE
NASAL P2 MASAL NASS LPE
FRONT P2 FROMT FRIN3 F2

MID P2 MID MIN3 F2

BACK F2 “ACK PCK3 Fe

F/P P2 F/pP XFP3 FPa
S/T F2 S/T ST3 FP1
SH/K Fe SH/K SHK3 FP1
LONG Pe LONG LNG3 F2

STEADY F2 STEADY STR3 Fo

Tadle 3, The Signature Table Hierarchy,

(16)



19
20
21
22
23
24
25

26

IDENT UTTERANCE

- . - s -

B10« What is the average uranium lead ratlo for ths |unar samples?

B27 Do any samples contain troilite?

B34 Do vou have any references on payalitic olivine?

B35 Do any samples contain tridymite?

8364« Has whitjockite been measured in any lunar sample?

B40« What are the nyroxene concentrations in each type A rock,

B51+% Glve ne the cristobalite concentrations for each type B rock,

D7+ Count where ty2e equals {inear equations and runtime |ess
than fivasix,

1o Repeatl where key word 2quals Gauss elimination or key word
equals ejgenvalue,

Cvi3ng+ Alpha becomes alipha minus beta,

Cvizng Alpha gets alpha minus beta,

LS1 I wantto do prhonemic lape||ing on sentence s]x,

“S21 Aho’s the owner of utterance eight?

LM3 Who is the owner Of utterance eight?

LM13 Jdisplay the pronemic labels above the spectrograms.,

LMld4w Put the ieft boundary on Tfirst "s" segment on the tenth frame,

LMlgw Mcve the right boundary of the flrst "ah" one position to the
left,

LM24# Display the root mean saquarsd function and the si lence
threshold above the spectrogram.

RBe They are Tower A, Tower B, and Tower C.

RB6 02 you have any right sauared boxes left?

RB7 Do you have any rectangular cylinders left?

RB11 The white block in the picture Is calied a box.

RB12+# The aorange block In the picture is not a box,

RB1éx Put tne other red block on the red block,

RB1G« From |egft to right, they are Tower A, Tower B, Tower €, and
Tower [,

RB26 Is there a red siogk in front of Towers C and D?

Table 4, List of the 26 sentences used in the experiments,

identification labei were
used for adaptation)

(thoge with a "#" following the

(17)
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Heager Hint Information fron

FILES SEG19,73077,TH0]

The meSsage in thijs fijg jg t::::

(19:RB2) THEY ARE TOWER A TOWERP B AND TOWER C

Pl BEG  END

22 VS 12 17
23 & 22 23
24 | 27 36
25 AA 49 54
26 R 62 55
27 Sl 71 81
28 T8 82 9y
29 AA ¥9 135
32 W 115 120
31 AR 129 133
32 Sl 148 3154
33 E 162 183
34 I 244 2029
35 Sl 206 273
36 TB 275 23p
37 AA 289 296
38 | 345 310
39 AR 314 320
42 VS 327 338
41 EL 346 382
42 H 454 455
43 N 453 479
44 S 477 431
45 T8 483 491
46 AA 499 505
47 W 415 522
48 AH 5.4 529
4% S 536 533
5 EE 571 534

Tabie 5, Fhone Information Associated with Utterance 19,

(18)



SEG#infile name refers to the Utterance Number,
Data flla SEG19,T2(77,THO] 18-JJL=1973 1413:22
(19:RB2) THEY ARE TOWER A TOWER B AND TOWER C
Tralned on? LRNMIX,TMP Thresho!d=827 & Delay=3
Berin Eng Label ~evel St,Seg End SegCnt

First |evel [voiced, fric, voiced=-fric, wvoiced 8 unvoiced stopl

148 704 STOP 4 2 11 10
896 4169 VAIlcED 6 14 65 52
4544 5056 STOP 5 71 79 9
6. .16 8512 vQIcED 7 94 133 40
9344 9356 STOP 5 146 154 9
17438 13632 VOICED 7 157 213 57
14716 14338 S79p 1 219 229 2
14336 17438 STOP 5 224 272 49
17690 17664 FRIC 6 275 276 2
18176 19172 VOICED 7 284 298 15
19328 19528 VOICED 5 322 385 4
12776 20416 Vvalced 6 In9 319 11
20736 21696 STOPRP 3 324 339 16
21888 24708 VOIZED 7 342 387 46
25650 290256 STOP 6 420 454 55
29376 347208 STOP 4 459 480 22
31168 3x94 FRIC 3 437 489 3
31488 33536 VQIZED 7 492 524 33
33622 34240 VOICED 5 5390 535 6
34432 36096 FRIC 5 538 564 27
36352 37440 VOICED 7 568 585 18
37824 37885 STOP 3 591 592 2
38144 38272 STOP 1 596 598 3
33592 38656 STOP 4 6723 604 2
38612 39188 sTOP 3 608 612 5

Voiced [vowal, nasal, nasal/sglide]

768 832 MASAL 6 12 13 2
1344 1664 VOWEL 3 21 26 6
1620 2112 voweyL 3 30 33 4
2368 3392 VOWEL 4 37 53 17
3646 3994  NASGLI 1 57 61 5
4032 4160 NASGL! 2 K 65 3
6144 7368 VOWEL 7 94 115 20
7360 7552 MASGL I 2 115 118 4
7488 7616  VOWEL 4 117 119 3
7744 8703 VOWEL 4 121 125 5

Table o, {(cont,) (19>



864 8512 NASGL!I 1 126 133 8
10¢48 12433 VOWEL 7 157 195 39
12608 128013 VOWEL 1 197 200 4
12628 13134 VOWEL 2 202 206 5
135434 13568 NASAL 5 211 212 2
18pn48 18112 NASAL 5 282 283 2
18368 13624 VOWEL 4 287 291 5
18880 18944 VOWEL @ 295 296 2
19392 19520 NASGL] )] 323 325 3
19712 23416 NASGL]I 2 328 319 12
22r 16 23232 VOWEL 3 344 363 20
23488 2363830 VOWEL 3 367 379 4
23872 23936 NASAL 6 373 374 2
23936 24UP0 VOWEL 2 374 375 2
24128 24192 NASAL 6 377 378 2
24192 24320 VOWCL 6 378 389 3
24192 24384 NASGL ! 4 378 381 4
24448 24512 NASAL 6 382 383 2
24649 24704 NASGLI 3 385 386 2
24640 24724 NASAL 1 385 386 2
31424 31552 NASAL ] 491 493 3
31744 32768 VOWEL 3 496 512 17
32896 33536 NASsL | 2 514 524 11
33856 33920  1ASGL® 2 529 532 2
364156 37256 VOWEL 4 569 579 i1
37184 37248 VOWCL J 581 582 2

Fricatives [F/P, S/T, SH/K] and [ L ONG, STEADY]

6528 6656 LONg 7 102 174 3
6528 6656 STEADY 7 122 1924 3
6848 7040 STEADy 6 127 110 4
19728 19264 STEADY 3 297 3d1 5
24128 24256 STEADY / 377 379 3
31168 31232 SH/K 4 407 488 2
34368 34432 SH/K 4 537 538 2
34816 36896 S/T 5 544 564 21

Tabje 6, (con=%,) (22)



Lfront, mid, back?

1536 2496  FRONT 2 24 39 16

3584 3648 MID 5 56 57 2

' 6144 6976 MI1D 7 96 109 14
f 7488 7616 M1D 5 117 119 3
75%2 7616 FnRONT : 118 119 2

8192 8512 MID 2 128 133 6

12:48 12238 FRONT 7 157 192 36

12544 13568 FRONT 5 196 212 17

18368 19264 m:D 5 287 321 15

19634 20163 MID 2 311 315 5

21888 24832 FRONT 7 342 388 47

31744 32192 MID 4 496 503 8

33344 33536 MID 1 521 524 4

363%2 37442 FRONT 4 568 585 18

Table 6, Coynter Cutouts for the Utterance 19 with

¢ Confidence Thresho|d set to 82 and time dejay to 3,
(Begin and End times are In 10 microsec, units).
3
L Feature 6 iven Found Excess %Found %Excess
L VOICED 1816 1365 18 75 1
FRIC 741 477 44 64 6
VOWEL 1241 630 11 56 1
NASAL 322 69 7i 2i 22
L STOP 698 605 116 87 17
VOIFR] 113 3 3 7 3
F/P 153 24 5 16 3
S/T 346 257 35 74 10
- SH/k 222 111 19 5¢ 9
FRONT 583 353 59 61 19
MID 991 332 il7 34 11
. SACK 242 4s 24 29 10
LONG 642 11 1
STEADY 752 27 3 4 0
NASGLI 575 175 101 30 18

Table 7, Averagec Feature Performance of Learnt Dgata,

(Thresho!|4=87 and Delay=3)

(21)
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Feature

VOICED
FRIC
VOWEL
NASAL
STOP
VOIFR]
FsP
S/T
SH/K
FRONT
MID
3ACK
LONG
STEADY
NASGL I

Fsature

VOICED
FRIC
VOWEL
NASAL
STOP
VOIFR]
F/P
s/T
SH/K
FRONT
MID
3ACK
LONG
STEAQY
NASGL |

Given

1816
741
1241
322
698

113

153
346
222
583
991
242
542
752
575

Table 9,

Given

1553
523
ipe2a
227
410
91

329
92

632
573
3590
572
597
533

Found

1432
519
876
182
605
32
41
231
145
411
515
117

67
362

Excess

31
66
34
264
176
38
25
73
46
127
191
139
17
14
457

“Found

79
70
71
57
87
27
27
81
65
79
52
48

5

9
63

%Excess

2
9

3
82
25
34
16
20
21
22
19
57

3

4
79

Averaged Feature Performance for the Learnt Data,

(Confldence Threshoidg=6a and Delay=2)

Found

1186
317
579
45
237

211
19
342
146
12

139

Excess

37
39
26
81
111

38
64

126
22

146

%Found

76
61
590
22
830

1
11
64
21

54

25
3
1
1

26

%“Excess

2
7
3
37
27
3
4
12
8
12
22
6
]
1
27

Table 12, Averaged Faature Performance for the Unseen Data.

(Confidence Thresho|d=87 andDelayx3)

(23)



(ve)

'OV ®iG®L Ul 3}INS8J 8Yyj 40, uMopexERJq BUOU{ *TT 8138l
6L BELEL 8L 9 LS ¥ B2 67 T629L ST €9T2b 89724 £ U2 €2 §T oF P8 by 98 GTue U2TSeTvTITo0T vl
b 2 T 6 68 B2 8c Ce v2 g L 2 v 20T g2 <2 sT & v O b 1158
£ Z 2 T ro¢ AGY T,
T ¢ ¢ 7T S
L Ty o2 g e ¢ 1 ¢ ¢ MO
1 9 ¢ T 97 2c 8 £ BT 9T 92 9 B2 9 oT Gy o gl
1 9 T 8 2T 2 ¢ 919 13 T €9 66 Iy 907 LH0Y
£ £ T ! ¢ M/ H
6 2% 62 bae v
4 4/
T T 2 Iwdaior
85 682 ¢ ¢ 61 (44 89 ! dnls
b 1 A e ge o1 & 8 9 T L 2 L 1T S T TSV
T 8% ¢ b TT & L 8T 22 ¢ €v €S 6V 88TLg 627 5404
68 82 1T 9% L 822g2 ¢ ¢ 014 4
¢ z 1 9 97 7 G9 6z 65 8BS BL 9T 92 6T T L4 9¢ [b TBT98 @4T0/T€uTTeT 035104

SA IS a4 gL d9d 2Z°

AH HS § 4 IN N N

M 7 ¥4 A 0 My N 00 V YV Vv

- —

SV

I 3 3v

33



L fo P <8 %% 54 129 19 L2 53 gs (1] v B ”% ] e 2] 28 W =] (3 224 174 90

-

.
P

=
o
P
Y
-
-
—
¥
>
=
-
-

YT YIR TS TS L TV

B

Ao . U bodddeu i ¥ *‘
MALAAAD Aian o il ah uliiods oL ing ut 14.«?.»._*?_1,.: L-ﬂa.g. VAPr=fA- éux_kqi?&.} »&#.l

<
_d
-
=
4

;

£Y4 < K< 24 174 74 59 Il w9 a9 (47 9 ey 2 @@ é9 vy re) 9 B 14 s LAy Ly

=Y
=

T rm—
N
b

P
.-
e
Bmew Y
Sa— ey
B

>

——
T ——
—
1]

>
——
me—— g
s

5

i
3

—

o pr pt 14 M ar (14 o4 2 4 ot or. or. . . 4 . ¢4 er. w. (4 L1 ue & 9w

190 6193s=37114
4 2

b

>

s
-
———
-

v

o=

=l
—
=3

[
-y
Y
—
5

4

=
—

y

-
S——
o

D

v

>

>

4

P

-3

D

(25)



3

nir \ W
3<><}<>> ><>< A <_:><> <><>c>< i ﬁp { A \ /‘_ k><>£) N < ><> \%,_ )Lg . : J &} i J | %
_ o > .>> y WiTAUARE P > ;3 ?: A .

«2 V f, q é \,2 iz <£ 4(
,,,
A ,}? NSOV VY oY ><><>c ,»P :& > 2 <>c?2cl % <?> }J ié, E
e 1
| it 4
AR AL AR AL ARt s A s UL A s i o,
TR e

(26)



442 peR 2 MR [SR (Fé2  Jrez (2 W2 | od2 | 4R | WE2 | M2 | 982 | S8R | B2 | L62 | 2R | MR | OR | ¢@( BR| LR| PR| ER
1
By H}? <§<5 )} 5<?<7>> Y .><>> ?31%2” sﬁﬁ%ﬂ m. . ><J<> bﬂ: A g ? A \>11< FUSSH W JSVEN DIFNY W e I 3 | . |
( ﬁ c * c Z g Y d 1\ x é ( 1 "
PR R RR LR IR [ |9R [ (92 | 992 | S92 | P9R [ TSR | @R | \wWe | 0% | ese | G52 | /92 | 952 | S9R | KSR | LS| eS|  wR| @
éh2 prz A2 pra SRR JRR2 oz 262 f w2 @K2 | SI2 |lBRR [ R g2 | STR g bR | TR | uR w2 | ara | e | WR([ &2y we ww
e Yo el
Jeg 6 1L95e=31] 4
ve2 22 P22 qR2 (@R 412 R |12 [ 912 §SWR | PR | L2 212 | L2 | GR | 4@ | D | M2 | WR § S | R | MR 2| wR| a@

. A AL N\ .hr,}. >>P

?-—
P
il
P
i—/
g?‘
vy
<
<
=
<"

N Mah s ha e e T e e Y, v C,\%ﬂ < ﬂﬂzn\ya?&__\,{{

7)



B

T ————e

e,

R

e

e —————————

e e e,

T ——— e

I



'S

cdt c'id Set rdt rar 2r 1514 adt 48f ek ra-ld P Suk +BF 4714 gt L aer dF =71 4 L2k 97 E7ed

&’ s:\m ~>> awh IR FIRY.N P PRI ROTRIITR W PR RO I

d

—

4«& éﬁ c AT AT (AR TR L Lismad e st T v A T e a A > mac ~

p.Ck W (@r |69F (EBF | Y |99 | SOF ¥or | ror | 2or WF | eF | ésk ask | JSr | 95k | S8k | bSr tab | s k| gsr
N o A_adn TN PP A
A = AW I -t A fh"ad AV SRS i o LR SRV, I M \YA' tad
e oFr SHE brr cht |2k e aFt éry | urr | 9rF | uTF | bCE rri ory wF | gk | 2k § 82k} ok i ser

1" 61938=3971L

Ry \2F [+rd g é Lt *114 434 I S (2% 4 rib 2k LiF -84 «gr war reid 9% <or rar v i W Nr
e < -
:
L

1
[

Y i

. K P P E v J o~

(29)




547
v
Br4
oo

&
< 3
__5? —_—— B — I —— =" 1! )
T B S —
o £ < 8 i
B —E T - = ”
r w D —_ E
o _-’ e s 3
B 2 —F —— = | i
3= = T
—— e ) : — :
v } = = i
F; = b
] F: — S —— n J
- B 3 = & Dy g
i} '_——-_-__“_ < lE
& F ‘ =
. ) X Y e ——e B e e
L T % { s
E N _ <= &
E T e ———— e e e e e A
o
’: e e e
& :




SEG19.7@ 177, THOI

0.0 . 01 0.2

STOP  ~b-+-

VOICED

NASAL
VOWEL
NASGL |
LONG
STEADY
FRONT
MID
Pony

-3- -3

1.8 1.1 1.2 1.3
STOP
VOICED+7 - =~ bmm b=

FRIC

NASAL
VOWEL +7--+---+-
NASGL |
STEADY
FRONT +7--+--~+
MID

Pony E --+---+---

2.0 ., 2.1 2.2 2.3

STOP -34--—t- ‘

VOICED+

NASAL
VOWEL
NASGL |
STEADY
FRONT

+3-—4-mmt- +3 -

24-JUL-1973

time in 1.024 secs.

0.3

e S RN LR SR S

[/ P S
~-1-42

AA--+ R + SI---+TB-+

04. A5
+5--+

0.6 . 0.7 .

B s e

-0

-7
-7 -6
+7——+-- Is

AA-t , W

14 15 . 1.6 1.7
B T e s Satat 2

S| --+TB-+

2.4 2.5 + 2.6 .+ 2.7 .

e it ST S S
T et s et o

-6
-4

-7

A T R .

P O N Y VSemmm EE-mtmmmbmmmpmm—bme

Figure 2. (cont.1

(31)

B T e s e

-+ AR-
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1.0
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1.8 . 1.9 . 2.8

~74=mmpe =5 Bt
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SEG18.781(77,THO] 24-JUL-1973 0952: 32
L time in 1.024 secs.
30 . 31 . 32 . 33 . 34 . 35 . 36 . 37 . 38 . 39 . 4.8
STOP + + -1 - 43-
VOICED iy SO R +7--+---+
FRIC +3 R ST ST S
/ NASAL -0
i VOWEL +3--t---t “b-teen
NASGL | -2-4-- -
SH/K t
SIT 454t~
FRONT +ommtmmmt
MID +4-- -1
U Pony SITB+- AA-+l -+---t-AR+ S =4=-=t=-=t-  EE-4+---+
Notes: The t symbols denote scale divisions only.
The numbers on lines are confidence figures (unsigned, 0 to 8).
The position of pony data may not be exact because of scale compression.
¢ Figure 2. Graphic Representation of Counter Outputs in Table 6.
L
§
L
L (32)
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SEG13.70(77, THO]

24-JUL-1973 0356: 17

time in 1,824 secs.

8.1 0.2 0.4

85 .8

B e Tt ST PR

8.3
STOP - & -
VOICED
FRIC

VOIFRI

NASAL
NASGL |
VOWEL
STEADY
SH/K
LONG
BACK
MID
FRONT
Pony

+8-0 R
R I I

E +1 -t--

VS- AA--Rt SI---t

1

11 1.2 1.3 1.4

.

STOP

VOICED+7 - —4~-—4=~-+-
FRIC

-4t

NASAL

NASGL |

VOWEL +7--+---t---+

STEAQY

SH/K

'FI/IP

BACK

MID

FRONT +7--4+---t---t-
PonyE--t---t---

t
+1-2+- 42-

2

e -
B s i St =

1

-

2.2 2.3 2.4

2.0
STOP
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- 4 -24=--=-3- -
-2 =1-43--4=--
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-7~
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2 0t

NASAL
NASGL |
VOWEL
STEADY
LONG
MID
FRONT AR E R R S
PONY _ VSeoego EE—mdommpommdmmmpmm

+

Figure 3. (cont.1

(33)
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SEG19.TO([77,THOI] 24-JUL-1973 0356: 18
time in 1,024 secs.

30, 31 . 32 . 33 .34 .35 . 36 . 37 . 38 . 3.9 . 4.0
STOP + -5 -3 -6 +4-
VOICED ~T4-mmtmm—to—mt—— 54 St SEES S
FRIC -5-5 [P ST I IR W
VOIFRI -8 t

NASAL -3- -3 +

NASGLI - - 1I- “A-mmtem e tl - -2- -

VOWEL T s B e

STEADY - -6

SH/K -0 +9 tl

LONG

F/P t

SIT -S---t---t--

BACK - -7 -1+

MID B -1 -2-- +

FRONT -7 S it O
Pony SITB+- AA-+W -t---t-AR+ S =4=---4---4- EE-+---t

Notes: The t symbols denote scale divisions only.
The numbers on lines are confidence figures (unsigned, 0 to 8).
The position of pony data may not be exact because of scale compression.

Figure 3. Graphic Representation of Counter Outputs for Utterance 19

(Confidence Threshold=60 and Delay-21

(34)
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SEG2. TO [77, THO]

STOP 0.C7—4--

VOICED
FRIC

NASGL 1
NASAL
VOWEL
S/T
FRONT
MID
Pony

STOP 1.8-7;

VOICED
FRIC

NASGL |
NASAL
VOWEL
SIT +4
FRONT
MID

BACK

i4ee-4-2.y 03 . 04 . 05 . 86 . B7 . 08 . 0.9
+,
-7- +7--t-- -6-t-- AR Ay F S
+7--t--- -7+
-8 t -7 -2+
t - = 47
- -1 2 -7 -T-+- -3
+5——+-——- -4+
-0 -2- -3 +
-7 +1
vs+ 00-+- E -N + EE+- S --4-- AE-+--- tl 45I- AS+-L +Z S
1.1 . 42 . 13 . 14 . 1.5 . 16 . 17 . 1.8 . 1.3 2.0
- R S A ST T S R
+7 -6 - -3-
+2-~+ -2-t---
+
- -a
; -2-t--
+2--+ -2

24-JUL-1973  1088: 35

time In 1.824 secs.

PonySSI+KB-AS-N - SI-TBE --+-- N --t TB--- R -AW-1 -L-t-- AA-t- 1| --—-

Notes: The t symbols denote scale divisions only.
The numbers on lines are confidence figures (unsigned, 8 to 8).

The position of pony data may not be exact because of scale compression.

Figure 4. Graphic Representation for Utterance 2.

(Confidence Threshold=80 and Delay=3).

(35)
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SEG2.7T8 (77, THO] 24-JUL-1973 1005: 55
time in 1.024 secs.

0. . 1. . N2 O3 . 04 . O5 . 06 . 07 ..0H0 09 , 1.8
STOP  4+7~—4m——tmmmtbmmmpmmmbm_ =3 - 44--7
VOICED -+ ---F---+---T-- +7-----t--- iy JPUR
FRIC B e i o S -7-+
NASAL < T g SO 1+
VOWEL -3t -54-  -4-+-- -7 -t-mmt-- Y P
NASGLI “Stmmmtmm F=2-4-- - -4 it ST
F/P t -0 - -+ o+
SH/K t -14-- -— - -4-2- -8B 1
LONG -0 -8 -1-4+- - -
STEADY - -5-+-
S/T S e s + -B6-+
FRONT 5+ - 7 -34-——43-mt-m- T e -2-+---+
M1 D -3+-- +4--+ -3t t3 +5--4---t--- -4-+---+
BACK - -4-1- - -0t - +2-—4—=—t
Pony VS+ 00-+- E -N tEE+- S -—+-- AE-+-—- M +SI- AS+-L +Z S
1.0 17 . 1.2 . 13 . 14 . 15 . 16 . 1.7 . 18 . 19 . 20
STOP -7-i - -5-+ -2 -6
VOICED +B6--+- s ot T Y A *
FRIC +7 --6- + - -6 4+5--+ - -45
VOIFRI
NASAL +2-~4- - - 4+2--+- - 4 -4t-2 +
VOWEL t4 +&-t-w- + e e ST S
NASGL | -2-4- - +4--t- - cA-te--t--1+-2-t - +
F/P + -0 +0- - -2- +
SH/K 3t - -2 - - $2--% - 4
LONG - =l---s- -
STEADY -1+
SIT +6- -5 -4 -2 - -+l
FRONT +5- cbmmmpmmmb= =3= = = 4le-s - - -3+
MID -2+- “2--2 - ~4b--4 - bt B e -4
BACK -1+~ -0 --1l4---t- 48 -2-4---4--24---4-- -2

Pony SSI1+KB-AS-N- SI-TBE --+-- N --t TB--- R -AW-1 -L +-- AA-+- | ---
Notes: The + symbols denote scale divisions only.

The numbers on lines are confidence figures (unsigned, 8 to 8).
The position of pony data may not be exact because of scale compression.

Figure 5. Graphic Representat ion for Utterance 2.

(Confidence Threshoid=48 and Delay=1).
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