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Abstract
, .

This is a study of the software implementation of a new method of

searching with retrieval on secondary keys.

A new fazr6I.y of partial match file designs is presented, the

'worst case' is determined, a detailed algorithm and program are

given and the average execution time is studied.
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1. Retrieval on Secondary Key [2]

L. Common searching techniques use 'primary keys' which uniquely define

a record. But, it is sometimes necessary to make a search on other fields

of a record, called 'secondary keys? We might want to retrieve some

records from a file, given the values of some of these secondary keys.

These values may define zero, one, or several records. A set of values

is called a 'query'.

L.

For example, if we considered an hypothetical CIA file containing.
information about all the American people, we might be interested in

knowing which men are married, own two cars, and have been to,France

last year. We do not specify their age, residence, etc.

L

L

L

-

L

We now may assume that each secondary key is mapped by a common

hashing technique into a short bit string. We then need a fast method

of retrieval on a reasonably short binary key with some unspecified bits

(noted * ). This technique must map any specified value of this binary

key into a shorter address. This address will correspond to a group of

records called a 'bucket'. This technique must differ from a common

hashing technique in that it allows some of the bits of the key to remain

unspecified. In this case, it is clear that a query may lead to different

buckets and the better the method is, the fewer buckets there will be for

a given query.

Example: American People File

Record 1
1 Name Sex Age Married m--m-

Mapping

Binary Key

The previous query might be represented, for example, by: *oHlll--- .

F
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2. A New Family of Partial Match File Designs and its Binary Tree

Representation.

W. A. Burkhard has recently presented a new family of partial match

file designs [l]. The interesting aspect of these designs is that they

can be represented by a binary tree. The binary tree leads directly to

a simple software implementation. To obtain an even simpler implementation,

we have slightly modified the Burkhard partial match file (PMF) and

introduced a new family of IMF which has, as we show in the next section,

the same worst case.

The mapping of binary keys into the bucket addresses is described by

a table. Each bucket corresponds to a given value of some of the bits,

the others remaining unspecified. Each entry in the tables gives a

description of-the keys which might be in the corresponding bucket. For

example, the bucket corresponding to the entry *lO*l might contain the

following keys:

01001 , 01011 , 11001 , 11011 l

Any specified key must be mapped into one, and only one, bucket. This

technique works for any query with an odd number of bits. The tables Tn

are constructed by induction.
0

TO corresponds to a one bit key and two buckets: 0 0

c l1 1

Te n+l is deduced from Tn by the following method:

0 *

.

.

d cl

Tn :.

*

1*
. .. .. .

0

Tn*

1*



being Tn circularly shifted by one position (instead of the

symmetric image of T
n with columns in the reversing order, as in

the Burkhard technique). It is clear that T
n+l

will have 2n+l columns
and 2 lines. It then maps (2n+l) -bit Keys into 2n+1 buckets.

The representation of each table Tn

simple. A node of the tree Sn

by a tree Sn is then very

contains the position of a bit in the

query to be checked and a leaf contains the address of a bucket.

Let us consider the trees for n = 0 and 1 .

n=O

The table To is
0

0 0

c l

which means,
1 1

if the bit is 0 , the

L
i

corresponding bucket address is 0 and if the bit is 1 , the corres-

ponding bucket address is 1 . We can represent this procedure by a

very simple tree
sO

.

with the convention that -- if the bit checked at a node is 0 , we go

to the left subtree (here the leaf a ) and to the right sub-tree for

1 (here the leaf 1cl) . If the bit is a -E , we go down in both
subtrees.

e

=ln

_ Tl is o
1

:

0 1 2
0 0 *
01*

II

1* 0
1*1

the corresponding tree

0A1 2

0 12 36
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c.

We have seen the passage from Tn to T
n-i-l l

Similarly, we can
define a transformation on the corresponding trees between ('

)‘)n
and c

Let us suppose that we have our tree Sn
n+l l

corresponding to the table 'I' :
n

The first bit separates Tn+l into two halves. If the first bit
is 0 9 the corresponding bucket address is going to be contained in the

first-half; or, if it is 1 , in the second-half.

root of SW1

subtree.

(node @ ) separates Sn+l

Correspondingly, the

into a left and right

L

1
k

L
1

In the first-half of Tn+l , Tn is directly inserted, which means

if a query leads to the bucket 1 in T
n , the query constructed with

the preceding query (shifted by 1 position) with a 0 leading bit,

is going to lea&to the same bucket 1 in T
n+l ' So, the left subtree

OfSn+l is nl s but with the content o$ each node increased by one.

In the second-half of Tn+l , T
n is inserted after a circular

shift of one position. In the same way,

is S

the right subtree of Sn+l

n but with the content of each node increased by one, except the

root 00 changed into 02n+2 and the content of each leaf increased

by z?-?



Let us represent on the same figure, the induction on T.
and Sn :

n

Tn

0 k
.
..
...
l

.

.

.

.

.

.

T
n+l

1 -- k+l 2n+2

L-

L

L
i ,
L

1*. .
l .

. .

. .

l .

. .

. .

. .

. .

;;

f

0 . *

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .
.

d .

.

*
w

.

.

.

.

.

.

.

-

.

.

.

/

.

.

.

Node
k --) k+l

Leaf
d --+I

'n

Sn+l

Node
k -+ k+l

Root
0 -, 2n+2

Leaf
1 --b 1+2n+l

L

It is easy to check the transformation between
S
0 and Sl .

. Let us now determine the various properties of the tree Sn

T4 and the corresponding tree S4 on the next page)
(see

.

A --
‘n is perfectly balanced.

B -- At level i (0 ,< i < n)

i (denoted by
, the content of' the nodes is ei.thcjr

min -) or 2n+l-i (denoted by
i '\ rrax

min 1). l

i is always a left son and max
C i a right son.

-- The content of a leaf can be computed directly by the path

used from the root/adding at each level i , 0 if we go

to the left and 2n-i , if we go to the right.
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Properties A , B , C hold for
so Y s1 l

Suppose that A , B , C

hold for Sn :

Obviously, A holds for Sn+l .
-.

The level i of Sn corresponds to the level i+l of S
n+l * Yor

i>O, the node i of Sn gives i+l and the node 2ntl-i gives

2n+2-i = 2(n+l)+l-(i+l) . For i III 0 , the node 0 of Sn gives 1 in

the left subtree and 2n+2 = 2(n+l)-tl-1  in the right subtree. So, the

property B holds for Sn+l .

The increase at level i+l in Sn+l is either 0 or 2n+l-(i+l)

exactly the same as in level i in S
n . If we follow the same path

in the left subtree of Sn+l as in S
n
, we find 1 as in Sn . If we

follow the same path in the right subtree of Sn+l , we find R+2
n+l

-=.
since we had to go right in Sn+l at level 0 and add 2n+1 l

S o
>

c ho1ds  for %+l l

L

The representation of this family of partial

so simple a binary tree, leads to an easier proof

a very simple search algorithm.

match file designs, by

of the worst case and

3. Worst Case.

The worst case is expressed in terms of the number of buckets wn(k)

found when k bits are unspecified. W. A. Burkhard has shown that the
L

,

worst case for his PMF family can be expressed in terms of the Fibonacci

number in the following way:

L.
w,(k) = 2k for 0 < k < n+l- F- - rl
y&k) = 2n+1-k F2k n+l for n+l- ,< k ,< n+l

y-p) = $-b+l)
F2n+4-k for --n+l < k < 2n+l .

L
t

Using the tree, we can prove those same results for our new IT4F family.

Let us set the notation: If the position i < n (or i > n ) of the-
query contains a * , all the nodes which are left sons (or right sons)



I . . .
\ -
\

we are coing to say that the 1cvc.l i ha:; one star. Conscqucntl~, if
all the nodes at a level i arc -X-s, we arc gointr to say that the Lc V‘CI> d - !
i has two stars.

Finally, we represent Sn in the following way=. a node is ticnotctl.
bya * if it corresponds to an unspecified bit and by a @ if it
corresponds to a specified bit.

As an example, we can have the following tree:

Since in our study of the worst case we considered first the left son to
be unspecified, a dot corresponds, in fact, to a bit 0 l

We can now study three different facts:
t

Fact 1. Let us see how the Fibonacci number arises in the worst case

in studying the special case where all the levels contained one star.

Such a tree with n+l levels is denoged Sz .

For n = 0 , we have *
sO

*
A

2 buckets = F,

For n = 1 , we have x-
sl

*

A
0

3 buckets = F 4

Let US assume that the formula for the number of buckets found,

F
r

- holds for n
n+3 and n-l , and let us study the case for n+l .



L

i

i

1
L
t

t

i

L

which can be expressed by:

So, # of buckets for Sz+l = # of buckets for S*+# of buckets
n

for S+n 1

= F
n+3 + F(n-l)+T = Fn+3 + Fn+2

= Fn+& = F
(n+1)+3

and the number of buckets for S*
n = F

n+3 l

Fact 2. Suppose a level i in S+n contains two stars, let us see at
which level i the number of buckets is maximum. Such a tree can be
represented by the following figure:

i - -
1

. . .

J

Fi+2 trees S*
n-i are explored and we have F

. i+2 Fn-i+3

buckets.

10
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L

L
L

1

Now we have: F
i+2Fn-i+3

= Fn+3  + Fj.Fn+l-i  l

( or

Then it can be easily shown that this product is maximum for i = 1

i = n+l ) since F F
i n+l-i varies like

L 0,c; in a tree S*
C-l) i+1CFn-2i + 2Fn-*l+1) '.

n
iz-1 or

a level i with two *s gives the worst case for

n+I . I

worst

We can now claim that if we have j levels with two stars

case is obtained when those
, the

j levels are assembled either at
the top of the tree or at the bottom.

Let us consider the case where j = 2 . We can represent the tree

in the following way:

.
I1

i,,/

For any i2 , the tree S*
i2-1 gives

the maximum of entries at level i2

if the level i
1 is equal to 1 ,

then we obtained the following

representation: see (B).

\ n. .
l2:

LiL!!l
S
n-l S

n-l

(B) Now S*n-l gives the maximum of

buckets if i2 in S*
* n-l equals 1 ,

so in S
n' i2 =2 . This procedure

can be clearly extended to any

number j l

11
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Fact 3. The $I of paths generated by the respective positions of

two stars, is the following:

1 2 3 4
i-l

i

D-1

/
36

I\
/*
I\

e 0

d J

* -.

\
0

/\
0 l

☺

level i
removed

*
/\

jl p1

1. On the same level, does not affect each other.

2. On two consecutive levels, the second * affects one of the

paths generated by the other.

3. At least one level apart, each of the paths generated by the

first * is affected by the second one.

4. We can also remark that any level without *s can be removed

from the tree without changing the final number of buckets.

The analysis of the worst case for any k follows easily.

For 0 < k < n+l- F- - r1 , the number of stars in this range allows

us to place all the *s one level apart so, going down the tree, each

new * affects every path generated by the others. So

wn(k) = gk
I

(equals the upper bound).

We can remark, also, that if we cancel all the levels without *s, we

get a tree with only *s and k levels.

For n+l- , the number of *s is such that n+l-k

levels have no *s since no levels have two *s for the worst case (see

Fact 3). Thus, we can cancel those n+l-k levels and we are left with

a tree with n-(n+l-k) levels in which n+l-k levels have two stars.

By Fact 2, these n+l-k levels with two *s have to be at the top of

the tree for the worst case.' We can then represent the tree in the

following way:

12
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L
1

n+l-k levels

*
cc

%2[n+l-k]

a

l l .

wn(k) = 2n+1-k F
n-2[n+l-k]+3

and finally,

W,(k) = 2n+1-k F
S-n+1 I

2n+l-k
trees*

n-2[ n+l-k]

-=.
For n+l ,< k < 2n+l- J the number of *s is such that k-(n+l) levelc

have two stars and the others have one * . By Fact 2, the levels with
two *s have to be at the top for the worst case. So, the tree can be

represented in the following way:

k-(n+l)
levels

We get:

wn(k) z 2k-(n+1) F
n-[k-(n+l)]+3

*

%-[k-(n+l)]
A

- a m wn(k) = 2k-(n+1) F2n+4-k 1

J
2k-(n+l) -3c

treesSn-[k-(n+l)]

13
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4. Searching Algorithm.

As we have previously seen, it is not necessary to keep the tree in

memory because the value of the nodes may be computed when going down this. .
tree.

i We will use the following variables:

L = the level in the tree, beginning at zero.

B = the bucket address which is computed during the search.
r. . QUERY(i) = the i-th bit of the query (starting at zero).

-

The algorithm is similar to a binary search. When getting to a

node, the bit of the query specified in this node is tested. If it is

zero, the left subtree is explored and if it is one, the right subtree

is explored. In the case of an unspecified bit, the current level and
-

bucket address at this node are saved on a stack, then the left subtree

is explored. When getting to a leaf, the bucket address is stored in a

table. If the stack is empty, the search is completed; otherwise, the

level and bucket address of a node are popped from the stack and the

L right subtree of this node is explored.

L

1.
L

2 .

I
4

i

Algorithm S [Searching all the bucket addresses corresponding to a

given query.]

7J*
1 4-.

6.

P

79
L

[INITIALIZE.] Set U-0, B+O,I,+0.

[TEST BIT OF QIJERY.] set L +- L-t-1, set B+-2B. If query(i) = '1' ,

go to 7.

[UNSPECIFIED BIT.] If query(i) = '*' , push (L,B) on the stack.

[MOVE LEFT.] Set i +& .

[TEST FOR LEAF.] If L < N , go to 2; otherwise, store B in the

bucket table.

[TEST FOR DONE. ] If stack empty, the algorithm terminates;

otherwise, pop (L,B) from the stack.

[MOVE RIGHT.] Set it-2N+l-L, set B *B+l, goto 'j*

14



and, in particular, the inner loop corresponding to Algorithm :: in

Appendix 1.

5j* Detailed Study of the Average Search !I3ne.

We will now study 1;h(:, average execution time

all the bucket addre--

IJn(k) .t'or corrr~~uI,irt~:

Oties corresponding to it query with k un::pc:c:iVi~!cJ

bits for a given n .

We will consider, in the following argument, two time costs:

L

cD
is the time cost for testing a node and getting to the

next node or leaf (left or right son).

L

cS
is the additive cost when encountering a "*" for saving

the parameters in the stack and then restoring them.

L
From the MIX program, we can see that CD has a value of 8 when

L

1

t

the son is not a leaf, and 9 when the son is a leaf. We can also see

that Cs is equal to 10 .

Dy considering that any time we get to the leaf, except the last

time,wehave to pop new parameters from the stack, we may take. C

and add the extra cost when getting to a leaf,

,, 8

to c,, . 'Chen, WC will-

take in the following study:
A>

cs = 11

CD = 8
Units of MIX time .

_ Let us now try to express U,(k) as a function of k and n . FOX-

a given n , k can take all the values between 0 and 2n+l . We have

seen the direct representation of Algorithm S by the tree S
n and the

relation of the trees for n and n-t-1 . Those preceding observations

lead us to express the average time for n+l in terms of the average

time for n - We can remark that if the key 0 is not specified, the

average time spent in the left and right sub-tree cannot be considered

equal since the root of each of those subtrees are different.

15
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In respect of this last remark, we have isolated two types of
averal:e time:

A,(k) = Average time for n if'. k keys are unspecified, the

first key being specified.

U,(k) = Average time for n if k keys are unspecified, the

first key being unspecified.

Seven different cases, regarding the diverse combinations

first keys and the last one, are going to be considered:

Case 0 1

Case 0 2

Case 0 3

Case 0 4

-

Cash 10

*

I\
-x- *

X

/\

of the two

or 1

/\
* *

or 1

/\

case  7
0 0 or 1_-

A /\

0 or 1

I\ /\
* *

01
Bn+# = A,(k-2)+B (k-l)+ 2Cn+"sn

since we have to explore both subtrees, the average time in one is
An(k-2) and Bn(k-1) in the other one. We have also to follow the
two edges corresponding to the time 2C and to pop in and out the
stack corresponding to

D
C
S . In the same way we can compute the

16



02 . .
Bn+&k) = 2B (k-2) -t- :!cD i- c:

n S

04
A
n+l 04 = An(k-l)+cD

06An+l(k) = A,(k) + CD

05An+l(k) = Bn(k-l) + CD

07An+l(k> = B,(k) + CD

We have now to compute the probability for each case to occur.

[Remark: for ;I'tl we have 2(n+l)+l = 2n+3 bits ].

L- Case 1

c so

r Number of ways to select

(k-2) items out of

(2n+3)-3 r 2n (since the

items 0 , 1 and 2n+%

are already chosen

T
2n

/k-2)

-Number of ways

to fill the

%n+3-k left

bits with 1

32 0.

T
2%n+;-kk

01
Nn+l = 2 22n+3-k

.

17
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t
I

t
In the same way we obtain:

05
Nn+l =

22n+5-k 06
N 22n+5-k 07
n+l = Nni-1 =

The total number of ways 0

B
N
n+l when the first bit is unspecified is

given by:

0B
Nn+l =

22n+3-k .

L The total number. of ways 0AN
n+l when the first

@ren by

i 0A
Nn+l = 2;�n+5-k  l

We can easily verify that

L
e

and finally that

L

t

c

0B 3 0iNn+l = ' Nn+l
i=l

0A
Nn+l =

N
n-U

=N-@ @
n+l+ Nn+l =

22n+3-k z

We can derive An+lk) and En+l(")

An+lck) 1=-

0A
N
n+l

; N@
i=4 n+l

.0‘n:lCk) Bn-t-l(“)

=

bit is specified is

5 ,o
i=4 n+l

total number of

queries having k

bits unspecified

1-_-

0B
N
n+l

0-i
1:n+.l.'k)

18



and finally u
n+l 04

urt+l(k)  = + Nntl Anil + N@
c

0
n-t-1 n+l H,+,(k)  l

I

If we write W,(k) =

recurrence formula:
U,(k) J we get after computation the following

L

i

L
i

'n+lck) = an+.lk + 2W (k-2) +n 3Wn-(k 1) + 'nCk)

with:

and the initial condition:

y)(o) - cJ) 9 wo(l) 2 25) + c
s l

Assumin,:

Let US now define the generating finction G,(z)
= x Wn(k)zk 9
k>O

From (1) we directly deduce that:

G&) = x cxti zk
k>O

+ (2z2+3z+1)8 ,(z) .

Using the formula (l+~

in a
nk l We get:

x ankzk =
k>o

I* = Zk we can ::implify the cum
-

02 + f3j (1-+z)2n with a = 2~;
1)

t-- c,,
13 and f:', - f:, .

I/

-vlThen  we express G
n-l (z) in t'erms of G

n-2
(z) and G

of' G (z) , etc
n-2 (z) in terms

n-3 .) we finally obtain:

19



G(z) = (txz4 I;) y1 (pz2+ fz+ 1

i-=0

I
c,(i:) =- cxz+ 1:

so

jL(l+zy- (n-i)  + (?c z
;‘+ ;, $ l)”r7

‘Go

( n-i( 92 -t ;z t- :I-) :‘(1 I-z) 2J

2z2+32+1 = (l+z)(1+2zj

L

L

so we have
-=.

G,(z) = (az+~)(l+z)2n g .
i=O

(z

1

We can remark that (l+2z)n+7- = [ (I.+z)+z]n-+l  = x (l+z j r1 t-1 -.j ,j
z .

Then the product (l+z)n(l+2z)n+1  is:

(l+z)n(l+2z)n+1  =
k;. [ j$o (n;1)(2~~~-J)]~k

and finally

Gn(z) = (a+ :);;c, [,j3;(j (n;J-)(2T_!l;j)  -(:!%‘>I;;”  .- -

20
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We Wt after Computation a djrcct F~rmu& fo.r
{J

n
(k) _. - - - i i - -

2n-t1 w,C">  :
t k. . ( !

p (c
II, k+1 - -I-)

with

‘)L
I Cnk - ( )

We can remark that this f*omnula pi,es for

resu1ts that W. could have eq-pct~~d: k -=‘ 0 and gjn-t-1

lJn(o> - p (m-1)

U#n+l) == c,x(~~~+~--JJ  .

~Qmptot  ic Behavior.

Using the big- o
nota-t;ion we have:

Similarly

and
+ O(nw2)



i

i

i

L

k

%k =
502 -t-  & jto. (s>c $>� ( 5 3 - j � : � )  + 0(⌧1-�)  l

-

Using the first and second derivatives of the generating f'unction

we can give a direct formula for the sum

so

Cnk =. + -$--- (7-k) 2 k-2
0

+ O(nM2)

and we finally get for rl,@)

-=. II-

U,!k) - A(k)n + B(k) + O(n-')

1

with (($+' -1)

and B(k) = CX(@)k -1) + $$ @Jk+'++ # (&k)(;)k-l .

m ,

We can verify that for k = 0 , we get A(0) = B(0) = p .

e A program has been written to compute the values of Un(k) . The
recurrence (1) has been used instead of the final formula (2) for an

easier and more efficient implementation. The results for n < 20
and graphs showing the variation of Un(k) for a given k

-

are shown in Appendix 2.
or a, l';ivc37 n \

The method is very efficient when the number of *s stays with5.n a
.

reasonable limit. Assuming a 1 ps cycle time, the algorithm for
n = 15 (31 bits), will take only 65 ms with 20 X-s but will take

l-77 s for k = 30 .
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In any case, the searching time will be negligible cxpared ~~2 %IIP

time spent far retrieving the records themselves frani sewndaTA- st.xx+.

As we have already seen in the asymptotic behavior of U,(k) , the graphs

show the almost linearity in n for U,(k) , k being fi.xed.

Conclusions

The study of this new technique of retrieval on secondary keys ::hows

two different aspects:

- A very 'good' worst case.

- A very simple and efficient software implementation.

-=.
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Appendix 1

t

MIX Program and in particular

the inner loop for Algorithm S.

J
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Appendix 2

Results and Graphs for U,(k)

the average execution time.
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