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ABSTRACT

Until a recent knowledge-based system is able to learn by itself, it must
acquire new knowledge and new heuristics from human experts. This is
traditionally done with the aid of a computer programmer acting as intermediary.
The direct transfer of knowledge from an expert to the system requires a
natural-language processor capable of handling a substantial subset of English.
The development of such a natural-language processor is a long-term goal of
automating knowledge acquisition; faci 1 i tating the interface between the expert
and the system is a first step toward this goal.

This paper describes BAOBAB, a program designed and implemented for MYCIN

(Shortl i ffe 1974), a medical consultation system for infectious disease diagnosis
and therapy selection. BAOBAB is concerned with the problem of parsing -
recognizing natural language sentences and encoding them into MYCIN's internal
representat ion. For this purpose, it uses a semantic grammar in which the
non-terminal symbols denote semantic categories (e.g., infections and symptons),

or conceptual categories which are common tools of knowledge representation in
artificial intelligence (e.g., attributes, objects, values and predicate functions).
This differs from a syntactic grammar in which non-terminal symbols are syntactic
elements such as nouns or verbs.
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ABSTRACT.

Until a know edge-based systemis abeto learn by itself, it nust
acquire new know edge and new heuristics from hunman experts. This is
traditionally done wth the aid 'of a computer programmer acting as

internediary. The direct transfer of know edge from an expert to the
system requires a natural-language processor capable of handling a
subst anti al subset of Engl i sh. The  devel opnent of such a

natural -1 anguage processor is a long-term goal of automating know edge
acquisition; faciliting the interface between the expert rind the system
is a first step toward this goal.

This paper describes BAOBAB, a program designed and inplenented for
MYCIN (Shortliffe 1974), a nedical consultation system for infectious
di sease diagnosis and therapy selection. EROBAB is concerned with the
probl em of parsing - recognizing natural |anguage sentences and encoding
tneminto MYCIN's internal representation. For this purpose, it uses a
semantic grammar in which the non-termnal synbols denote semantic

categories (e.g., infections and synptons), or conceptual categories
which are common tools of know edge representation in artificial
intelligence (e.g. attributes, objects, values and predicate

functions). This differs from a syntactic grammar in which non-term nal
synbol s are syntactic elements such as nouns or verbs.






| . OVERVIEW.
1.1. Introduction.
"whatever formalismis used for parsing: context-free grammar,
context-sensitive gramar, or augmented transition networks, nost

syntax-based parsers focus mainly on criteria of acceptability on
syntactic grounds of the input strings. Although this undoubtedly is of
linguistic interest, a different approach has been used in the work
presented here. The reasons for this are several.

For conveni ent and phil osophical reasons, we do not object to

accepting ungranmatical inputs. In addition to this, syntax-based
parsers usually accunmulate mnuch information which is wuseless for our
pur pose. For exanple, “"The patient has a fever" and "The patient is
febrile" lead to the same internal representation despite the fact that
“fever" IS a noun and "febrile" an adjective. Syntactic analysis is
al so time consum ng and does not avoid semanti ¢ checks before building a
representation of the input string. Therefore, if it is possible to

determne the neaning of a statement without using syntactic analysis,
we prefer to doso.

A two-part grammar has been designed, choosing efficiency in the
inevitable wuniformty/efficiency tradeoff. If certain key-words have
been encountered during tne preprocessing phase, the specific rules
associated are tried, otherw se the general grammar alone is applied.

The general grammnar is, to a certain extent only, domain
i ndependent . Its rules recognize the format of a |egal statenent
without concern for the neaning of the individual elenents. For

exanple, one legal format is "the <attribute> of the <object> <predicate
function> <value>". This sanme rule can apply to "The norphol ogy of the
organi smis coccus" in the domain of infectious diseases, as well as to
"The |andscape of the country IS mountainous" in the domain of physical
geography. The requirenent for the general grammar to beapplicable is
that the systens for the two different domains nust be organized in
simlar fashion. One system nust have ‘'coccus" as a val ue of
"morphology", an attribute of the object "organism the other nust have
"mountainous" as a val ue of "landscape", an attribute of the object
"country'.

As it is difficult to recognize any input byas general structures
as those dealing with attributes, objects and values, nore specific
rules have been incorporated, allowing the presence of specialized terns
such as synptoms, infections, which are typically of no use in another
domain.  This part of the complete grammar will bereferred to as the
specific grammar.



| .2. Environment.

Wien one speaks of understanding by a program one usually defines a
test that nust bepassed in order to claimthat the program has
understood. The aimof this programis to transforma piece of medical
know edge expressed as a rule (set of premises/set of actions), or as
text, into an internal format. \Wen the program achieves this goal (the
judge is the expert who nust agree with the proposed interpretation), we
wll say that it has wunderstood or properly interpreted the rule or the
subm tted piece of text.

BAOBAB therefore will dealwith natural |anguage in a specific
domain. W expect the interlocutor to be an expert in the nmedical field.
This neans that his expressions are “naturally fairly precise”, i .e. , he
shoul d not have to abandon a usual way of speaking to fit a special
jargon to which he would not be accustonmed. Let us here point out the
di fference between such a program and programs primarily concerned with
carrying on a dialogue wth casual users. For exanple, Rendezvous (Codd
1974, Codd et al 1978) focussed on clarification dialog strategies
systematically used to make sure that the system correctly understood
the user's request, providing himwith facilities to break down his or
her request into several steps if necessary.

A first demand of the expert sitting at a terminal is to get fast
-answers from the system We nust also take into consideration the
situation in which a newrule will be entered. Most of the time, this
will occur when an expert detects a missing or erroneous rule while
running the consultation (bavis1976). Accordingly, after adding a rule,
the expert will want to test its expected effect as soon aspossible. A
conventional natural -language processor includes a syntactic treatnment
followed by a semantics conponent converting the linguistic structure
into an internal representation. Here, sonme of the grammar rules
explicitly contain semantic information and thus do not require any
other semantic processing. On the other hand, general rules do need a
semantic treatnment, for exanple in order to determ ne whether an
-object-attribute couple makes sense. However, non terminal categories
being nore restrictive than nouns or verbs, the amount of work necessary
to check their nutual coherence is |essened.

Anot her 1legi timate demand of the expert, «closely linked to the
necessity for speed, that he beallowed to express statements in a terse
form such as using mathematical symbolswhen that seens to be a
convenient short-cut. For exanple, "WwBC < 80 " is as acceptable as "
the white blood count is less than 8o".

The expert nust approve the systemis interpretatior >f a rule in
order to avoidadding incorrect rules. For this purpose, BAOBAE uses a
generator called PROSE to translate the internal format back into
stylized  natural |anguage. The expert is then asked if the




interpretation was correct. If the parser has failed to find a correct
interpretation, it nmust guide the user toward the reason for failure.
For instance, by displaying wor ds that were not recognized, and by
telling what expectations were not fulfilled (grammar rules which were
only partially successful), the system can help the expert to rephrase
the statement , or it can indicate that new objectsor attributes have
to be taught before proceeding with incorporating new rules.

|. 3 mycin background.

MYCIN's judgmental know edge consists of a set of rules. Arule is
internally represented by a CONDITION part and an ACTION part. Each of
these is a set of clauses linked by the |ogical operator AND. For
exanpl e:

($4ND ( SAME CNTXT COWVPHOM SED)
(GR=ATERP#* (VAL1 CNTXT PROTEIN) 40))
Is the internal representation of:
The patient is a conpromsed host, and
the CSF protein is nore than 40.

An internal clause can roughly beviewed as a quadruple:
<predi cat e functi on> <object> <attribute> <val ue>.

The last three elements constitute the usual triple which is a basic
representation formalismwithin the Al comunity, <attribute> usually
denoting a property of <object> and having <val ue> as a possible value.
From now on, <object>m ght as well bereferred to by <context> which is
the MYCIN version actually used. Simlarly, <attribute> is often named
<clinical parameter> or sinply <parameter> In reality, there are
several variants of this generic form(e.g., <value> could be mssing,
or replaced by a list of values, etc.); but at this point, this
sinplification allows easier conprehension.

a) The 'predicate functions are usually indicated by verbs (e.g.,
"is", "known"). The verbs al so may be acconpani ed by appropriate
modi fiers, such as negations or, nmore generally, adverbs which add
information about the certainty factors associated with the current

information (e.g., definitely). Exanpl e: KNOWNi s the predicate
function associated with the following statenents: # The morphol ogy of
the organi sm has been determ ned. * \\ know the genus of the organism

* The duration of the neurologic signs is known.

by There are 5 objects consi dered here, organized into a context
tree: PATIENT, | NFECTION, CULTURE, ORGANISM  THERAPY.  The PATIENT
presents a possible |NFECTION for which a CULTURE is obtained.
ORGANI SMs are |ikely tobeisolated from this culture and a THERAPY
W || berecommanded to fight the organisns.



c) A clinical parameter is a characteristic of one of the contexts
of the context tree.
Exanple: The SITE of a culture.
The naME of the therapy.
The GENUS of an organi sm
Tne ACGE of a patient.

d) Avalue is one of the possible values of a clinical paraneter:
YES or NO for binary paraneters often termed yes/ no paraneters,
otherwise a menber of the list of possible values. For exanpl e:
PTCONTRA is a paraneter indicating whether "there i s contraindication of
the current therapy for the patient” its value is simpy TRUE or FALSE.
On the other hand, SITE is a multiple-valued paraneter and has a large
list of possible values: BLOOD, NOSE, URINE, THROAT, . . . Athough |
use the term MILTIPLE PARAMETER for any non-yes/no paraneter, this |ast
category is further divided into SINGE-VALUED PARAMETERS |ike SITE,
whi ch can have a single correct value (excluding all others), and
MULTI - VALUED PARAMETERS like SYMPTOMOF and ALLERGY which can have
several values at a tine. (Each culture was taken froma single site,
however, the patient mght sinultaneously have synptons of pyuria and
frequency, or beallergic to several drugs.)

e) In action clauses, the predicate functions which are dealt with
are CONCLUDE and CONCLUDE* (a variant of CONCLUDE with nmore than 1 value
specified). A positive statement is indicated by a positive certainty
factor, the negation bya negative one.

.4 Sanple of a rule acquisition.

In the exanple that follows, BAOEBAB's questions and statenents
appear in lower case letters, and it displays the internal format of
its interpretation in upper case letters. The user enters the rules in
upper case letters after the double star. A "carriage-return" is typed
_to indicatethat there are no nore clauses in the current part of the
rule. A trace of successful grammar rules is shown so that the reader
can | ook ahead at the grammar described in III.4.3.

LI X2 22284

Wul d youliketo enter a rule?

#* YES

[f: I - THE ORGANISM | S ROD FACUL
and 2 - I T 1S GRAMNEG
and 3- |IT DID NOT ACQU RE THE INFECTION IN THE HOSPI TAL
angI 4 - THE | NFECTI ON REQUI RING THERAPY IS NOT MENING TI' S
and 5 -

Then: ; 1 - FOR SURE 1.0 THE ORGANI SM | S A PSEUDOWNAS- AERUG NOSA
and 2 -



Ganmar rule k025 was successful (not to be confused with KYCIN rules).
Gammar rule RO05 was successful

Gammar rule R0O31 was successful

| don't understand I T DID NOT ACQUI RE THE | NFECTION | N THE HOSPI TAL even
though all the words were recogni zed.

Do you want to rephrase it?

++**YES

ThE PATIENT DI D NOT GET THE | NFECTI ON I N THE HOSPI TAL

Gammar rule R126 was successful
Grammar rule R0O20 was successful
=PSEUDOMONAS-AERUGINOSA

Gammar rule RO31 was successful
the internal format of the rule is:

& % 3% o % % o & % %

PREM SE:  ($AND ( SAME CNTXT AIR FACUL)
( SAME CNTXT MORPH RCD)
(SAME CNTXT GRAM GRAWNEG)
(NOTSAME CNTXT NOSOCOM AL)
(NOTSAME CNTXT TREATINF MENING TIS))
ACTION.  ( CONCLUDE CNTXT IDENT PSEUDOMONAS-AERUGINOSA TALLY 1000)

This is ny understanding of your rule:

[f: 1) The aerobicity of the organismis facul, and

2) The morpnology of the organismis rod, and

3) The stain of the organismis grameg, and

4) The infection was not acquired while the patient was

hospi tal i zed, and

5) The infection which requires therapy is not meningitis

Then: It is definite (tojthat the identity of the organismis
' pseudononas- aer ugi nosa

do you agree with ny interpretation?
#* YES
good.

COWMENTS.

1) The parser could figure out that the first prenmise actually
contained 2 properties (aerobicity and norphol ogy). Consequently, it
split this premse into 2 clauses, which explains the shift in the
nunbers of prem ses. Also, these paraneters were not mentioned
explicitly, but were deduced from tneir respective val ues.



2) In premise 2 (which became clause 3), the analyzer resolved the
pronoun reference byorganism (from the previous prenmise) and thus
actual |y anal yzed THE ORGANI SM | S GRAMNEG.

3) In premse 3 (which became clause 4), the pronoun reference
resolution led to parse: THE ORGANISM DI D NOT ACQUI RE THE | NFECTION I N
HOSPI TAL and thus failed. The rephrasi ng was unanbi guous and was
successful. The system always indicates which words, if any, were
unrecogni zed in order to guide the user in rephrasing the statenent.

4) The objects ORGANISM PATIENT, |NFECTION are always represented
by the standard word "entxt" in clauses but were very inportant during
tne analysis process. A check for consistency between the object and
the paraneter is always performed before generating any clause.

5) SAME, NOTSAME, CONCLUDE are predicate functions.

6) In prem se 4 (which becane clause 5), TREATINF is a clinical
paraneter (attribute) and MENING TIS is one of its |egal values.
Likewise, IDENT is a clinical paranmeter and PSEUDOMONAS- AERUG NOSA is
one of its possible values. Notice that it was respelled using the
| NTERLI SP spelling corrector (Teitel man 1975).

1.5. Scope of the language accepted.

Interpreting English sentences consists of finding one or several
consi st ent function-object-attribute-value quadruples. There are
various ways to express any natural |anguage statenent (surface |evel)
with only one internal representation (deeper level). If we do not want
to frustrate the user by the casual conputer response: "I do not
understand, please rephrase your statenment", the program nust achieve
this several -to-one correspondence.

The expert is not given any constraints concerning his phrasing of
. sentences. Be is sinply advised to express hinself in the nost precise
way he can (avoiding poetics), and use appropriate nedical words as
Often as possible. This should not be a severe constraint since it is
supposed to be his natural way of expression in his professional life.
For instance, "The site of the culture is nose" will be preferable to:
“a.culture Was taken from the nose" and obviously to: "s nasal specinen
was obtained and sent to the lab". The second statement is still
explicit enough, unlike the last one. The program woul d need strong
general Know edge outside the medical field to understand the |ast
statement.  This has not been the concern of BACBAB or MYCIN thus far.
The program has not yet been tested with respect to the "habitability
feature"” (Watt 1968), that is to say the ease with which the user can
learn the conventions of the |anguage accepted in order to avoid going
too often beyond the possibilities.



Another characteristic of MYCIN is to deawith non-precise
statenents or with inconplete information. Consequently, the predicate
functions associated with a medical fact are not nerely TRUE or FALSE
but KNOWN Or UNKWOWN, etc. The current program can handl e 16 different
predi cate functions which are briefly described in 1I1I1.3.

Objects and val ues are rarely anbiguous. The main difficulty is to
find the relevant clinical paraneter, which plays the domnant role in
the sentence. Sone paraneters are described with one or two words, |ike
MOKPHOLOGY, FEBRILE, GrROWTH CONFORMATION, and their recognition is
fairly straightforward. On the other hand, sone are commonly described
by means of a conplex sentence, |ike NOSOCOKI AL indicating whether “The
patient acquired the infection while in the hospital" or SPECSTAIN
indicating whether "organisns were found on the stain of the culture'.

[, RELATION TO OTHER WORKS.

| want to distinguish here between works oriented toward "general
natural |anguage understandi ng" and those oriented toward specific
application-s, wusually concerned wth building interfaces between a user
and a programwhich is an expert in a donmain. A mgj or distinction
between them is that the first category usually handles a nore limited
vocabul ary than the second, but attenpts to analyze inputs nore
conpletely, drawing non- trivial inferences based on psychol ogi cal
nodel s or behavior. They usually have anbitious goals, such as building
a theory of language understanding (Schank  1973)(Wilks s
I nteresting surveys of these works can be found in (WIks 1974) and
(kinograd 1974).  Fundamental works also include the devel opment of
various tools such as efficient algorithms to parse sentences (ATN of
Woods 1970) (Earley1970), or how to enbed semantics during the analysis
process (Procedural semantics, Wnograd 1972). Such devices are now
used to a large extent by task-oriented systems which thus are an
essential contribution which can beused to verify the generality and
power of the theoretical tools nentioned above. Question-answering or
querying  systems and conputer-aided i nstructional systenms  are
functionally simlar in the sense that they use roughly simlar
techniques. The difference lies in the fact that nore enphasis is
placed on retrieving the relevant information in one, and on carrying on
a dialogue in the other. The following is a brief description of some
recent systems with which the present work shares some basic features.

I n Sophie (Brown 1975), a student is presented with a probl em of
troubl eshooting an ‘:lectical circuit. A semantic gramar (Brown 1976)
is used to analyze the English sentences that the student uses to
communicate with the system about t he problem An interesting
conparison between a Lisp version (semantic grammar encoded as Interlisp
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proceaures) and an ATN conpiled version is drawn, showi ng that the
Lisp version is about twce as fast. On the other hand, three
advantages of the ATN formalism are pointed out: (a) conciseness, i.e
facility to wite, change and communicate the grammar, (b) concept ual
ef fectiveness, which is minly the coherence Dbetween the rule
representation (ENF, for instance) and its actual inplenmentation, (c)
flexibility for postponing decisions about a path to take during the
anal ysi s process.

However, the perspicuity of context-free grammars representation i.e
the possibility of telling whether a construction is permtted just by
looking at a rule is not maintained in the ATN formalism if it is not
i mpl enented on a conputer providing graphics facility for displaying the
network.  The ATN conpiled version, witn a conpiler sinilar to Kaplan's
GPS (Kaplan 1973) is described i n detaili N (Burton and woods 1976) and
shown t 0 beabout10 tinmes faster than the interpreted version used in
LUNAR (woods e t al,1972).

PLANES (waltz 1975,waltz 8 Goodman 1977)is a system currently
aevel oped for answering user's requests froma |arge databasedealing
with aircraft maintenance and flight information. The parser is based
on the notion of semantic grammar in which the concepts to recognize
are, for exanple, "plane type" or "aircraft component". An exanple of a

request handled bythe systemis: "please tell ne if Phantom A5544 had
any engine nmaintenance during April 1974."  The program matches the
request against pre-stored schemas and, if successful, displays its
understanding and asks whether the user agrees. |If so, the program
retrieves an answer by filling the slots of the relevant answer
tenpl ate.

G. Hendrix developed a nunber of convenient devices for rapidly
creating natural-language interfaces between systens and users (Hendrix
1977). This conprises facilities for dealing with inconplete inputs
(ellipsis), and for allowing users to extend the |anguage accepted by
the system through paraphrasing facilities. A spelling corrector as well
Is a grammar editor nake the systemmore habitable. A first system
called | &L AND (informal natural |anguage access to navy data) has been
built, usi ng these techniques, described in (Sacerdoti 1977). Exanpl es
of sentences nandled bythe current system are: “what i s the speed of
the -Kennedy?" then »iIts length?", the ellipsis routine leading it to
actual |y parse: "wnat is the length of the Kennedy??

The primary purpose of MYCIN is the Consultation system Thi's
program aoes not contain any natural-language capabilities, Si nce the
questions are asked bythe system Consequently, [little enphasis has
been put on the "language-understanding" aspect. However, the necessity
to make the system credible to physicians led to design an explanation
system (Scott 1977) and thus to the devel opment of a program capable of
answering a limted set of questions that physicians mght ask
concer ni ng:
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(a) The status of current know edge about the patient,
(b) How the system reached its concl usions,
(¢) CGeneral know edge contained in Mycin's judgmental rules.

This program uses a key-word approach conbined with pattern-nmatching
nmethods simlar to (Colby1974) and a "scoring technique” to determne
which kind of question is asked or which parameter is relevant to the
question. Examples of questions handl ed by the program are:

I'S blood a sterile site?
How do you treat meningococcal bacterema ?
I's oganisrn-1 a streptococcus?

Wi le we have not done so, it should be possible to wite a simlar
semantic grammar for the explanation system |ts adaptation woul d
include new concepts |ike <type-of question> (how, why, what...) and
<predicate function> would be replaced by <topic-of-question> such as
“conclude”,  "treat", or “rule out". For exanple : Wy did you
conclude. . . 2", "How did you treat the infection?*, Wiy did you rule out
the possibility.. .2n.

Al these systens were designed for operating on specific domains.
As a consequence, they do not need to dig out subtleties which would not
be taken into consideration by the know edge base, nor they have to
perform such delicate tasks as disanbiguating between nultiple-neanings
words, since, nost of the time, the neaning relevant to the domain is
the only one considered in the dictionary. The first point can be
illustrated bythe following exanple. Suppose there is no distinction
made between "the patient has a fever" and "the patient has a bad
fever", a single parameter FEBRILE existing, it is then clear that "pad"
can just be ignored wthout affecting the resulting representation of
the input string. This introduction of “fuzziness” is indeed a
characterization of a “shallower |evel of understanding”, which is
sufficient for such systems, conpared to the general understanders
outlined at the beginning of this section.

The second point can be illustrated by tne f ol | owm ng exanple. In a
general  “idealistic” wunderstander, a word |ike “patient" m ght be
considered as an adjective (showing patience) as well as " a person
under nedical treatment” which is the only sense considered here. Let
us note that the same problemwas actually encountered by Wnograd in
Shrdl u (winograd1972), where other possible neanings of "block"
- psychol ogi cal inhibition for  example- were not taken into
consi derati on.

A common feature of the systens which have been described is that
they do not use an explicit syntactic analyzer. Note however that some
general understanders do not have either (Charniak 1972, Wilks1973).
Instead, the parsing is achieved on semantic basis. The key-word
approach is an ex treine position which has the advantage to be



12

unsensitive to the transformational varaphrasings of a sanme statement.

In active and passive node, the same words need to be recoznized,
regardless of their order inthe string. Consequently, it allows a
larger freedomin the tray of expressing oneself. On the other hand, the
i ncapacity of capturing any structure of sentences causes that
meani ngl ess statenents are easily accepted - “the febrile is patient" -,
Further, when a conflict appears between two candidates conpeting for
tne nost likely interpretation, it is difficult to decide whether the
conflict nust be resolved (cnoice to nake), or whether the two
candidates nust be kept because several ideas were expressed in the
sentence.

1In fact, analyzers based on a semantic gzrammar have adopted an
intermediate position (between syntactic and key-word based parsers)
Wi th respect to the two points previously nentioned. The semantic
grammar rules carry an inplicit structure of inout strings although
tnere is no explicit check on grammatical agreenent.

Ine main difference between e40EAE and the other three seens to lie,
on one nand, in the choice of a context-free grammar versus an ATM
formalism and on the other nand, in the fact that EAOBAE' s general
grammar is only constituted of' conceptual entities (no surface words),
but this distinction presunably depends on the anount of bottom up
preprocessinz achieved before actually using the grammar, thus replacing
groups of woras by their underlying concept. This nart of the grammar is
transportable to other domains that also use general categories such as
objects, attributes and val ues.

A significant difference between pLANES and the others is that
PLANES makes little use of the constructions of sentences -order of
words are only taken into consideration in special cases -. Rather,
“concept case frames are utilized to assien @ meaning tO the input
strings by looking at the registers that have been set during the
anal ysi s.

I111.ThE ANALYZER.

tnis cnapter tiescri ves tne analyzer. e first describe how the
dictionary is organized and now the preprocessing phase is achieved.
Then, the su bgrammar tor predi cate functions, used in a bottomup
manner, is shown. rinally, the main grammar used (top-down) to parse the
input strings is described in detail.
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['11.1 tne dictionary.

In order to avoid repeating information common to several words
which are close in nmeaning, it is convenient that one of them be
considered as a termnal word. It will then bethe only one of the
group to be integrated into the semantic network describing the
rel ationships existing between the different concepts which are dealt
with. The notion of closeness of meaning is partly explained bythe
TXTSYt pointer and conpleted in the description of the preprocessing
phase. 'The pointers described here are only the ones used by the parser.

[11.1.] TXTSYn.

The pointer froma word to its termnal f'ormis called TxTSYk (a
termnal word points to itself). The words related byatxtsyn pointer
my be synonyms in the usual sense, but al so abbreviations, root words
or infinitive forms tnat cannot befouno bywinograd's root extraction
algorithmas outlined in III.2.

txample: TXTSYN(escherichea-coli) = e.coli
TXT3YN(e-coli) = e.coli
which means that e.coli has been arbitrarily chosen as the term nal
wor d.
Exanpl e: TXTSYN(began) = begin (infinitive is termnal)

I1T1.1.2 INCONCEPT.

Wen a word suzgests the presence of one or several clinical
paraneters, it coyints to it (then) byThe INCONCEPT pointer.
Exanpl e: INCONCEPT(Morpholozy) = ( Mor ph)
INCONCEPT(pregnant) = (Mot her hood)
INCONCEPT(abnormal) = (Abnormal Cxrab Lensign)

The word AENORMAL m ght suggest the 3 paraneters AENORMAL (an
organismis not normally found at a certain site), CXRAE (The patient's
X-ray is abnormal), LENSIGN (The patient had recent abnornmal neurolozic
signs).

II1.1.3 VALUESYN.

This gives the value (in the sense of value of a paraneter) that the
word might inply in certain contexts.
kxample: VALUESYN(negative) = grammeg (in context of stain)
VALUESYN(white) = Caucasian (in context of race)

txamining tne context allows the system to decide whether such a value
is correct. For instance, in “whitebloodcount”, "Caucasian"” wll be
discarded as a neaning for “wnite®.
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I11.1.4 EXPECT/EXPECTED.

These are the pointers between paranmeters and their possible val ues,
EXPECT defining the valid set of values for a paraneter (NL for a
yes/no paraneter), EXPECTED giving the possible paraneters inplied by
the Val ue.

£xample: EXPECT(Morpn) = (Rod Coccus . ..)
EXPECTED(Rod) = EXPECTED(Coccus) = (Morph)
EXPECT(Site) = (Elood hose Throat Urine . ..
£XPECTED(Elood) = EXPECTED(Urine) = (Site Portal
Infsite)
(Urine miznt be the site of a culture, of an infection or the
portal of entry;
EXPECT(wWhensym)= date
EXPECT(Contaminant) = WKIL
EXPECT(AGE) = liumper

111.1.5 compOUED and hYPART.

These pointers enable the recognition of groups of words as a whole,
for exanple  *'streptococcus group a* which wll bereplaced by
“streptococcus-group-a"

III.1.6 KOCOHTENT.
Thi s inaicates that a word has no nedi cal meaning. However, the word

might be i mportant to fisure out the structure of the sentence. In this
category, “or", "of", %and", etc.

This gives the tenplate of the internal clause according to the
predi cate function.

gExample: TEMPLATE(<known>) = (cntxt parm)
TEMPLATE(<same>) = (cntxt parm valu)
TEMPLATE(<greaterp*>) = ((vall cntxt para) num
"III.1.5 PICKGROUP.
It gives the objectof a parameter and is used in the procedures
which check tor semantic coherence inside the rules.
111.2 Preprocessing
The preprocessing phase is very simlar (from paragraph a to f) to

the one used by tne explanation system from where it was extracted
(Scott 1977).
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The follow ng heuristics are used to acconplish this task.

a) Standard reduction to a canonical form An inplenmentation of
winograd's root extraction algorithm (Winograd 1972) repl aces the plural
formof a noun byits singular and replaces a conjucated form of a verb
by its infinitive. For instance "acquires" and "acquired" are both
replaced by "acquire". Al'so, it can extract the root of certain
substantives ("conbination" giving "conbine").

b) Resolution of certain irregular fornms which cannot be found bya
general nethod is then given by the TXTSyN pointer, for instance "began®
is replaced by"begin".

c) Groups of words which have special neaning when they appear
together are taken into account by creating a single hyphenated word,
like ‘“streptococcus-group-a“. In this particular case, *a" mght
otherwise be considered as an article which would lead to a
m sinterpretation.

d) Conventional words have been cnosen to represent several words
which mght be synonyms in context (therapy, treatnent) or abbreviations
(echerichea-coli, e-coli).

e) If a word has not been found in the dictionary are, an attenbt is
made toO respel it wusing the DwiM Interlisp routine (organisn -->
organism. (Teitel man 1975).

f) Punctuation is currently ignored. This also includes detaching
punctuation marks fromthe end of words, since it is nost comon not to
type a space between the end of a word and the follow ng punctuation.

g) Some no-content words are ignored (the, a, this, that, an,...)
because nuances between articles (e.g., definite versus indefinite) are
not handl ed by the system on the other hand, words |ike 'of" or "from"
are used to recognize certain structures of sentences. Wrds that are
still unknown after using the spelling corrector are also kept to let
the user know where a failure occured during the analysis.

h) Some yes/ no paraneters can only be described byusing a conpl ex
piece of' sentence. In order to facilitate the grammar's task bottom up
recognition of' some of these paranmeters is carried out before invoking
general rules. For exanple, <angrow> and <airgrow> m ght berecogni zed
after the success of sonme of the follow ng patterns:

<aerobically> --> in aerobic plate
<aerobically> --> in aerobic bottle
<anaerobical ly> --> without oxygen
<airgrow> --> grow <aerobically>
<angrow> --> grow <anaerobically>
<airgrow --> able to <airgrow>
<angrow> --> able t0 <angrow>



These patterns pernit the recosnition of the following 6 sentences

defining the paranmeter <airerow>:

1. (Tne orzanism) was able to erow aerobically.

2. (The organism) was aole to grow in the aerobic plate.

3. (Tne organism was abletozrow in the aerobic bottle.

4. (Tne organism) coul d erow aerobically.

5. (Tne organisn) could grow in the aerobic plate.

6. (Tne organisn) could zrow in the aerobic bottle.
as well as 4 simlar sentences for <angrowy.
111.3 subgrammar for predicate functions.

Tne preaicate function of any clause is indicated by verps (mainly
auxiliaries), negations and sone appropriate nmodifiers. Thei r
recognition is accomplisned independently of the =eneral grammar for the
following reasons:

a) Auxiliary verbs (is, has, etc.) are used by tne ¢-A program (part
of tne explanation system) in a manner inconpatible with the analyzer
uescribed here. & convenient way to circunvent this problem Wthout
nodifying the dictionary was to conmbine verbs before invoking tne
previously uescribed procedure f'or producing a canonical fora of the
statenent.

b) It seems to be worthwhile in the tradeoff between bottomup and
top-down process; for instance (see the grammar rules described in
I11.4), <faculfun> appears in nmany rules and it seens to be efficient to
recogni ze it once and for albefore using the reneral gramar.

c) Predicate functions may be nodified by operators, as described in
111.3.2, wnich appear in non-adjacent part of the sentence. This
phenosenon is difficult to handle with general grammar rules.

111.3.1 The subgrammar.

The grammar is described in a EnF-like context-free formalism
square brackets [ ] enclosing Optional elenents, a slash / separating
alternatives of the expansions of the rules, and anele brackets < >
enclosing non terminal elements. Tne top-level rule is: <Pred-function>
:= <Novaltun>/ <Faculfun> / <kuml1fun> / <Num2fun)>.

~ These 4 types of predicate functions are now going to be expl ai ned
in terns of values expected. Another classification in terns of
certainty factors can be found in (Snortliffe 1976, pp 102 to 105).
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111.3.1.1 <Faculfun> functi ons.

<Faculfun> stands for facultative values functions, which means that
the tenplate expected by the function may contain values but this is not
conpul sory. The two functions of this category are <same> and <notsame>.
Exanpl e: (NOTSAME CNTXT FEBRILE) represents “The patient is not
febrile".
( SAKE cn1xT SI TE KOSE) represents “"The site of the
culture is nose",

<Faculfun> <Sane> / <Notsame)

<Same> 1= <Sane> <Same>
<{Notsame> = <Same>{Notsame> / <Same><{Notsame><{Same>
<Same> =is /nas /7 was / had 7 been ..
<{Notsame> := not / never / no
<samnme> /:fgtsama)
<saTe> ) <same> <sane> \<nolsa&
has been has <not T ame> <sane>
not been
Figure 1. Figure 2.

111.3.1.2 <Xovalfun> f-uncti ons.

<Novalfun> stands for no-value functions, which nmeans that the
tenpl ate expected by the function nust not contain val ues.
Exanmpl e:  (KNOWN CNTXT MORPH) --> "The nor phol ogy of the
patient is known."

<Novalfun> :z<pronoun> <novalfun>

<novalfun> := <known> / <notknown> / <definite> / <notdefinite>
<known> := <sane> <known>

<known> := know / known/ knew determ ned

<not known> := <not same><known> / <same> <notknown>

<definite> := <known> with certainty / definite

<notdefinited> := <notknown> with certainty / <notsane> <definite>
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<aoval f und

<pronoun> <noval fun>
Ht <not known>
<notsame> | <known>
<same> <{notsame> |
iL nLt det erm ned
Figure 3.

II1.3.1.3 <Numifuny functions.

<Numifun> stands for functions expecting one numeric val ue
Exanpl e: (LESSP* (VAL1 CNTXT CSFCELLCOUNT) 10 ) --> "The white

blood-count fromthe cerebro spinal fluid is less than 10."

<hum? fun> := <greaterp*>/<greateq*>/<{lessp*>/<{lesseq*>
{greaterp*> := <sane> greater than / >

<greateq#*> := <greaterp*> Or equal to / <greaterp*> =
<lessp*> := <same> |ess than /<

<lesseqg#*> := <lessp*> Oor equal to / <lessp*> =

<Num1fun>

{greateq*>

P S

{greaterp#> or equal to

<sanme> greater t han

11X.3.

<hum2fun>  stands f'or functions expecting two nuneric val ues.
there is only one function called <between*> in this category.

Actually,

N
is
Figure 4.

1.4 <yum2fun> function.

Exanpl e: (BETWEEN* (VAL1 CNTXT AGE) 0.25 0.50)) --> "The age
of the patient is between 3 and 6 nonths.”

Chum2 fun) = <Betweenk*>
<Between*> :- <same>< bhetween>
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I11.3.2 Mdification of the function by an operator.

An operator is a prefix of a statement which can zenerate itself a
clause. It can refine or nodify the first predicate function found. For
exanple : _

It is definite that the morphology of the organismis coccus

<def > ( SAME CNTXT MORPH COCCUS>
Figure 5.

Thus, <def> applied to <same> gives <defis>, and finally, the clause
to build up is: (DEFIS CNTXT MORPHE COCCUS>. Five new predicate
functions can thus be built:

<befis> := <def > <sane>

<def not > = <def > <not sane>

<not known> := <not known> <anyf uncti on>
<tnoughtnot> := there is evidence that <notsane>

<m ght be> := tnere is no evidence that <notsame>
<couldoe> := there is no evidence that <sane>

Notice that in <known> <statement with function> <known>
will besinply ignored because it does not add any information
(redundant).
Ex: "It is known that the patient is alcoholic" is absolutely
equivalent to “The patient is alcoholic."”

I 11 .4 CENERAL GRAMMAR .
111.4.1 G ammar as procedures.

The grammar has been encoded as | NTERLI SP procedures, as opposed to,
sayaBNF-like f'orm This allows a better efficiency (see footnote) due
to the possibility to compile it. Such a choice naturally leads to
blend (but not necessarily) several types of know edge, semantic and
structural for instance. By looking at a rule like:

<K011> := <object> <facul fun> <ynpar np,
one mght think that “The culture is febrile" will be accepted.

Note: The average time for parsing inputs is 1.5 second on the Stanford
PDP-10 time-sharing system, mecdiumly loaded and with the dictionary on a
nash-file.
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Actually, an inplicit check f’or coherence between the object and the
paraneter is performed inside the rule, thus allowing the systemto
refuse such a statement. Coherence between paraneter and value can also
be checked, tnus allowing the system to accept “The infection is
cystitis", but to reject "The morphology IS cystitis".

If’ one encodes a grammar as procedures, the "tightness" of the rule
can be specified dynanmically that is, the ability to ignore some words
at specific points during parsing. The "loose® form of the aboverule
can be described as:

<RO1 1>' := <object> <facultun> [SKip] <ynparm>.
The role of tne SKIP procedure is to permt words like "high" or *“bad"
to oe skipped ("The patient has a high fever”) because such nuances are
not currently handled bythe system The procedure for ignoring
words is explained in nore detail in V.2,

On the other hand, having the grammar as a data structure
interpreted by a program al |ous:

kasier modifications since it is nmore convenient to add a piece Of
data than a piece of’ code.

There is no dist: rsion petween the ENF used to display the grammar
and its actual procedural inplenentation, although the LISP encoding, as
shown in the appendix is fairly straightforward.

I1I .4.2 Taxonony of’ grammar rules.

In terms of the actions that are triggered when a rule is
successful, grammar rules can be divided into two subsets. Ceneration
rules are used to build up internal clauses. Conjunction rules are used
to rebuild a piece of the sentence to be anal yzed after resolving
anaphori ¢ references. At the noment, this includes pronoun references
and elliptic resolutions such as when the verb has not been repeat ed.

In terms of generality/specificity, certain rules are general in
that they are not associated with a particular type of information; in
addition , they never include a surface word in their expansion part.
Qther rules are specific in that they are associated with a particular
piece of information; also, they often include surface words in their
expansi on part.

A table specifies what actions have to be carried out whenever a
rule is successful. For any generation rule, it consists of one or
several tenplates to befilled in. For conjunction rules, it consists
of rebuilding the input to give it to parse to the grammar.
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Furthermore, a rule can leadto different actions being undertaken
depending on whether it s parsed as a prenise or as an action. This
distinction disappears if the text to beparsed is not a conventional
Myein rule. khen analyzing text, all sentences are treated as prem ses.
Conversely, several rules can leadto the sane action. For instance:

<R020> : = <multparmentxtd .<facul fun> <val ue>
with: <nul t parncnt xt > := <multparm> Of <object>
which allows parsing of: "The identity of the organismis e.coli.”, and
<R0O31> := <object> <facul fun> <val ue>
which allows parsing of: “The organismis an e.coli."
lead to the sane clause, as they evidently correspond to two surface
structures for the sane neaning.

111.4.3 General grammar.

The parsing process is top-down and left-to-right. The usual problem
of left recursion for left-to-right parsings is handled by creating an
internediate synbol when necessary, and byduplicating the corresponding
rule. basically, a successful rule extracts the matching part of the
sentence and returns the rest, if any, in case the sentence would |ead
to several clauses.

I1I.4.3.1 General generation rules.
Exanple 1: The norphology of the organismis not known.

Let us consider the rule: <R0O11> := <mult parmentxt><novalfun>
with: <multparmentxt> := <multparm>of<object> / <object><multparm>

<RO10>
<multparmentxtd> <noval fun>
<multparm> of <object> <nothown>
nDLph ‘ <not same> <known>
| organi sm <same> <{notsame>
nor phol ogy | | khown

IS not

Figure 6.



22

The internal clausebuilt up after the success of this rule
IS:  (NOTKNOWN  CNTXT MORPH). Top-down and bottomup  arrows
respectively  show the role of each process. Actually, the
preprocessed sentence was: "morph Of Organi Sm <notknown>", having
ignored articles, replaced ‘“morphology"b 'y ‘“morph" (INCONCEPT
pointer), and "is not known" bythe predicate function <notknown>.
Notice that the same rule would also be successful on the follow ng
sent ences:

The growth conformation is known with certainty.
The infection site is definite.
The aerobicity of the organismis known.

Exanple 2: The patient has a high fever.
Let us consider the rule:
<RO11> := <object> <facul fun> [skip] <ynparnp
The tight rule will fail (vhigh* causing the failure), and if no other
rule has been successful, <r0o11> will succeed in the second pass
(loose form as shown in Figure 7.

<ROT11>
<ooject> <faculfun> [ skip]” <ynpar e
| | | :
pati ent <same> hi gh febrile
I |
has fever
Figure 7.

An interesting point may bediscussed here. There is no absolute
criterion for deciding whether a word may be skipped or not. I|f
“high" were ignored in the first pass, it mght prevent the success
“of another rule in which * nigh* is a necessary element. The section
devotedt 0 the control structure explains in nmore detail the two-pass
process presently used.

Let us notice that <ko11> also allows the systemto parse:
The patient is not a conprom sed host.
The organism was ablet 0 grow anaerobically.

Exanple 3: A lunbar puncture has been performed on the patient.
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/<RO12>

{ynparm> <{faculfun> {skip] <0obj ect >
| | . | .
1p <sane> per fform patient

\
lumbar'-[punctur‘e <{same> <same> perfornmed on
lumbar punc tuire h!as been

Figure 8.

Note that places in sentences where "skipst are allowed are usually
where many expressions coul d oe used. For instance, in Exanple 3, after
"has been", many different expressions mght beused. This feature
makes it unnecessary to foresee all of the possible phrasings, e.g.,
“done on", "undertaken on*, etc. Tnis is evidently a step toward a
key-word approach, but only no-content words (in a nmedical sense) can be
skipped. This nminimzes risks of msinterpretation. Aso, a rephrased
statement such as "The patient has received a |unmbar puncture" would be
parsed bythe previous rule <ro11>.

Exanpl e 4: The norphol ogy, aerobicity and growh conformation
of the organism are known. Several properties
are stated and this should lead to a split of the sentence into several
internal clauses. Let us consider the rule <groi1s> := <nmultparni +cnt xt >
<noval fun>. The recognition wll beperforned as shown in Figure 9.
This leadsto the follow ng 3 clauses:

(AND (KNOWN CMIXT MORPH)
(KNOwN Al R MORPH)
( KNOWN cnTxT CONFORM))

<R015> woul d al so besuccessful on: "the age, sex and wei ght of
the patient are definite?
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<RO15>
<multparmi+cntxt) <nadvalfun>
<multparmi+> of <object> <known>
<multparm> . . ..<wultparm> <{same> <known>
\ \ | |
nor ph , conform  Organi sm a#e known
air
‘ growth conformation
morphology
aerobicity

Figure 9.

cxample 5:  The site of the culture is one of: nose ear throat.
Such a sentence is parsed by the rule R018 as shown in figure 10.
<honoval | +> stands for nmore than one honogeneous (corresponding to the
same paraneter) value. In this case, the internal clause generated is a
variant of the standard tenplate and is actually: _
(SAME CNTXT SITe (OoneOF NOSE EAR THROAT)). The follow ng
sentence is parsed simlarly: “The infection requiring therapy is
anong: cystitis pyelonephritis.®

<RO 18>
-_
<multparmentxt) <faculfun>“\~§‘~?among> <homovali+>
<multparin> Ol <object> <same> one of <isval> eoeew <isval>
N | ! | !
site culture IS nose ear t hroat
Figure 10.

Example 6. The organism is rod anaerobic and erampos. Such a
sentence is processed bytne rule Ro25 as shown in Fieuret1 in which
<héterovalil+> stands for nore than one heterogeneous (different
parameters) val ue. “The patient is a male Caucasian" s parsed

simlarly.
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<R025>
<object> <facugfun> <heterovall+>
| I
organi sm {same> isval>........... <isval>
| is rcl)d anae!ro bi ¢ g,r‘a‘mpos
Figure 11.

Exanpl e 7 : The organism i S a pseudononas aerugi nosa.
This sentence is parsed by the rule ro31 as shown in figure 12.
Let us note here that the name of an organismis indicated in the
sentence not only through the explicit nention of *"identity" . When
no paraneter is mentioned in the sentence but a value that could
bel ong to "identi ty" as well as to other paraneters is present, an

inference process is invoked which decides that “identity” is the
probable parameter. Simlarly, in "the patient is <nunber>*, the
paraneter is assunmed to be "aze" (common sense inference).
<RO3T>
|
<objéct> <facul fun> <val ue>
I
organi sm <same> pseudononas- aer ugi nosa
|
is
Figure 12.
Such a rul e deducesthe paraneter from an ambieuous val ue. The

paranmeter is then included explicitly in the restatenent of the
sentence, in order to verify the user’s agreement. For instance here,
t he above sentence will berephrased "the identity of the organismis
pseudononas aerugi nosa® . The same rule woul d al so be successful with: "a
culture was taken from blood” on the loose form after skipping "taken
f ron", as well as "the patient is male”, or "the drug is penicillin”,

Exanpl e 8: The white blood count from the cerebro spinal fluid
is inferior to 10.
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Here, the preprocessing phase perf’orns a lot of work in order to
facilitate the grammar’'s task. The preprocessor naminly recogni zes groups
of words that make sense together and substitutes a single abbreviation
for tne group of words.

WEC <-- white blood count

CSF <-- cerebro spinal fluid .
Then, the rule <g055> := <numparmentxt> <num fun> <isnum> i s successf ul
as snown in the Figure 13.

<R055>
<numpafmentxt> <num1 fun> <isnumd
< numparm) {lessp*>
{ / —
csfcel | count <sane> <lessp*> 10
WbC from csf is inferior to
Figure 13.

Tne same rule can beusedfor:
The age of the patient is |less than 3 nonths.
The csf’ protein is less than 40
The patient’s creatinine clearance is greater than 39

111.4.3.2. Conjunction rul es.
Exanple 1: The patient is jaundiced and is not a conprom sed

nost . The beginning of the sentence is easy to
parse and gives the internal clause (SAVE CNTXT JAUNDI CED). The role of
a conjunction rule is to recognize that the subject is mssing and to
trigger the search f’or it. The action invoked will then be to find the
- subject oy a very straightforward nethod (last clause analyzed) thus
| eading to add PATIENT onto the remaining part of the sentence. It wll
then return "the patient is not a conpronised host" as the remaining
sentence to be analyzed. The referent chosen is the object of the |ast
cla-use generated. It relies on the assunption that, when several
properties are statedin the sane input, they probably refer to the same
object.

The first conjunction rule is described below:
<RJ05> := [<pronoun>] <facul fun> <isval) /
[ <pronoun>] <faculfun> <ynparne /
[ <pronoun>] <nun fun> <isnum> /
[ <pronoun>] <facul fun> <isnum> /
. [<pronoun>] <num2fun> <isnum> <i snunp
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This rule also recogni zes:
"and it 1S gramneg" (expansion 1)
"and has neurologic signs" (expansion 2)
“and 1S | ess than 10years old" (expansion 3)
"is 56" (expansion 4)
"is between 7 and 77 years old" (expansion 5)

Notice here that the diversity of the forms to recognize for simlar
structures is merely due to arbitrary decisions about the representation
of know edge, inprecision in the formalism anal ogous to the one occuring
in the neaning of [inks in semantic networks (Woods1975). For exanpl e,
"the patient has fever® s represented by a binary paraneter FEBRILE,
but mght as well be represented by a multiple paraneter SYMPTOM which
woul d have FEBRILE as a possible val ue. A second conjunction rule
recogni zes inconplete structures of sentences sinilar to the previous
one except that the function is also mssing. when the rule is
successful, it will then trigger the execution of a routine whose
purpose is to retrieve the subject and the verb (or predicate function).
This rule can bedescribed as:

<RO06> := <isval> / <ynparm> / <isnum>.

111.5. Specific grammar.

Specific grammar rules are used to recoenize paraneters which can be
described only by fairly conplex sentences. These rules usually have a
| oose form which avoids foreseeing all possible phrasings. The risks of
a strictly key-word approach (as outlined in the discussion ending the
section Il) are decreased by the presence of comon sentence structures
associated with paraneters of this type in addition to indispensable
key-wor ds.

txample 1. The concept of' “symptom* iS of primary inportance for
establishing a medical diagnosis. Consequently, it is semantically very
rich. Sone synptoms are referred to by binary paranmeters as MUMPSYH,
indicating whether "tne patient has shown synptons of nunps++, or VAGD S,
indicating whether the patient has increasing vaginal discharge”.
QO hers are represented by a nultiple paraneter termed SYMPTOMOF as in
"the patient as synptons of dysuria" in which case DYSURA is a |egal
val ue for symproMor. The follow ng rules express the semantics of
"symptom".

<synpt onof > := patient <facul fun> synptom of <uria>
<uria> <facul fun> <among> synptom of patient
<uria> := dysuria / frequency / hesitancy / suprapubic-
di sconfort / urgency...
<ynsynmptomp := patient <facul fun> synptom <ot heruti>
<otheruti> := of munps / of increasing vaginal discharge /

[skip] lower urinary tract
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Let us note that the "[skip]" appearingz in the last line allows
accepting Various phrasings as:
The patient has synptons referable to
concerning t he
associated with
located ‘in the lower urinary tract.
Exanple 2 : NOSCCUMIAL 1S a very inportant parameter which can
have a conplex description. Two rules enable its recognition, as
shown in Figure 14.

<NOSOC-1>
, / ‘:::;“““*‘-—————-______
patien <{faculfun> <skipuntil <ski punt i

'infection> ' hospital >

l
P AN

<safe> <notsame> acquire the infection // |
| \ 7 I

did not while in hospita
<NOSOC-2>
i nfection <facul fun> <{skipuigil ‘hospital >
| NN .
<not same> acquired in the hospita

<sanme> <{notsame>

l

was not

Figure 14.

Example 3 : Age is another inportant concepttaken into
consideration in many rules (for the dose of a drug for instance) and
it is rarely stated explicitly in most sentences that use the concept
The following rule is used to recognize it:
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<AGE>
patiént <numifun) <isval> [ <timunit)>]
|
<lessp*> 2 wéek
<same> <lessp™>
ig less ‘than
Figure 15.

IV . IMPLEMEN TATION .

This chapter gives details on the current inplementation. 1t
descri bes the control structure and certain strateries
(tightness/|ooseness for exanple), how the semantic categories are
assigned during the analysis and finally displays an interactive session
of acquisition of’ rules.

V.1 Control structure.

A depth-first control structure has been chosen because the first
parse usually leads to the only interpretation nvossi ble, which is
primarily due to the precision of the statements in the nmedical field.

B specific rule is always associated with a key-word which can be
the possible parameter itself or an 1indispensable word such as
"hospital" for <nosocomial>. Consequently, once the right key-word has
been encountered, chances of success for a specific rule are higher than
for a general rule (all are tried in sequence w thout preference).

Let us notice that, ii’' the beginning of a sentence cannot be mapped
into an internal representation, no further attenpt is aadeto analyze
the rest of the sentence (except after an "and" which usually introduces
another property). Analyzing any part of a sentence after a piece which
was not understood mignt lead to misinterpretations as shown in the
tollowi ng exanple : “tne sister of the patient is febrile” would indeed
beinterpreted as "the patient is febrile” if “the sister** has not been
understood, unless a fragmentation technique simlar to wilks'is used
to attenpt filling the tenplates with the different pieces.

Some of’ the general rules contain a flag which allows themto be
“sloppy" 1i.e., to isnore a word and proceed with the analysis. Such
rules are always tried in the tight form first. If the rule fails but
was partially successful, it will be tried again in the loose form in
the second pass if no rules successed during the first pass. The
additional set of rules to be tried in l[oose formwll thus be very
smal | .
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ixample :  Suppose the word ‘“opese" is not known to the system
and the sentence to be parsed is "The patient is an obese male . After
the failure of the tight rule, the loose version wll skip "obese" and
succeed, but the expert will be notif'ied that movese* wa$sS not
under st ood. te W Il then be able to teach the program about this new
concept and will adda premse “the patient is obese’toconplete the
meani ng of’ the partially-understood previous statenent.

so far, tnere is no nechanismto handle possibilites of multiple
interpretations of an input string. Disambiguations are made during the
preprocessing phase, for exaaple, ‘“cs f* (cerebro spinal fluid) mght be
a possible value of tne site of a culture but, if associated with white
blood count as in "the White bloodcount fromthe csf", it actually
refers to the parameter #cstcellcount™ and is recognized as such before
the grammar S evoked. £s a consequence, the parsing IS very
determnistic and no back-up mechanism has been inplenented yet. This
mightbea weakness as the extension of the grammar proceeds.

ihe above mechanism to build up a clause is nostly a loop on the set
of’ rules to try. An action is carried out whenever a success occurs. An
inportant feature is that the list of rules to try is set during the
preprocessing phase, specific rules being appended at the head of the
l'i st whenever a triggering Word is encountered. The analysis process is
stopped when the remaining Sentence is NIL (success> or when a whole
iteration of loose rules has been performed wthout any success.

A shortcoming of the current inplenentation is that the sane task
may be perf’ormed several tines. The merging of common parts of different
rules as wused in transition networks inplenentations would certainly
permt a nore conmpact representation and a better efficiency.

I'V.2. Exanple of’ parsing.

Let us consider *The morphology Of the organism is rod”. The
preprocessed sentence is: morpn Of oOrgani sm<same> rod". Bow the
appropriate variables are set during tne processing of the sentence is
shown belowwith the successful rule:

<K020> := <multparmentxt> <facul fun> <isval>
WORD is the word currently being analyzed.
how the variabl es pinain, TYPE-P, TYPE-CEJ, vVALIUM are set as the
anal ysi s proceeds issnown pelow on the top-down parse tree.

WORL <-- nor ph

<multparmentxt>
<multparm>
<i sparm> PARAI <-- norph
TYPE-P <-- prop-orq
keturns True .
Checks that paraM expects a val ue
Returns True.



WORD <-- of
<surf ‘'ofy> matches the right surface word.
keturns True.
WORD <-- organi sm
<object> sets: TYPE-OEJ <--prop-org
CONT <=-=" Organi sm
Returns True.
WORD <-- <sanme>
<faculfun>
Sets FUn <-- <same>
Returns True
wOorD G-rod
<isval>
Sets VALI UM <-- rod
PFVALIUM <-- morph (paraneter expected from value. )
<check1> PARAM subset of PFVALIUM: True
{check2> TYPE-OEJ = TYPE-P : True
WORD <=- NIL
Returns True.

The vari abl es PaRrat:, FUN and VALIUM are bound to values that allow
building the appropriate internal representation.

1v.3. Sanple of a rule acquisition session.

In the exanples that follow, the BLOELE program utterances are in
| ower case letters and it shows its internal lisp inter- pretations in
upper case letters The user enters the rules in upper case letters after
the double asterisk; every time he has finished wth a set of premses
or actions, he types a “carriage-return” which explains the lines of
bl anks.  Commrents have been inserted by nand in order to point out a few
f'eatures of the parsing. wote that in all the exanples shown bel ow, the
interpretation is correct. ‘Wwhat can be done if the expert disasrees is
part of future directions. ‘tote that the kind of inputs that are not
currently handled deals with conplicated inputs  expressing
net a-knowl edge (how to use medical know edge) rather than pure nedical
know edge. Exanples are :

(1) You have exam ned the |ist of nenbers associated with the
category of the organism and found sone that agree with respect to the
following synmptons . air and conform

(2) This drug is one of the treatnents which have contributed to
an inprovement in the patient’s synptons of the infection.

Anot her kind of non-understood statenent includes "non medical ways"
of expressing oneself that would require a [ot of know edge about world
in general Iike:

(3) She drinks u4 bottles of Muthon-Rothschild every norning,
to express that "the patient is alcoholic”.
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EXAMPLE | .

woula you like to enter a rule?
** YES
[f: | - ThE CREATININE CLEARANCE |S <= 80

and 2 - -
Tnen: 1 - CONCLUDE THAT THE PATI ENT HAS DECREASED RENAL FUNCTI ON

and 2 -

the internal format of' the rule is :

LISPRULE
PREMISE:  ($AND (LESSEQ# (VAL1 CNTXT CCR)
80) )
ACTION: (CONCLUDE CNTXT RENALFAILURE YES TALLY 1900)

This is ny understanding of your rule:

[f: The patient's most recent creatinine clearance (in ml/min) i S less
than or equal to 30

Then: It is def'inite (1o)that the patient does have decreased renal
function

Comments: In the premse, the object PATIENT was not stated, but was
inferred fromthe parameter. As no certainty factor was stated
it was supposed to be 1.

do you agree with my interpretation?

= YRS
good.
EXAMPLE 1.
would you like-to enter a rule?
== YES
[f: l - The CULTURE SITE IS CSF

and 2 - THg PATIENT 84S NOT HAD RECENT NEURCLOG C SYMPTOVS
and 3 - HE HAS NOT HAD RECENT NEUHOLOG C SI G\S

and.4 ThE WHITE ELOOD COUNT FROM THE SPINAL FLUD IS <10
and-5 - THE CS¥ PROTEIN | S LESS THAN 40

and 6 -

Then: 1 - IT IS LIKELY (.8) TEAT ThE | NFECTION REQU RING THERAPY IS NOT MENING TI S

and 2 -

the internal format of' the rule is :
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LISPRULE
PREMISE: ($AND ( SAME CNTXT SITE CSF)
(NOTSAME CNTXT NEURCSYMP)
(NOTSAME CNTXT NEURCSI GN)
(LESSP* (VAL1 CNTXT CSFCELLCOUNT)
10)
(LESSP# (VAL1 CNTXT PROTEIN)
40))
ACTION.  (CONCLUDE CNTXT TREATINF MENING TIS TALLY -800)

This is ny understandinp of your rule:

[f: 1) The site of the culture is csf, and
2) The patient has not had recent neurologic Synptons, and
3) The patient has not had recent neurologic Signs, and
4) The weC fromthe CSF is |ess than 10, and
5) The CSF protein is less than 40
Then: There is strongly suqgestive evidence (.8) that the infection which
requires therapy is not neningitis
do you agree With ny interpretation?
** YES
good.

COMMVENTS: The pronoun resol ution procedure replaced "he" by
"patient?

EXAVPLE 111,

Wul d you lketo enter a rule?
** YES
[ [ - THE CULTURE s1T& IS NOT ELOOD
and 2 - WE DON'T KNOW wHETHER THE ORGANISM WAS ABLE TO GROW AEROBI CALLY
and 3 - THE LAEORATORY DID NOT ATTEMPT TO GRCW THE ORGANI SM
ANAEROBICALLY

and 4 -
Tnen: 1~ The AERCEICITY 0F THE ORGANI SM COULD BE FACUL (.5) ANAEROBIC (.2)
OR OEBLIGATE-AERCE (.3)
and 2 -
the internal format of tne rule is :

LISPRULE
PREM SE:  ($AND (NOTSAME CNTXT SI TE ELOQD)
(NOTKNOWN CNTXT AIRGROW)
(NOTSAME CNTXT ANTRY))
ACTION: (CONGLUDE* CHTXT AIR TALLY ({(FACUL 500)
(ANAEROBIC 200)
(OELIGATE-AEROR 300)))
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This is ny understanding of your rule:

It: 1) The site of the culture is not blood, and
2) It is not known whether the organism was able to grow aerobically,
and
3) The lab has not attenpted to grow the organi sm anaerobically
Then:  There is evidence that the aerobicity of the organismis facul (.5)
anaerobi c (.2) obligate-aercb (.3)

do you agree with ny interpretion?

** YES
good
EXAMPLE | V.
would you like to enter a rule?
#= YES
" | - THE | NFECTI ON WHICH REQUIRES TEERAPY IS PERITONITIS OR
PELVIC-AESCESS

and 2 - THE SITE OF Tiie CULTURE | S ELOGD

and 3 - ThE PORTAL oF ENTRY IS a1

and 4 -
Then: 1 - THE ORGANISMS WHICH MIGET EE CAUSING THE | NFECTI ON COULD EE

EACTEROIDES (.7) E-COLI (.53) KLEESIELLA-PNEUMONIAE (.18)
PROTEUS (. 17) EHTEROEACTER (.11)
and 2 -

the internal fornmat of the rule is :

LISPRULE
PREMISE: ($AND (SAME CNTIXT TREATINF (ONECF PERI TONI TI S PELVIC-ABSCESS))
(saMe CNTXT SI TE BLOCD)
(SaME CNTXT PORTAL Q))
ACTION: (CONCLUDE* CNTAT COVekFOR TALLY ((EACTERQIDES 700)
(E.COLI 530)
(KLEBSIELLA-PNEUMOKIAE 180)
(PROTEUS 170)
(ERTEROEACTER 110)))

Tnis is ny understanding of' your rule:

[f: 1) The infection which requires therapy is one of: peritonitis pelvic-
abscess, and
2) The site of the culture is blood, and
3) The portal of entry of the organismis gi
Then:  There is evidence that the organisnms (other than those seen on
ciltures or smears) which mght be causing the infection is
bact eroi des (.7) e.coli (.53) Kkl ebsiella-pneunmoni ae (.18) proteus
(.17) enterobacter (.11)
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do you agree with ny interpretation?

** YES
good.
EXAVPLE V.
Wul d you lketoenter a rule?
** YES
[f: I - THE I'NE ECTION REQUI RING THERAPY IS NOT MENING TI S

and 2 - ORGANI SMS WERE NOT SEEN ON THE STAIN OF THE CULTURE
and 3 - THERE |'S NO EVI DENCE THAT THE TYPE OF THE I NFECTION |'S NOT TB
and 4 - ThHE CRYPTOCCCCAL AKTIGEN | N THE CSF WAS PCSI TI VE OR
THE CSF COCCl Dl O DES SEROLOGY WAS POSI Tl VE
and 5 -
Then: 1 - THE TYPe OF THE I NFECTION | S PROEAELY NOT TB (.8)
and 2 -

Tne internal format of the rule is:

LI SPHULE
PREM SE:  ($AND (NOTSAME CNTXT TREATINF MEN NG TI S)
(NOTSAME CNTXT SPECSTAI N)
(MIGHTBE CNTXT TYPE TE)
($OR(SAME CNTXT CRYPTO-SEROLOGY)
(SAME ONTXT COCCl - SEROLOGY)))
ACTION ( CoNCLUDE CNTXT TYPE TE TALLY -800)

This is ny understanding of your rule:

If: 1) The infection which requires therapy is not neningitis, and
2) Orgahisms were not seen on the stain of the culture, and
3) There is no evidence that the type of the infection is not tb and
4) The cryptococcal antigen in the csf was positive, or
The csf cocci di oi des serology was positive
Then:  There is strongly suggestive evidence (.8) that the type of the
infection is not tb

do you agree with ny interpretation?
** Y§S

good.

Wuld you like to enter a rule?

% NO

Ck; good bye.
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CONCLUSION .

This paper nas described a technique to translate Enslish inputs
expressed by an expert of a specialized domain into wunderlying
structures used by a knowledge-based ‘system. The trade-off between
freedom of expression and reliability in the interpretation lead us to
use a nethod that selectively ignore certain phrases which aight not be
crucial f'or the translation. FKowever, this nethod nmay cause ambisuities
in interpretation, hence we enphasize the inportance of the expert’s
agreement with an interpretation. The current grammar produces adequate
parses onabout 90% Of the statenents contained in ¥yCi¥ rules. Ona
sanpl e of 208 sentences chosen from current MYCIN rules and various
repnrasings ootained trom physicians, 553 were parsed by the general
cornain independent grammar, 35% by @ grammar specific to the infection
diseases aomai n and 10x were failed to be parsed, due to paraphrasings
tnat woula require a trenmendous anmount of’ know edge outside the nedical
field. rarsing these sentences with this semantic grammar is fairly
f'ast (between 1 and 2 seconds). The level of understanding currently
provi ded seens to be sufficient f'or the acquisition of’ new rules.

FUTURE DIRECTIONS.

| see future inprovenents and extensions of this work in the
following major directions. First, the gramar must be enlarged in
order to make the system nore “habitable” that is to enable the expert
to remain within the limts of’ the |anguage acceptedw t hout his being
conscious of these limts.

Second, the technique described here, alonzg With strateqgies for
interpreting dialogs and texts should be suitable for building a general
purpose interface for use bydifferent tasks w thin a knowledee-based
system such ‘as question-answering, volunteered data via sunmmaries

“describing clinical nistory and current status of patients.
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APPENDIX : A sanple of grammar rules.

Mumbered rules are general, rules mentioning a concept between
brackets are specific rules. proceaures having a nnenotechnic name
such as YNPARMCNTXT, which stands for yes-no-paraneter-context, are
primtives allowing the recognition of non-termnal elenents of the
granmmar  rules. Mst of the rules shown here have been already
explained in section 111.4. The code is clearly very close to the
Ent form used before. SK denotes the flaz used for "tightness",
always nil at the first pass, set to TRUE at the second if any.

(RO10
{LAMEDA ((SK) *#COMMENT#*
(AND (MULTPARMCHTXT)
(SKIP SK)
(RUVALFUN])

(RO11
LLAMEDA (SK)  *# COiaci T*

(AND (CONTEXT)
(FACULFUN)
(SKI? SK)
( YNPARMN)
(CHECK2 TYPE-OBJ TYPE-P)
(SETQ LASTCLAUSE (LDIFF REST CUR])

(*saved for further pronoun resol ution)

(R0O20
LLAMEDA NIL * * COMdEN T# %
(AND (MULTPARMCNTXT)
(FACULFUN)
(CHECK1 PARAM (1 SVAL))
(CHECK2 TYPE-P TYPE-0OEJ])
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(<YNSYMPTOM>

[LAMEDA NIL ** yes/no synptoms of uti #=*
(AND (SURF ' PATI ENT)

(FACULFUN)
(SURE ' SYMPTOM)
(COND

((SURFL ' (OF MUMPS) )
(SETQQ PARAM (MUMPSYM)))
((AND (SURF 'OF)
(SKIPWORD 'NEW)
(SKIPWORD ' OR)
( SKI PWORD ' | NCREASI NG
(SURE ' VAG NAL- DI SCHARGE) )
(SETQC PARAM (VAGDIS)))
(( AND (SKIPUNTIL 'LOWER)
(SURF ' URI NARY- TRACT) )
(SETQC PARAM (LOWER-UTI-SX])

The previous rule enables the recognition of sentences as shown bel ow

of nunps
has of [new] [or] [increasing]
[ The] patient has no symptom[ s ] vagi nal discharge
does not have referable to the
concerning the | ower wurinary
of the tract
(YNPARMCNTXT
[LAMBDA NIL *# True if matches <ynparm> of <context> or
( COND <cont ext > <ynparm> *#
((YNPARM)
( SURF "OF)
" ( CONTEXT)
T)
( ( CONTEXT)
(COND

( (YNPARM)
T]
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