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Abstract

A stable nunerical algorithmis presented for generating a periodic
Jacobi matrix fromtwo sets of eigenvalues and the product of the off-
di agonal elenents of the matrix. The algorithmrequires a sinple
generalization of the Lanczos algorithm It is shown that the matrix is

not unique, but the algorithmwll generate all possible solutions.
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FOR PER ODI C JACCBI

D.L. Boley and GH Colub
Conput er Sci ence Departnent,
Stanford, CA 94305

Stanford University,

W are interested in solving the inverse eigenvalue problem for

Bn

Such problems arise in inverse scattering theory problens (cf. [3]). The
probl em and the algorithm given here are closely related to that discussed
in our previous paper [2] and that of Van Merbeke [3]. For this problem

we consider the matrices

(1a)

and

L}



(1p) . -

where b and b- are (n-1)-vectors; K is an (n-1)x(n-1) matrix,
and a1~ Is a scalar. W assurre threi sets of ei gerlval ues are given:

we denote the eigenval ues of ha by A; < - <A t hose of J° by
>‘1<>‘2 ...<)\,andthoseole1yul v < g Ve will use
the notation A" = diag ( Ay Apre A A':dlag(x,.,x)and

M= diag (uqsbos . .. ,p,n_l) Ve will al so assume t hat the {u; } strictly

interlace both sets of eigenval ues {A 3 1=1 and {x L/_'_Z

l 1
+ <4t
ApSB S A

] ] i=1,2,..,n-1.
A SHy S Ay

W can show that there is a close relationship between the
characteristic polynomals of 55 and J° , and thus it is sufficient to
have given the single scalar quantity

*

B = Bl BQ e Bn

in place of the n eigenvalues Ajs .-, A - Using equation (5:2) in
[1], we can wite

2

det (37 -3 1) = p(x) - g, ) + 2(-1)"™ B*

and



det (3- - 2 1) =pQ) - g2 r() - 20! "

where p(3) is the characteristic polynonmal of the matrix obtained from
I oor I by setting By = 0, and r(y)is the characteristic poly-
nom al of the submatrix consisting of rows and colums 2,3,...,n-1 of the

matrix J or J- By subtracting these two expressions we obtain

(2) det (77 - I) = det AN IS O B o e*

V& vill see-the values ] appear only as the product (] - x)...(x;l - N

+ + *
so that if we are given the values %y, . .1, @S well as g , then we do

not need explicitly the val ues Ayreeeohy

Note that the roles of )\; and x£ are essentially interchangeable at
. + .
several stages, and we have made the choice to use Ay as much as possi bl e.

Ve let Q= [21""’911] be the matrix of eigenvectors of 7" so that'
+

At - QT J+Q

It is useful to wite Qin terns of rows as well:

(3a) Q

L



W let P be the matrix of eigenvectors of K, and wite P only in terns

of its rows:
- T
13_1 .
(3b) P=
‘T
- Pno1

In section 1 of [2]it is shown how we may conpute the first row

n-| The final result obtained there is

T +n
of Q from {)‘i}i=l and {p‘i3i=l _

~L
n- |

N
TT (u.k— )‘j)

(x) a; = = (321 ).

TT GO -0

k=1 = 7

k#J

Ve can pick the signs of the qu arbitrarily, since changing one sign

is equivalent to just multiplying the corresponding eigenvector by -1 .

Consi der the matrix

- A, 1 ' T
o b") 1 0 1 0
L+ = A, = T J+
b~ M 0 P 0 p
A

|‘1‘
where we partition 77 as in'(la), b = Igb , and Mis the matrix of

ei genval ues of K. W define L- simil arly': Since the eigenval ues of



L )

+ + +
L are D‘l""’)‘n} , We have that

n

det @-x1)= T1 (x; - ) .
k=1

If we evaluate the determnant and equate the two sides of the equation, we
obtain the result:

n
N
N2 J:I Py (
(5a) (b )= - k=1,...,n-1 ).
TT G, - )
IR
J#k
Simlarly, we obtain
n
N2 T:I By - b
(5b) (o )5 = - 45 (k=1,...,n-1 ),
TT - )
g1 9t
j#k

(5¢) )2 = - 32

n-1
EZI (s - b )
jfk

A A
Note that the signs of gk and bl; are unspecified. Any conbination of

signs will give a valid matrix, and using a different set of signs may or
: : . T
may nNot give a different matrix. We see that b+=[@l,o,...,o, + BnJ and



= [Bys05-+505-8 1" from(1) , so that

+
b - b- =28, *n 1
T .
wher e &1 T (0,...,0,1] . Note that all the vectors in the above
equation are (n-1> vectors. But, using the definition of L , we nmay
wite
A A T _ T
(6) b - b = P(® -b)=2g P =

n (Enl 28n P.n-l

Si nce b, is of normunity- we need not know B, explicitly; we just have
to scale the vector b~ - 4~

~

to be of normunity.

It is useful to partition the eigenvector Qe of 57 as follows
1 %
%
Ix

' calar, and i -1 >- , '
A X = q, 1S as Yy, isan (n-1>- vector Since
Jgk = A %k ., we have

+
box K = A Yy
or
+ +
(K -2 Ty = box

. - T .
Using the deconposition K = PMP | we obtain



%,‘4

+ -1 7T
-P(M-xkl) P b:-xk

1]

A
- P(M-)\;I)—lb+>ck

Thus, the last row of Qis

n-| o o
= = - n_l’j j
(7) 9,k T Yn-1,k hx +
yaw (“‘j - )‘k)
Jj=1

where all the quantities on the right hand side are either given or are
conput ed using (&), (5a) and (6).

Now we are in a position to generate the matrix using a nodified
Lanczos process. W need two initial vectors:

z) = I (computed using (4))

and

]

z = T, (conmputed using (7)),

using the notation in (3a). W have for these two vectors

T
lzgl = gy = 1 and zy 2, = 0
Not e that we have obtained two initial vectors for the Lanczosprocessina

manner very simlar to that used in our previouspaper for the fivediagonal
case [2]. The Ianczosprocessitselfisa little different but is based on

the same ideas.
To derive the Algorithmwe use the relationships

T
Z7AZ = J and Az = zJ5

where Z = [5,?2,.,.,311 is an orthogonal matrix. W then arrive at the



following procedure, using the identification

A = A" = diag (x;,x;, oA )

(8) Modified Lanczos Procedure.

T

L Set B, =8, = EnA%.l
— TA
% = Zn En
and
set z. =2

:
Set dk_kaZ‘-k
Vi T AL o Zpm By g P g

v 1
If k # n-1 then set Ziiq N

(For nunerical stability only);

Ot hogonal i ze Ziv] with respect to Zyyeeealy

modi fied Gam Schm dt procedure or Househol der transfornations.

using, say, the

The matrix J° and I~ will be defined by (1) using the @0y s e e
ByBore 1By computed in the Lanczos procedure. There is an anbiguity in
the signs of the {Bi}?.l:l in that we can switch the sign of B; whil e
changing the sign of Z without affecting the result of the procedure.
Because an even nunber of sign changes in the {Bi}ri]=l in 37 will not
affect the eigenvalues (see Appendix I1), we may assune that ﬁ’ez""’en-l
are all positive and set the sign of g, tO match that of g, adjusting



the vector z accordingly.

To sunmarize the A gorithm

W are given two sets of eigenval ues

+.n n- |
b‘i}i=l ’ {“‘i}i=l

»*
and the scalar g .

1. Conput e r I’ by &) .

21= Ty = (G999 5500009,

Ay A_
2. Compute b and b~ by (5) .

T
3. Conput e En 1 = [pn-l,l"”’ n-l,n-l] by (6).

4. Compute z =1 =lq,, J-uqm]T by (7).

5. Apply the nodified Lanczos procedure (8) using A" and initial vectors

flandz:n.

Acknow edgenent .

The authors are very pleased to thank Dr. Vrren Ferguson of the
University of Arizona for several interesting and enlightening discussions.
The work of GH Golub was initiated while visiting Professor H Keller of
the California Institute of Technol ogy.






Ref er ences.
[1] A Bjbrck and G H Golub: Eigenproblens for matrices associated with
periodi c boundary conditions. SIAM Review 19 (1977), 5-16.

(2] D. Boley and G H Golub: Inverse eigenval ue problens for band matrices.
Proceedi ngs of the Dundee Conference on Nunerical Analysis, Springer-
Verlag (1977).

[3] P. van Moerbeke: The spectrum of Jacobi matrices. Invent. Math,
37 (1976), 45-81.

10






Appendi x 1.

It is possible to show that the Lanczos process described by (8), if
it reaches conpletion (wth 5k¥0 for all k) wll generate orthonor nal
vectors for any real symetric A and thus the matrix J will be a periodic

mat ri x. For notational convenience, we vvrite~nz = 2, W assune that
Z, and z, are given with HEOH2 = Hflll2 = 1 and that

! = 0

0% 7

To generate the periodic matrix, we use the. recurrence relationship

(9)

Let

and

T T
sl~o§2—0and Blﬁ§2=0.

The paraneter 81 is conputed so that |E2]|2 =1 . Let us assume

(102) z.z, = 0 for i £ , i.i =0,1,....k
~1 <3

and

(100) 24l | =1 for i = 0,1,...,k .

% cal cul ate

11



(11a) o = E.:K A Zy

(1w) Gerl T A Zx T % BT Py Zxa
e 5 = el

(11d) kel = ek)-l Tetl

Note that |z, ., = 1 providing [lv,l, #0 .

W& now show

T :
Zpe1 25 7 O for j< Kk

. T
Since 2 Fro1 =0 and I%kﬂ2 =1,

;
Zpe1 2 T O
When o is calculated by (11a). Now

T T

(12) B 23 Zxel T %3 A

so that for j < k-I

T T T
(15) Bre 25 Zie1r T %5 A %k 7 Bk Zy %l
T T .
= that (13) beconmes, using (9)
But z, Az, =z Az = (13) g
T a T( . N 2 ) ZT
P 25 Zerl T By Zyer T %%y 7 B51 %y Bkenly Zxa
= . + 0 - 0 :
T OBy %k %y " T T VI R B W



Therefore

T T T
B Zk-1 Zxel = Bxol Zx %k 7o Bkol Pl Zx-l =

and for j < k-2,

T

sk Ej Ek"'l =0 @ Bj -0 . Bk—l = 0.
Appendi x |1.
W include here a short discussion of the signs of 5i(i=l,2,...,n).
W wish to find what sign changes can be made that will |eave the eigen-
values unaffected. In order to do this, we will try to see what sign

changes can be made by simliarity transformations.

Define the matrix

VlJ :d|ag {Vl)vg;---)vn}, lSlSJS n )
wher e
vy TV, = = Vl =1,
Vigp < = VJ—-l ,
and
Vel T - mT t
Then V.. = V..! for any i and j
17 13

Consi der the matrix

R}
<
an

W can see that J will be identical to J_except that 8. and g, are re-
+ : + J
pl aced by -84 and -85 however, 8 = 8; IS unchanged. Thus, we may

. : ti=l : .
toggle the signs on any two By without affecting the eigenvalues. It follows

15



then, that nmaking any even nunmber of sign change will |eave the eigenval ues
unaf f ect ed.

If we make an odd nunber of sign changes then by using the above
argunent we can see that we get a matrix with the same eigenvalues as J .
Thus by toggling the signs of the g; e can get only two sets of eigen-
val ues, those of J  called {)\Z}?‘_:; and those of J call id {x;}xilzl.
Whi chever set we get is determined by how we set the sign of g

14



