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Abstract

The cxtcnsivc USC of local networks  is bcgirming  to drive
rcquircmcnts  for- intcrnctwork  fncilitics Ihilt connect thcsc local
nclu’orks. In particular. the av;lilahility  of multicast  addressing in
nmn~  locnl WI m-ks n n d  i t s  U S C  bc sophisticated  distrihutcd
applmtions  mn!i~:atcs  providing multicnst moss intcrnctworks.

In this pnpcr. WC propose a nmdcl  of scrvicc for multicast  in an
inIcrnclwnrk.  d+:hcribc  how this scrvicc cm bc used,  and describe
aq>ccIs  of iIs irl~l,lcn1c1lI;1Iion.  including how il would IlI into one
c\ihIing  inIcrnciwork  :jrchiIccturc,  namely the US I)& IntcrncI
hrcliiIcctilrc.l  2

1. Introduction

Uulticnsr  is ~hc transmission of a clnI~gram  packet  to a set of
m-o or more dc~trnntion  hosts in a network or intcrnctwork, wilh
a single address specifying Ihc SCI of dcsIinaIio11  hosls. I:or
cxamplc.  hosts I\. 13.  (’ and I) my bc nssocinlcd  with mulIicasI
adtircss X. Or1 I r;1nsmiss1on,  a packcI wiIh  dcsti11;tlion  address X is
dcliicrcd  wiIh  cir~~gran~  rcliabiliIy  to hosIr;  A, Il. C and 1).

MulIicasI  h:~s IWO  pritnnry  WCS,  ~mlcly  distributed binding
and mulIi-dcsIinaIton  delivery.  II is uscfl~l  for binding when one
or 1norc ofn SC of hosIs  conI;lin Ihc dcsirccl ohjcct  buI p;u-Iicuku-
hosI  aclcircsscs  arc  noI  known,  only  ;I 1nuIIicasI  address.  ITor
cs:1mplc,  in a disIribuIcd  lilt  .syatcm.  all the lilt scrvcrs may bc
associ;1Icd with one 1nulIic;1sI  address.  l‘o bi11d a lilt  11;1mc IO a
p;ulicul:u scrvcr, a clicnI  WAS n query  pnckcl cont;lining  Ihc Iilc
II;IIW  to I~C lilt  server n111IIic;1sI  ;iddrcss.  which is clclivcrcd IO nil
Ihc lilt  scricrs.  ‘l‘hc  scrccr tl1;11  rccogl11/cs  Ihc Iilc nnrnc  Ihcn
responds  IO  IIW clicnI. ;illowing  sul~sccIuc~~l  iillcrncticul clircclly
wilh  Ih;11 scivcr  host. ‘I’li~s  ;ilso 1lluslr:1lcs  Ihc use 01‘ 111ulIic;~sI  for
h~icwl  c~drl~-cssirr~;. ‘I‘hc  rnulIic;1sI  add1css  for n group of hosIs  con

* d~1loIc~;~rrc,ticln  raIhcr  IJNII IocaIion.  One  c;1n similarly a.ssociaIc
Ore group 01‘ Iimc scrvcrs, name  scrvcrs, compuI;1Iion  servers  and
so on carh wiI,l  their  own muIIicasI  ;lddrcss.

MulIi-dcslination  delivery  is useful lo scvcrnl  applications,
including:
l edisIribuIccl. rcplic;lIcd  dalabascs’l
0 co1ifcrcncing3.
l tlislril~utctl l);1r;tllcI  conlpuInIio11,  i11clucli1rg  dislrihutcd

~niillgq.

+his work WL; spoiisorcd  in p:lrl  by Ihc I>cfciisc  Advm~ccG  Kw:tk+
~ro~crt.~  hgcncy  iuldcr co~il~xl  KO0039-83-K-0431  ;uici  Nalion:11 Science
I~ountl;~tion  Grant lX‘H-83-52018.

Ideally.  multicast  transmission I O  a set of hosls  is no1  more
cotnplici~tcd or cxpcnsivc for Ihc scndcr 111311 Iri~l1snlissi(>n  IO a
single  host. Similarly. 1nulIicasI  Iransmis4on  should not bc more
cxpcnsivc for the network  thorn  traversing Ihe shorlcxt path tree
Ihnt  connccls Ihc  sending host  IO  the hosIs  idcnIilicd  by Ihc
mulIic;lsI  address.

MulIicast,  t r a n s m i s s i o n  I O  a  set o f  h o s t s .  i s  p r o p e r l y
dislinguishcd  from from bmnc/cnsr.  Iransnlission lo roll  hosts on a
network or inlcrnctwork. I~r0,tdcasI  i s  not  a gcncrnlly  uselul
bciliIy  since Ihcrc arc few rc;1\ons  for corn11111l1icnIing  with all
hosIs.  In tuzl. i\ is bcs\ y1cwcd  ;1s a11  “accidcnl  of the technology”
f o r  b r o a d c a s t  nclworkc  i n  the same w a y  Ihn~  self-modifying
programs :IIT ;II~  nccidcnI of Ihc tcchnolo~~ Ibr sIorrd  program
machines: jusI  because Ihc Icchnolo~y  pro\ ~dcs  il does not mean
it is cI7icicnl  or .saTc  lo use. A proper  niullicast  fi\cilily  allows
cflicicnl Iransmission I O  IIH.IIII~IC  hosIs  while  a v o i d i n g
unncccssary loading of the ncIv,  ork and rccci\  i11g hosts that arises
wiIh  broadcast.

MulIicasI  is now available in slandard  local ncIwork$.  For
exsmplc.  Ihc I!thcrncIh  prop  ides 2’17 mulIicasI  addrcsucs.  Sending
a  \>ackcI I O  a11 IQhc1ncI IIIII~II~;ISI  ndtlrc>ss dclivcrs iI ( w i t h
dat;tgrdni  rclinbiliI>)  IO 111~  SCI of hosIs  l1sIcning  to Ihat mulIiciW
acidrcss. A vnricIy  of loc:lI  nclwork  nplAicaIior1s  nnd  syslcrns
m;lkc USC  of Ihis  faciliIy.  I$r II~S~~IICC.  (he V disIribuIcd  sysIcm7
lISL\S ncIwork-lcvcl  mulIic;lsI  I-or  1mplcn~cnting cfficicnt
operations w groups  or prtrcsscs  spannlrlg muIIiplc  machines.
Si1nilar WC i s  being r1l;ldc  li)r rcpl1calccl  tl;1I;1b;~s~  a n d  olhcr
dist1 ibuIctl  ;11~plic;11ior~s8.  I’IW  iding nluIIic;l\I  ill IIW intcmctwork
CII\  irolmc,lI  would ;~llow ~OIIIII~  such local r1cIwork  disIribuIcd
;1pplicxlioris  lo lhc ii~lcri~clwoi~k,  ;Is well ;15 mihiiig sornc cxisliilg
inIcrncIwo1.k :1pplic;lIions  IIIOIV  robusI  ;III~  l~orI;~l~lc  ( b y .  f o r
CX:II~~~~~C.  IUI~OVIII~ wired-111  IisIs of ~~~IICSSCS.  SUCK ;IS gilICw;ry
add rcsscs).

In currcnl  inlcrnclwork  c1n~ironn~cr~ts.  ;III npplic‘rlIion  logically
requiring 1nulIicast  musI scntl  incii\  iclu;lll>  il~ldrL’SSCc1 p;lckcIs to
each rcccipiciil. ‘Illcrc  arc IWO problems  wiIh Ib is  approach.
I:1rsll!,  requiring  lhc sending hosI  lo know I~C spccilic  nddrcsscs
of all Ihc rccipienIs  dcfcnls iIs  use a.. a binding Irrcchanisrn.  For
cn;unl~lc.  n cl1hklcss workstnlion  needs  on bool to dctcrminc the
ncIwork  :~ddrcs~ of;1 drxk  scrvcr nrtci  iI is ulrdcsir;lblc  lo “wire in”
specific 1ictwork ;~tidrcxl;cs.  \V~th  ;1 1nuIIic;1+,I  EICIIII~.  Ihc mrrlli~st
adclrcss of iho  disk SWCIS  (or I~:IIW  scrvcts th;1I holds IIW nddrcss
of 111~  dusk  scr\ cr) C;III IW w~I/  X 770~ II, ;Illowing  thu  workslnlion  IO
Iransiilil  iIh iiiiIi;ll  cliicrrcs  lo Ibis :iddrcss.

Sc~~tlly.  tr;u1srniII1np  r11uIIiplc  topics  of Ihc s;l1nc packet
m:tkcs  incl‘licicnI  USC  ol‘ nc~ww  k I~mdwidIh.  gnIcw:\>  rcsourccs
and scndcr  rcsourccs. I;or i:lshl~cc,  Ihc SIIIIC packet  m a y
rcpcntcdly  \r;lvcnc  the snmc  noIwork  links ;1nd pass  through the
.\nnic  glcwncs.  I~urllmm~rc.  Ihc nclwork  Ic\cl  cannot  rccognizc
1nt1lli-clcsIir1;1Iiorl  dclivcq  IO I:tkc acl~ant;lgc  of mulIic;tsl  filciliIics
Ih;1I Ihc urldcrlymg  ncIwor k Icchnologics  may provide. I:or
cu:llllplc.  loc;ll-;lrc;l  I~LIS.  rlllg. o r  mdio ncIwo1  k s  and cvcn
MIcIIIIc-lm~tl  wrdc-:~ILYI  nclworks  c:ln  provide  cr’licic’llr  multicast
clcli\ciy  d11ccIIy. Ilcsitlc$ u s i n g  cxccssivc  coiii1~~111iicnlioii
rcmircc‘s,  Ihc iisc  d imiltiplc  trnrisn\issioils  l o  cI’fcct  multicast
scvcrcly IimiIs  I h c  nmou11I  o f  pi~r;~llclis1n  i n  Ir:msmission and



processing  that  can be achicvcd  compared to  an inlcgrated
multicast  facility.

In this  paper. WC dcscribc a model of muhicnst  scrvicc WC caall
hsf ~rorrps and discuss aspccls  of iml~lcmcn~ing (his service in a
dalqrnm inlcrncrwork  cm ironmcnt.  We argue tha( it is feasible
IO ~mplcmcnt  thlh  facilily  in an inrcrncrwork  as an cvtcnsion  of
Ihc c\isling  “unmsl” intcrnctwork  dnIagr;lnl model  a n d
mcchnnism.

WC rcslrict oursclvcs to lhc communication cnvironmcnt  of a
d;lragr;llli-b;tsctl inlcl nclwork. like the lP9 or ,YNSIO inlcrnctwork
;~rchllccIurcs.  In lhcsc  nrchircc(urcs. all hosts  employ  a common
inlcrnclwork  dnrnpr;~m  format  and ;I common intcrnctwork
;IddrCsGng  con\cntion  10 idcntif)  Lhc sources  and destinations  of
dnrngr;ims. O n  transmission. an inrcrnctwork  dn~ngram  i s
dcli\c~cd  lo iis  dcss(in;ltion  xldrcss  wirh “best cffor~s”  rcliabili~y,
\ ia 111~ 1ran~mi~~lon  scr\ ices  of lhc undcrlving  nclworks  and rhc
rcla!,mg WIT IC’C~  of the g~cwqs.  This scr\&  bchl  corresponds  lo
OSI la>cr 3 o r  lhc ncIwork  ICY c l  i n  probidIng  hosl-IO-host
dc111 cr>, licli;lblc  deli\  cl-c,  including error  handling and flow
COIII~O~.  is h;rndlcd b! hlghcr-lclcl  prr)ltxAs  lhtil opcratc  in terms
of inicrnclwork  d;lr:lgrams.

I:I~UX  I illuslralcs  3 hc(crogcncous  collection  of indcpcndent
ncl\\orks  mlcrconncclcd  b> hohIs  that scrvc as slorc-and-forward
gc~rc~~cc~,rs  I! peal  of d;ll;pxm  intcrnclwol  ks.

1 S,7lCllllC  Network - Locrrl  Arca Network

2. The Host Group Model

In an intcrnctwork dcsipcd  in the host group model,  each
intcrnctwork address idcntifics  a host group.  A /IOS!  group  is a set
o f  xro o r  more h o s t s  i n  one inlcrnclwork.3 When  an
inrcrnclwork  packcl  is SCM,  it is dclivcrvtl  with “best efforts”
dnlagrm  rcliabilily  to all mcmbcrs of fhc hog group idcntiticd
bj 111~  inlcrnc(work  address in the p;lckct  dcsrinnlion licld.

‘I‘hc  sender need  not bc n mcmbcr of the” dcstina7ion group.
Wc rcfcr lo such a group as OI)(JN, in conlclsl  to n ~~ko~ecj  group
whcrc only mcmbcrs arc allowed  to send  to ihe group. WC chose
10 provide  open groups bccr~~~sc  Ihcy arc more flc.uiblc  and more
conAcn1 as an cx tension of conventional unicasls mod&  (even
though lhcy arc harder IO implcmcnt).

I)ynnmic  managcmcnI  of group mcmbcrship  provides flcxiblc
binding of inlcrnclwork  ;Idtlrcsscs  lo hosts. I losls may join and
ICilVc  groups over  lime.  A hosl nxq also bclollg  IO niorc than one
group a1 a time.  i?nally.  a hosl  may belong LO no groups al times,
during which that host ia u~~~~~cix~blc  within ~hc inlcrnctwork
archltcc(urc.  I n  fact.  :III  inlcrnclwork  h( SI need not have a n
indiiidunl  inlcrnc(work  address al :111.  SOIIX  hosts  may only bc
nsaocl;tlcd  wiih multi-host group addrcssc:,.  I+ inslancc, there
may b c  no reason  t o  con~nc~  an indivldl:;ll  linlc  scrvcr i n  Ihc
in(crnc(work.  s o  time SCIICIS  w o u l d  no( rcquirc  i n d i v i d u a l
addrcsscs. Similarly, if hank of shared procc:\sors  may be identical
f r o m  the slnndpolnl  o f  clicnls a n d  o n l y  acquire  i n d i v i d u a l
mlcrnclwork  adtlrcsscs  while  they arc scrvil g individual clicnls.

Intcrncrwork  addrcsscs arc dynamicall)  allocated  for lrnnsienl
groups. groups [hat  oflcn  Iasl only as long :IS the cxccution  of a
sirlslc  clisM~ulcd  program. A range  of hosl  group idcnrificrs  is
rcscrvcd for idcniilj  ing  pc~~rr~n/  groups. OIIC use ofpcrmancnt
host  groups idcntificls  is for host groups v,ilh standard logical
mc;inings such as “nainc  sc’rvcr group”. “bctol scrvcr group”,
“inlcrnclwork  m o n i t o r  group”,  clc. l’crmancn11y  aqsigncd
addrcsscs  arc also used  for con\cn!ional  sir;glc-host addrcsscs.

‘Ihc  host  group model  of irllcrncl\+ork  gcncrali/cs  the binding
of inlcrnclwork  ;~tltlrcsscs  IO inlcrncrwork  hosts by allowing one
address IO bind IO mulilplc  hosts on mul~ip;c  nclwol  ks, more  lhan
one  xldrcss  IO bc bound (in lxlr1) IO one hcnl.  and Ihc binding of
an ndtlrcss  lo hcnl lo hc r~~wrcrrtric*,  i.c. lx~x:;~blc  to modify under
;ipplic;ilioti  conlrol. I :or  pcrf~rniancc  ~C:ISOII~,  Lhc convcnlional
C:ISC  o f  single-mcmhcr gic~upsi s  hantllcd  spccinlly  3s a n
oplimi/nlion.  A clngc of illlc’l  nclwork  ntld~c~s~~ arc rcscrvcd Tar
dcsip;iliiig  groups of al iiiosl  011c illlcmclwork  hosl. ;illowing  Lhc
tlcll\w~ mdi;itiisiii  l o  ni:ikc :ipprolwi;ilc  ol,linii/alions.
Rlorco\cr.  if 111~  inicrnclwork  xldrcs~  i.\  SI;IIIC;III~  bound lo a host

-
- e?iB

0 Galeway ~~CIIIUIICIIII~  ;~lt;~chcd  Lhrouch  one‘ nclwork. ;I nclwork  idcnlilicr
Wide Area Nelwork

cl Host can b c  cmhcddctl  ;LX  iI sul;licld  o f  INS  in(crnclwork  address i n
order  I O  simplify  glcwny  routillg. A s  shouM bc apparent.  (his
special  Cilsc  corresponds IO lhc unicnsl  fac’111ly provided  by scvcral

I:igurc  1 A Typical Inlcrnctwork

111 I :igurc  I. a sa(cllirc ncrwork and a wide arca. store-and-forward
nclwork  cor~ncc~ scvcr:~l  loc;~l arca  nclworks  as ~cll  as individual
IlOSlS. ‘Ihc  combln;lliorl  o f  bro:ldcnsl  alld poinl-lo-point

currcnl  d;ll;igr;ltli-b;lscd inlcrnclwork archilcclurcs,  including IP
and XNS. ‘Ihu~.  the ht~l group model  is a com~~a~iblc cxtcnsion
of lhcsc nrchitcclurcs.

‘I’hc  following subsections provide  further dclails  of the model.

Icc~ll~~ohq!~  plus  lhc iisi1:11  c’c,iill’li~;ilic,iIs  of tliffcrc~iil  speeds.  dcl;iy
alId IlKI\ lllllllll Irailwiisw~ii llllll m;lkc a11 cfliciciil

*2.1 Host Group Management

irlil’l~ni~lilalioll  0C lltllIllC;lSl  il rhallcngc
Ihc IICX~  SCCI ioll  dcscribcs  ~hc host group model  of muhicnsl

SC”\  ICCI I Scclioli 3  dcm ibcs  l h c  iiii~~l~iiic~~lalion  q!ralcgy W C
propose.  SccIion 4  dcscribcs  h o w  Ihi< cxlcllsion  f11s  inlo Ihc
currcnl  US Idol)  ImrrlcI  mhiIccIurc  and hriclly  Iouchcs on
olhcr  inlclnclwork  xchilccrurcs  Scclioll  5 illuslralcs  h o w  t h i s
ClciliIy C;II)  hc used  hy 3 v;lricly  of applic:lIions.  SccIion  6 rclaics
(his model  IO olhcr  proposals. ICinally.  WC conclude  with  remarks
011 Ihc sliilus  of our cupcrinicml  prololypc  iii~plcrncnlatioi~ of
ho5l  goups  and our fulurc tlircctions  for invcsliga:nlion.

I)ynamic  b i n d i n g  o f  illlcrnclwork  a d d r c s s c s  lo hosts  i s
managed  hy lhc following three opalions  available to highcr-
lcvcl l~rolocols  or applicalions:4

31~~  rc;GIy. Ihc intcrnclwork  :~Jdrcss is bomd
hosl  ;KUXS porls.  ml 11x host machine per  se.

IO network inlcrfms  or

41~~  this proccdurc  ~4 nolaliotl.  Illc ;qumcnls  for  nn operation  iwe
lislcd in p~~rcn~hcscs alIcr  Ihc  operation  n;tmc.  ind Ihc rclumcd  values,  if
my, arc listed ;ilIcr  a --> synibol.



CreateGroup  (  t y p e  )
--> o u t c o m e ,  g r o u p - a d d r e s s ,  a c c e s s - k e y

Y

rcqucsts the creation of a new transient host group with the
invoking host &s its only member.  ‘I’hc  type argument specifies
either a gcncral  group or a one-mcmI)cr-only  group plus whether
the group is rcstriclcd or unrcstrictcd.  A rcstrictcd  group restricts
mcmbcrshlp  based  o n  lhc access-key.  O n l y  IIOSIS  prcscnting  a
v;llid host acccs.\  key arc allowed  IO join. All unrestricted host
groups have a nl~ll  access-kc). outcome indicates whcthcr the
request is approved  or dcnicd. If it is appro~cd.  a new transient
group xldrcss is rcturncd  in group-address. access-key is
the protection kc? (or password) associated  with the new group.
‘l’his should  fa i l  only  i f  thcrc  arc  no free transient  group
ad drcsscs.

JoinGro up ( group-
- - >  0 u tcome

a d d r e s s t a c c e s s -  k e y  )

rcqucsts that Ihc invoking host  become  a mcmbcr of  the
idcntificd  host  group (pcrmancnt  or  transient). outcome
indicates whcthcr the rcqucsl is approved or dcnicd. A rcqucst
may bc dcnicd ifthc access key is invalid.

LeaveC ro
--> ou

up ( group-
tcome

a d d r e s s  )

rcqucsts that the invoking host be dropped  from mcmbcrship in
the idcniilicd  croup (pcrmancnt  or  t ransient) . outcome
indicxtcs whcthzr the rcqucst is approved  or dcnicd.

‘Ihcrc  is no operation to destroy a transient host group bccausc
a transient host gl’ollj)  is dccmcd to no longer exist when its

’ mcmbcrship ~ccs to zero.
Note t1x11  in conventional intcrnctworks allocation and

binding of intcrnctwork addrcsscs  is typically performed  statically
by intcrnctworb administrators

2.2 Packet Transmission

‘I’ransmission of a packet in the hosl  group model  is controlled
b y  IWO paramctcrs  o f  scolds.  one  being the dcslination
mtcrnctwork xldrcss  and lhc other  being the “distance”  IO  UK
mcnibcrs  in lhc group. In particular,

S e n d  (  d e s t - a d d r e s s ,  s o u r c e - a d d r e s s ,
- d a t a ,  d i s t a n c e  )

transmits the spccificd data in an internctwork datagram  to the
hosts in the hoht  group spcciflcd  by dest-address that arc
wilhin lhc spccificd distance. ‘Ihc  destination  address is thus
similar lo convcnlionnl  networks  cuccpt  that ticlivery  may bc to
multiple  hosls:  Ihc tlislnncc paramcicr  rcquircs furlhcr  discussion.

I Miiicc  ni;i!’ Ix nicasurcd in scvcral  ways. iiicludiil~  I~UIII~CI~
of’ llc~lwol~h  Ilop, III~IC  I O  tlcl~v~r  ;111tl  W~;II m i g h t  IPC  cilllcd
;Idnilni~li;ili\c  tl1~1;111rc. Adminislralivc  distance rcfcls  l o  the
tli!&mcc  bctwcc~~  tllc adnlinistr;ltiolls  of two tlit’fcrcnt networks.
I~‘or  cs;~mplc,  111 a con~pany  Ihc networks  of the rcscarch  group
;nl(~ nd\;rnccd  dcvclopmcn~  g r o u p  m i g h t  b c  consitlcrcd  quite
close IO each other, network<  of the corporate  ~n;mgc~nc~~~  more
dist;lnt.  and ncl  works of other  companies  much more  distant.
One may wish lo restrict a query lo mombcrs within 01~2’s  own
admin~strat~vc  domain bccausc  scrvcrs  outside that domain may
n o t  1x2  Iruxlcd. S i m i l a r l y .  error  reporting  oulsidc  o f  a n
administrative  domain may not bc productive  and may in fact be
confusing.

13csidcs l i m i t i n g  the scope o f transmission, the distance
paramctcr can bc used  lo control the scope  of  mullicast  as a

binding mechanism and to implcmcnt an expanding scope of
search  for a dcsircd scrvicc. I+r instance, to locate  a nilmc server
familiar with a given name, one m1&1 cheek with narby  name
servers  and cspand  IIK dlstancc (by incrementing the distance on
retransmission) lo include more  distant name  servers  unlit  the
name  is found.

To rcnch  ~111 mcmbcrs  of  a group.  a scndcr specif ics the
ma?yimum  value for the disrancc paramctcr.  This maximum  must
cxcccd the “diamctcr”  of the inlcrnctwork.

The distnncc pnramctcr  can bc vicwcd  as an cxtcnsion  of the
time-to-live or hop count parameters  that arc used  in several
intcrnctwork architccturcs  to prevent infinite  routing cycles.  In
those cnscs,  the distance paramercr  basically cnsllrcs that the
dclivcry  mcchnnism orlly cxpcnds  n linitc amount of work in
dclivcrq and rhcrcforc discxds  a packet caught in a routing loop.
I‘hc  distance parameter  in the host group model  rcfincs this linite
bound into further gradations.

Rather t h a n  dcfinc  specific  s e m a n t i c s  o f  t h e  d i s t a n c e
parameter  in the model.  WC  see it ha\in_c  a rcfincmcnt  of the
scmanlics  of llic lime-lo-like  or hop count paramctcrs  spccilic  to
each intcrnctwork architccturc. ilo~vc~cr, In all casts,  thcrc is a
need f o r  well-known boundnlics  vnlucs  t h a t  coincide  with
administrati\c  domains. I+r instance. there is a need for a
dislancc value that corresponds  t o  “ n o t  o u t s i d e  t h i s  l o c a l
network”.

Packet rcccplion is the same as conventional architectures.
That is,

Receive () .
--> d e s t - a d d r e s s ,  s o u r c e - a d d r e s s ,  d a t a

returns Lhc
rcccivcd.

ncxl intcrnetwork dntagrdm (hat is, or has been,

2.3 Delivery Requirements

W e  idcnlify  scvcral rcquircmcnts  f o r  the packet  delivery
mcchnnism that arc csscnllal to host groups being a useful and
used  facility.

I?rstly,  given l h c  prcdominnncc  o f  b r o a d c a s t  l o c a l - a r e a
networks  a n d  the l o c a l i t y  of corllnlullic;ltiofl  IO  i n d i v i d u a l
nctwoi  ks. the dclivcry  mechanism  111~~1  bc nblc to cuploit the
hardware’s  capability for very cl’licicnl multicast  within a single
local-nrca WI work.

Secondly,  the delivery  mechanism  must scnlc in sophistication
IO cfficicnt  dclibcry  across the intcrnctwork as intcrnctworks
acquire  high-speed  wide-nrca  collll~lul~ic;ltiotl  l inks and high
pc~ formancc ~;ilcw;t~s. ‘l‘hc  li)rmcr WC being provided by the
introduction of high-speed  S~IICIIIIC  cll;~nn~ls  ;lnd lon~-hi~ul libcr
optic links. ‘l’hc latter  arc mndc  fcasiblc by 111c  falling:  cost of
memory  nnd processing  pnhcr  1’1~5 the increasing importance  in
controiling  3xcss t o  rclati\cly  unprotcctcd  l o c a l  n e t w o r k
cnvironmcnls.  A hosl group dcliccry  mechanism  mud bc able  to
tnkc nd\nntagc  ol’thcxc  trends ;L% they matcrializc.

I~‘in:llly.  IIW tlclivcr> mcch;lnism  musl a v o i d  “syslcm:ltic
errors” in dclncry  to mc~~~~lx~  01’ 111~  hosl group. ‘11x11  is. a small
number of rcpc;llcrl lr;ln~mission\  must  result  in dclivcry  to all
group mcmbcrs  within  the spccific~d  dist;lncc,  unless  a mcmbcr is
dlsconncctc*d  or has I‘;lilctl.  WL’ Icfcr IO this property  3s COW~C.
III gcncral. most rcIi;IhIc  l~ro~ocols  m;lkc this basic assumption for
unicast tlclivcry.  II is important lo giinraiitoc  this assumption for
niultic;lst  3s well or clsc ;ilIplic:rliona using niiillic;lst  may filil in
~~ncxpcctcd  ways \chcn covcragc is not provided.  I:or  cfticicncy,
the multlcxt  dclivcry  mcch;lnism  s h o u l d  also avoid regularly
dcli\cring  nnlltiplc  topics  ofn pnckct  IO itltlividual  hosts.

I%ilurc nolilirnlion  is riot \*icwcd 3s nn csscntinl  rcquircmcnt
giccn the d;ltagI;ml  scmnntics of dclttcry.  I lowcvcr.  :I host group
cstcnsion of Intcrnctwork architccturcs  such as II’ and XNS



should provide “hint”-loci  failure notification
extension of their failure  notification for unicasl.

as the natural

3. Implementation

In this section, WC sketch a design for implcmcnting  the host
group model  in a datagram  intcrnetwork.  ‘Ihis  description of the
design  is given to t%rthcr support the feasibilit> of the host group
model  as well as  point  out  sonic of  the problem<  yet to bc
addressed.

Implcmentntion  of host groups involves implcmcnting a
binding mcchsnism  (binding intcrnctwork addresses to zero or
more hosts) and a pxkct  delivery  mcchnnism  (dclivcring  a packet
to each host to which its destination  address binds). ‘Ihis  facility
lits most naturalI> into the gateways  01‘ the intcrnctwork and the
switchmg  nodes of the constituent  point-to-point networks (as
opposed to scpararc mnchincs)  because  multicast  binding and
tlcli\cq  is a natural  cl tcnslon of the un~cns~  binding and delivery
(i e. routing pluh  srorc-and-forward). l11;11 is. a multicast packet is
routed and transmiltcd  to multiple  dcstinntmn>, rather that1  to a
sl~:glc  destination.

A gatcivay in a host group intcrnctwork is thus vicwcd  $1~ a
“communication scr\c’r”. providing  multicnrt  dclivcry and host
group managcmcnt.  ‘Ihc  multicast  dclivcry service  is invoked
~mpllcirl! by sending packets addressed to host groups. with
ullicxt dell\  2”); as n spcc~al  cast. I‘hc  ~roctp  III;II~~~~I~CI~I  scrvicc
is invoked cupllci0)  using a rcqucst-rc\ponsc  tmnsxtion  protocol
bctwccn  the client hosts and the scricr  gnlcways. In nddltion  to
the opcrxtions  for creating  transient  host groups and addlng  and
dclctirlg hosr  memberships  in groups (Section 2.1). the gateway
sllpporls  opcr3tions  for administrate\  c nllocnlioii  o f  pcrmancnt
group addrcsscs. including static, single-host group atldrcsses  (i.e.
unicast  addrcsscs).

. In the following dc\cription,  WC start with a basic, simple
inlplcmcntnrion  that  provides  covcrasc a n d  then  refine  t h i s
mcchnnisnl  \v11l1  \;1r1ous optimijr;ltions  to improve cflicicncy  of
deli\  cr! and group mnnagcmcnt.

3.1 Basic Implementation

A host group dcfincs a ncwork  ,qroup.  which is the scl ol
tlctworks  cont;linitlg  current  mcmbcrs of the host group. When it
l~;~cI.ct  IS XIII  IO n host group. a cop! ib dclivcrcd  to each network
III rhc umcspontl~~~g  network  group. ‘I Ilen. wilhlll  cxh network.
;i copy 15 ~CIINYIXI lo c;ich lioht  bcl011~11~~~  to lhc group.

‘1’0 support huch  multicast  dclivcry, cvcry illtcrnct  gatcwa!’
tnailltains  the following data structures:

-
l rwuriq rob/1  ‘1 convcntionnl intcrnctwork routing

information. including the distarrcc  and direction  to the
ncarcst  ga~cwny  on cvcry net work.

0 norwork  mcmhrxhip  Mdc: A set of records. one for cvcry
currcnll>  caistiiig  host group. ‘llic  nc~work mcmhrrd~ip

-rccorti for a group lists the network group, i.e. ~hc networks
*thnt  contain niciiibcrs  of the group.

l IM(II  IIO.\I  nrt~mbc*d~ip  r&k: A SCI of records. one for cxh
hoxi  group IIXII  h;ls  mcmbcrs  on thrc~tly  ;~t~;~%cd  nrtworks.
I!xh  IMY// /ro.vl  mu~rhtwhip  IIYOII/  irltlicalcs lhc local hosts
that  arc mc~nbc~s 01’ the assocl;1tcd  host  group. I ;or
networks  that support multicalrt or broadcast. the record
m a y  c o n t a i n  o n l y  the local  nc,rl,,ork-.s/~ct,iJic  mulficwsr
odhw used by rhc group plus ;I count  of local mcmbcrs.
Othcrwisc. local group mcmbcrs 111ny bc identified by a hst
of unic.N a d d r c s s c s  t o  bc used  i n  the s o f t w a r e
inlplcnlcntatlo~1 of multicast  within the network.

A host invokes the multicxt  dclivcry scrvicc by sending an
intcl Ilctwork  &I~;I~Y;III~  IO ;IH immcdi;ltc  ncighbour  gatcwny (i.e. a
@XI) thal  IS dlrcclly  attached  l o  the smic network  as the
scndlng host). Upon receiving  a dntagram  from a direct ly
attached network. a gateway  looks up the network  mcmbcrship

record corresponding  to the destination  address of the datagram.
I:or  each of the networks  listed in the mcmbcrship record. the
gateway consults its routing table. If, according to the routing
table, a  m e m b e r  n e t w o r k  i s  directly  ntlachcd,  the gateway
transmits a copy of the datagram  on that network,  using the
network-specific multicast  address allocated for the group on that
network.  I+ a mcmbcr network that is nol directly attached  and
is within lhc distance constraint  spccilicd  in the datagram,  the
gntcwny crcatcs a copy of the datagram  will1 an additional intcr-
ga~cwny  hcadcr  identifying the dcstinaliorl  network.  This inter-
gateway  datagram  is forwnrdcd  to the ncarcst  gateway on the
dest inat ion network,  using contentional  store-and-forward
routing tcchniclucs.  AI the gatcwnq  on the destination network,
t h e  datagram  i s  stripped  o f  i t s  inter-g:tlcway  hcadcr  a n d
transmitted  to the ~roup’s multicast  address on that network.
hlcmbcr  networks that  arc  beyond the datagram’s  distance
constraint are ignored.

Ihc network  mcmbcrship records and the network-specific
multicast  s t r u c t u r e s  a r c  u p d a t e d  i n response to group
niannfcnicnt  rcqucsls Tr0m hosts. A host sends a rcqucst to
crc;itc.  join. or leave ;I group to an ininictlinlc  ncighbour  gateway.
If (he h o s t  rcqucsts c r e a t i o n  o f  a  g r o u p .  a  IWW n e t w o r k
mcmbcrship  record is  crcatcd by the scrviilg gateway and
distributed lo all other  @cw;lys.  If the hosl is the lirst  on its
network  to pin  a group. or if the host is the IM on its network to
Ic;l\c ;I group, the groql’s  network mcmbcr4iip  record is updated
ill  alI gaicways.  ‘Ihe uptlatcs llccd not bc p~rli)rnled  atomically at
all ga~cways,  due to ~hc d;11;1gran1  deliver> semantics: hosts can
tolcr;ltc  mlsroutcd  aud lost packets cz~uscd  by temporary gateway
inconslstcncics, as long as the inconsistcncics xc rcsolvcd within
normal host retransmission periods. III ISIS rcqxct,  the network
mcn1bcrship data i s  amil;lr  IO  the n e t w o r k  roachnbility  d a t a
maintained by conventional routing algorithms, and can bc
handled  by similar mechanisms.

In many casts,  a host joins ;I group that already has mcmbcrs
on the s;~mc network .  or  lcnvcs  a group that  has remaining
members  o n  the smc network.  l‘h~s  i s  then  a  locd matter
bcrwccn (hc hosts and g;~(cways on ;I single network: only the
local host mcmbcrship table needs to lx uptlatcd  to include or
cscludc  the host:

‘lliis  basic  implcniciitntion strategy meets the dcl ivcry
rcquircmcnts  stated 31 the CIKI of Scclion 2. I lowcvcr. it is far
from oplimnl,  in terms of cithcr dclivcry cl‘licicncy or group
~ii;i~~;i~c~nc~~I  o~crhc;itl. OIIC simple  iq~ro~ctnciit  is lo rccognix
Ilic iiiiport;int  spcci;il  c;isc  ol‘ st;rtic,  one-nlclnbcr-ot~ly  g r o u p s .
‘l’h11*  ;IL::IIII  corlcqx)ntls  to the collvcnlioll;ll  u111c;1sl  provided in
(for cx;~mplc) II’ and NNS. III this MC. the Intcrnctwork  address
for the sin&host group cncotlcs withill  it 111~  network  of the one
host so thcrc is no need  IO m;1llltnin  ;I scp;lr:ltc  group mcmbcrship
record for that group. ( ‘o1~2c~ucr~tly,  the number of group
mcmbcrship records  in the g:ilcways is grc;ltly rcduccd. Also,
dclivcry to these  groups dcgcncratcs to ronvcnt  ional unicasl
tcchniqucs s u c h  a s  currently 1ISCd in II’ and XNS
implc‘mcntations.  Mow, WC discuss \otn(\  filrthcr rcfincmcnts  to
the basic implcmcntation.

3.2 Multicast Routing Between Networks

illultic;lst  routing among the internetwork g,;ltcwnys is similar
to store-alIti-forwartl  routing in a l~oir1t-to-l,c’irlt  network. ‘Ihc
mani dil’lixcncu  is th;lt  the link?  bctwccll  the nodes  (gateways)  can
bc a mixture of broadcast and unirxt-type  networks  wilh  widely
d i  fl‘crcnt  throu@put  and delay chamctcrist  its. In addition,
pnckcts  arc addressed to networks rather th;ln  hosts (al the
gateway  Icvcl).

We USC  the cxtcndcd  rc’vcrsc path forwarding algorithm of
1)31;11  nntl  klclc;llfc~‘. Allhortph  ori~!in:tlly  tlcsigncd f o r
IHI~;I~~;I~I.  it ih ;I simple ;uld  cl‘licicn( tcchnicluc that c;ln  scrvc well
li)r multicast  delivery  i f  n e t w o r k  mcmbcrship  records  i n  each
gateway  arc augmcntcd  w i t h  informntion  f r o m  ncighbouring



gateways. ‘II is algoriIhm  uses  the SOII~W  ncl work idcnli  tier.
raIhcr  t h a n  a  clt:stinn/ion  network  idcntificr  t o  make  rouling
decisions.  Since Ihc source  address of a daIagran1  is a gcncrat
group address.  it rxnnoI bc used  to identify  the source ncIwork of
Ihc datagrarn; Ihc firs1 gateway must add a hcadcr specifying  UK
SOUTCC network ‘Ihis  approxh  minimizes  redundant
Iransmissions when mutIiptc desIinnIion  nclworks  arc reachable
across a common inIcrgaIcway  link, a problem wilh Lhc basic
imptcmentaIion  dcscribcd carlicr.

Note Ihat we ctiminatcd from consideration tcchniqucs  Ihat
fdit  lo dclivcr along Ihc branches of the shortcsr  dctay It-cc  rooted
al the source,  such as Wall’s ccnlcr-based  forwarding12  bccausc
this  compromises  Ihc mcnning  of lhc mutticasl  distance paramctcr
and dciracis  from mullicasI  pcrformnncc  in gcncral. W C also
rqccIcd  the approach of having a muhicasl  packet  Carry more
lh one n&work ittcntificr  in iIs inIcr-galeway  hcndcr to indicate
mutIiptc dcsIin;Ilion  networks  bcC;Iusc  Ihc r e s u l t i n g  varinblc
IcngIh h e a d e r s  w o u l d  cause  b u f f e r i n g  a n d  fragmcnlalion
problems  in Lhc gateways.

3.3 Multicasting Within Networks

A simple oplimi~alion  within a nclwork is to have be scndcr
use hc local 1nulIicnsI  address of a host group for iIs initial
Iransmission. ‘Ihis  allows Ihc local hosI  group mcmbcrs IO rcccivc
UK Iransmission imn1cdinIcty  along wiIh  Ihc gateways (which
mu9 now “cxvcsdrop”  on all niullicasl  Iransinissions). A galcway
only forwards 111~  daIagran1  if Ihc dcslinaIio11  hosI  group includes
mcmbcrs  on (~111~ nciworks. This  schmc  reduces Ihc COSI I O
reach  local group mcmbcrs IO one  packci  transmission from two
required  in Ihc basic  implc1ncnIation5  so Iransmission lo local
mcmbcrs is basicxtty  as cfficicnl as I.hc local multiCasI support
provided  by Ihc nclwork.

A similar olqxxlunily  for reducing  packcl Iraffic arises when a
’ datagram  IWS~  Iravcrsc a  nclwork  IO gcr  f r o m  one gateway  t o

anoIhcr.  and Ih;Ii ncIwork  also holds mcmbcrs of Ihc dcstinaIion
group. Again. use  of a ncIwork-spccilic  mutIicasI  address which
includes mcmhcr hosls  p l u s  galeways  cxn achicvc  the dcsircd
cfl’cct.  I  Iowcvcr,  i n  t h i s  Cnsc. hosts IIIUSI  bc  prepared  IO  ilccct>l
dalagrams  IhaI inclutlc  an inIcqaIcw;1y  hcxlcr or, ;IIIcrnaIivcIy,
cvcry d;1I;1gra111 IlllJSt  include  a St)ilI'C ticId in ils hcadcr  for use by
gaIcways  III hcu of an addiIional  inlcr-galcwny  hcadcr.

3.4 Distributing Mcmbershiplnformation

A  rcfi11cmcnI  I O  I~OSI  ~,roup  11~c11~l~crst~il~  m:linIcnnncc  i s  I O
slorc Ihc hosl g,roul)  1iicn1l~crstiip  rccortl for  a groul~  on!13 in Ihosc
FaIcwiIys (ha1 arc‘ dirccIly  conncC~cd  l o  mcmbcr  nclworks.

- Inform;1Iio11  nbout olhcr  groups is C;~Chctl  in Uic  g:lIcway only
while  II is rcqui1cd lo roulc  lo Ihosc  other  groups Wtwn a gT;l(cway
rcCc1Lcs  ;I d;tl;lfraiii  I0 bc li~rw;irttctI  IO ;i group li)r which it has
no ncIwork  nicmhcrshil~ record (which can only happen  if the
galcway  is nol tlitccrly  conncclcd IO a mcmbcr  nclwork). iI Iakcs
Ihc f(qtlowing  aclion. ‘l‘hc  gaicway  ;~SSIIIIWS  temporarily  IhaI  the
dcsri1j;lI  i o n  group h a s  m c m b c r s  o n  c~cq n c l w o r k  i11 Ulc
inlci n c l w o r k .  C~cqY Itiosc dirc~Clty  ;1ll;1ct1cd I O  lhc sending
plcw;ly* ;Ind rwlcs  Il1c  hl;il~ixii :1ccortli11lrty. In (tic inlcr-
~;IICW;I~  hc;Itlcr o f  Ihc OUI~~OIII~ lxlckcl,  IIIC p~~cw;ty WIS  ; I  bit
1ndiC~1l111g Ill;11  il wishes  l o  rcccivc ;I copy o f  lhc nclwork
n~cn~hcrsh1t~  record for Ihc dcslin;1Iion  hosI group. Wtlcn  such a
datagranl  rcachcs  a g;lIcway on a mcmtxr nclwork.  Ihat  ga~cway
swds  a copy of lhc mcmbcrship  rccortl hack to Ulc
gaIcway  and ctcars  Ihc copy rcqucsl bit in Ulc  dalagram.

rcqucsIing

Copies  o f  nclwork  mcmbcrship  r e c o r d s  sent  l o  gntcwavs
oulsidc  of a group’s mcmhcr nclworks  arc Cached  for 11s~’ in
subscqucnl  Iransmissions b y  those  galcways. ‘IhaI raises Ihe

50~~c uiiicnsl  lr;uwission  from scndcr  l o  g:lIcway  ‘31-d orw  rnultic;i~~
Irrinsniission  froni  plcway  to loc:d  group mciribers

danger  of  a  slalc cache cnlry  Icading to  sysIcmaUc dctivcry
failures. T o  counicr  that probtcm,  the inlcr-gaIcway  h c n d c r
conlains a field  which is a hash value or chcCksun1  on the network
mcmbcrship  record used  IO  rouIc  Ihc daIagran1. Garewnys  on
mcmbcr networks compare  Uic chccksu1n  on incoming daIngra1ns
wiIh  lhcir up-to-date records.  If the checksums  don’t match, an
up-Io-dale  copy of Ihc record is rcIurncd  to Ihc gateway  with the
bad record.

‘Ihis caching sIratqy  minimizes inlcrgatcway  iraffic for groups
IhaI arc  only  used wiIhin  one network  or  wi th in  U-E set of
nclworks  on which mcmbcrs reside,  the cxpccIcd  common cxcs.
Partial replication  wirh caching also rcduccs Ihc overhead for
n c l w o r k  Irafljc  lo disscminaIc  updates a n d  keep a l l  topics
consislcnt. ITinnlly,  it also rcduccs the space  cosl for daIa in large
inIcr11cIworks wiIh  targc  numbers  of muhiptc host groups.

W e  have noI nddresscd here the p r o b l e m  o f  mainraining
up-ro-dale.  consisIcnI nclwork  mcmhership  records wiIhin  tic set
0r gateways  conncclctl IO mcmbcrs d- :I group. T h i s  c a n  b c
vicwcd  as a dislribuIct1  daiabasc probtcm  Mhich has been welt
sludictl  in olhcr  contc\~s. ‘I‘hc  too~c consisIcncy rcquircmcnts  on
ncIwork  mcrnbcrship  rccortls 5uggcsI  IhaI rhc Icchniqucs  used  in
Grapcvinc13  mighl  bc useful for Uris  application.

4. Integration into the DOD Internet

To show how the hosl  group model  cxn bc supporicd  by
sIraighI  forward cs Icnsion o l an cuisling intcrnclwork
archilcclurc,  W C  oultinc h o w  i t  mighI  lit inIo I h c  U S  DOD
Inlcrnct.

‘lhc  current  Inlcrnct  proiidcs  unicast daIagram  delivery
bclwccn  hosts on a wide VaricIy of ncIworks.  hoIh  local-area and
widearca,  broadcast ;111d  poinI-Io-poinI.  An Inlcrnci  address is a
3?-biI  \aluc  coGsling  of Iwo subficlds:  ;1 nclwork  number and a
host-wiIhin-nclwork  number.  I’vcr}  InIcrncl  gnlcwaq  mainlains  a
rouIing  lnbtc UiaI  specifics UE disIancc and  dircclion  IO cvcry
nclwork  in the IntcrncI.  rctalivc  IO  Ihc g,aIcway.  ‘Ihus, given a
daIngram,  a  galcwa!  ~111  dcIcrminc  f r o m  Uic 11cIwork number
suhlicld  of iIs  dcsIinnlion  xldrcss, whcrc  IO send  iI 11~x1  on the
paIh Iowards  iIs dcsIinaIion. When Ulc darngram rcachcs  a
g;rtcway  i n t o  ils  dcsIlnnlion  ncIwork.  UM gaIcway  maps Ihc
IlosI-willlitt-tlclwoi-k  number lo a local  nclwork  address for fmal
delivery.

‘l‘hc  c\isting  nrchiIcCIurc  supporis our  model  of  sIaIiC.  onc-
nic11ilx7-only  group5 WC cxlcnd  (his  arctiilcClurc  Lo support
mulliptc  hosI  groul~~ h! rchcrving ;I singtc t1oIwork  number IO
IdClIllt-y all s11Ch  g r o u p s . I~lCll  tlllltiIt~lc I~(MI  g r o u p  i s
d1sIinguishcd  b y  ;I unique  value 111 Uic  hosI-wilhin-11cIwork
suhlicld  o f  ils 1nlcrncI adtlr~~;s. ‘l’hc  Inlcrncl  galcways  a r c
augn1cnIcd wilt1 Ihc tt;~I;l  slruclurcs  and proCcdurcs discussed  in
Scclion 3 lo siit~twl iiilcrncl  niutlicasI.

An I I ’ daIagran1  conlains a  “time  IO live” ticld w h i c h  i s
dccrcmcnIcd  b y  Uic  g;~lcwnys once a  second  a n d  o n  cvc~y
nclwork hole.  If lhc Iimc IO live goes IO xro hcforc  Ulc dalagram
rcachcs  11s dcsl111aIion.  lhc daIagr;m1  i s  disCardcd.  I n  the h o s t
ptoup it11l~lC111C11IaIio1~.  t h i s  ficltl i s  used  I O  l i m i t  lhc dclivcry
dlSl:lllCC O f  IllIJtlkilSlS.

OIhcr  thl;~gr;~nl inlcrnclwork  ;11chiIctCIurcs  yield  I O  s i m i l a r
csIcnsions. I:or  cxan1l~tc. lhc Xcros  Network Syslcms
nrchilcclurc  i s  csscnIi,1tl~  idcnlical  lo Uic  l)ol)  lnlcrncl  w i l h
regards lo nddrcss cncott~rIg  (SiLlwork, hose-witllin-llclwork)  and
conIcnls  of rouling  Inhtcs.  XNS daIagrat1ls  conIain  a hop count
field U1a1 Can bc used  for  muhicast  scope  conIrol.

‘lhc  proposed IS0 intcrncIwork  l~roIocoll’l  provides  the same
sl~tc  01’ 1nlcrncIwork  dk-~grm  scrvicc  as II’ or XNS. ‘Ihc  draft
propcxll  ti)r IS0 inlcrnclwork  addrcsscs15  spccilics a much more
comtltc~ xlruclurc  1ti3lII lhc t&xl-lcnglh.  I w o - t c v c l  tiicrarchical
~~~I~CSSCS  0r II’ ;II~  SNS. A more  sophisIiCaIcd, possibly
hicrarchic;tt,  disIribuI1on  o f  lhc n c l w o r k  mcmbcrshil~  records
would bc ilpproprinlc  for lhc cnornious poIcnlial  siic of lhc IS0



“world network”. 6. Related Work

5. Use of Multicast ’

A number of applications that can USC multicast have been
cited carlicr  i n  the p a p e r , including distributed databases,
confcrcncing. tlistributcd  computation and locating intcrnctwork
scrviccs.  !<athcr  than describe thcsc  applic4ations  in grcatcr  d&ail,
WC focus on some: general  issues that wet-c idcntificd in previous
work7. (‘i’his work dealt with the use of local network  multicast in
a distributed operating system to support the concept of
intcrproccss  group communication where  process groups are
distributed across host groups.)

A key issue is providing reliable communication as required
by the application. IGrstly. some applications, such as real-time
confcrcncing. do not need  reliable clclivcry. assuming the periodic
updates arc generally reccivcd. Secondly,  binding applications.
such as locating a name server, do not require dclivcry  to al! but
simply a positive response from al least one  host. Retransmission
with possibly expanding scope  of starch  until a response is
rccctvcd provides the rcquircd semantics.

As an zsidc. one might argue that the binding use  is only realty
rcqitircti  lo locate  a mime scrvcr. Whiic  true in theory. it may be
simpler for some applications IO locate other scrvcrs  directly using
this simpic search  protocol ‘Ihcn they do not ncct!  to implcmcnt
the protocol IO lookup a name in the name scrvcr as wcil as this
sinlpic  search protocol IO locate (he name  scrv cr in the !irst  place.
I%r e~amplc.  the PROM ncIwork  loader for diskless  workstations
might be simpler if it can locate a boot server using a boot scrvcr
group address directly rather  than going lhrough  a name  sctvcr.

I:or nppiicalions  requiring reliable delivery, thcrc  arc basically
two ap!nonchcs.  The most comn~~n  approach is to plxc  the onus
for rclinblc delivery  on the sender. Ilcrc, the scndcr knows the
mcn~hcrshi!~  of ;I group and retransmits to the group until it has
rexI\  c d  ;~ckno~l~t!~c~~~c~ls f r o m  e a c h  g r o u p  mcmbcr. A s  a n
o!~t~m~~r~~on.  the scndcr c a n  U S C  unicast t o  r e t r a n s m i t  t o
parttcular  group mcmbcrs if the number of missing
acknowllcd,ccnlclIts is relatively small compared  to the cardinnltty
of the host group.

‘Ihc  second approach !~laccs  the onus on the rcccivcn  to
im!>lcmcnt I-citable  tIclivery,  w h a t  W C  c a l l  pnldishir~g.  it i s  s o
named t~c;lusc  i t  mimics real wor ld  publ ishing. ‘Ihat  is,
infornnnion  l o  bc scnl  t o  9 group.  lhc .w/~st~ribtw.  i s  filrcrct!
Illoupi~  lhc /~~I/~/Is/~cK  which coii;~lcs  and nunibcts  Ihc  iiiforninliotr
hcforc  i s s u i n g  il l o  l h c  suhsoihcrs. A suhacrihcr  not ic ing a
missitlg  issue b y  3  gap  iit 11x2 ihsuc  nunibcrs  o r  3 new  i s s u e  nol
being  rcccivcd  111 the clpcctcd  time  intcrvai  rcqucs~s the bock
ISS.YIIC  f r o m  the p u b l i s h e r . ‘IhllS. instead  o f  a u t o m a t i c
retransmission until lhc rcccivcr acknowlcdgcs  the mcss;~gc.  the
rcccivcr  niirsl  rcciiicsI  retransmission if it is rcquircd.

A family of reliable multicast  protocols is spcciiicd  by C’hang
and .%inucnlchuklh that comhincs  both tcchniqucs  built on top of
an unrcliablc  broadcast or muitic:rst  network.  ‘i‘hcy describe a
protoc‘ol  11~31 guarantees nol o n l y  IhA  illi group  mcmbcrs  reccivc
ail nrc~gcs.  iw a l s o  I.ii;~l Ihcy 311 rcccivc  lhc  nicssqxs  i n  the
same 01tlcr.  1q31dicas  01’ I h c  numixr  oi’ xtitic~~s I +I rliic‘rmi~rc.
~IIIS SllOl\$  Icvcl  01’ rcll;ll~lilly  I S ;\chicvct!  w i t h  only one‘
ackt~c,wicd~,ct~lc111  per  mcaq!c  i n  the n o r m a l  GISC.  n o  sinplc  p o i n t
o f  faiiurc.  ;nxl survival  i n  111~  I~ICC  of muitiplc  INN  faiiurcs  nnd
recoveries. In another p;tpcr ,! (‘hang  dcscribcs  the USC  of this
protocol to support ;I distributed.  rcplicatcd  database.

In general. the problem is not implementing reliable delivery
for multicast  dclivcry hut choosing the right tr;n!c-off  bcIwccn
cost, performance and rclt;thiiity  as required by l!lc ;t!>plic;ltion.
W C  have briefly  dcscribct! SOIIIC b a s i c  lcchniqucs.  I  lowcvcr,
itirthcr  study  i s  rcciuircd  I O  u n d e r s t a n d  ~hcsc trade-offs  w i t h
\nriouh  npplic;iIions  a n d  irlIcl.rlct\vorkiIlg  p;uxmcIcrs.

Thcrc is relatively little published work
implementation  of intcrnctwork multicasting.

on the use or

W a l l ’s  thesis!*  .prcscnls  s e v e r a l  m e c h a n i s m s  f o r  ‘performing
e f f i c i e n t  broi\dcM  a n d  m u l t i c a s t  dclivcry  i n  p o i n t - t o - p o i n t
networks.  Ills results can bc applied to providing multicast
within point-to-point networks that arc constituents of an
intcrnctwork, and to the problems of multicast  routing to
“network groups” of gateways.

Rogg,s,  in his thesis8. describes a number of distributed
applications that arc impossible or very awkward to support
without the llcxiblc  binding na!wc  of broadcast addressing.
A l t h o u g h  h c  rccognixs  t h a t  almost  a l l  o f  llis a p p l i c a t i o n s  would
be best scrv CC!  by a multicast mechanism, he advoczttcs  the USC of
“dircctcd  broadcast” bccausc  it is easy  IO implement within many
kinds of networks and can be extended across an intcrnctwork
wi thout  p iacrng any new burden on  inter-network  gateways.
Unfortunately, broadcasting has the undcsimblc  side effect  of
delivering packets to more Ilosts than necessary, thus incurring
ovcrhcad  on uninvoh cd pat-tics  and possibly creating security
problems. I4trthcrmorc.  dircctcd  broadcasting sup!~orts  simple
conlnlunication  with unknown destinations  on directly conncctcd
networks  only: for dcstinalions  on more  distant networks,  the
sender  must know their network  numbers  or perform a search
using gateway routing tables.

Hcccnt  pro!>osa!s  by Mogt.~l’~  and Aguilar18  havoc addressed
the issue  of multi-destination dciivcrv  wtthin  the IIoD  Intcrnel.
Mogul proposes an implcmcntation  of i\ogg’s  dircctcd  broadcast
facility. Aguilar  suggests allowing an it’ datagram  to carry
additional destination nddrcsacs,  which  arc used  by Ihc galcways
to I-ou~c  the t!;rtagram  to c;lch rccipicnt.  Such a facility would
allcviatc  s o m e  o f  the incfficicncics  o f  sending i n d i v i d u a l
datagrams  to 3 group,  bul  iI would not bc abic lo take advantage
of l o c a l  ncI  w o r k  nnt IIicilst  faclliIics. Marc  s e r i o u s l y ,  Aguilar’s
schcmc rcquircs lhc scndcr IO know rhc indtvidual  Ii’ addrcsscs  of
ail mcmhcrs  01‘ the destination  group and thus lacks the flcxihle
binding naIu~c of lruc  mulI~cas~  or broadcast.

l~lnuslcin  c l  At9 discuss a variety of protocols for rcliablc
multicast  tlciivcry h;tscd  on various (intcr)nctwork  charactcristi~
(cr. i,oilrt-to-i~oillt  or hroatlcast or both. clusters of !&I  networks
joined by slower  networks.  dcgrcc of multicast  SU~~OII  provided
by the nctwo~ks, ctc ). As well as m;lking a cast f o r  unrcliablc
I~NI~~I~;I~I  scr\  ices  ;I( lhc InIcrncIwork  ic\cl.  Ihcir  w o r k  suggcsls
~3~s  01’ ;Ichicvlnp  cflicicnl  ~~iuil~c;~sl  a m o n g  g;1tcw3ys  i n  a
hctcrogcncou~  InIcrnctwork.

7. Concluding Remarks

WC havC  dcscribcd a modct of multicast communication for
d;lt;lgr;rni-h;iscd  intcrnctworks. A s  an  cxlcnsion  o f  e x i s t i n g
intcrnctwork nrchitccturcs.  it views unicast  cotlltllunicatiotl  and
Iimc-lo-live  conslr;iinls  as spccin!  cabcs oi’ Ihc more  gcncral  r0i-m
o f  rolnnl~ll~ic:lIioll  a r i s i n g  wlIh  IINIIII~~SI.  W C  h;tvc argued Ihat
t h i s  modci  i s  imi~ictucnIat~ic  i n  currcnI  and  future  intcrnctworks
and  lh;il il pro\ itlcs ;I pow~~rlill  I;iciiily  f o r  a varicly  o f
;I~~~~~IC:I~IOIIS.  I I I  SOIW  GIMJ~.  I I  p~ovitlcs  ; I  l;lcllity  IIMI i s  rccluircd
iin  ccil:~in  ;Ii~i~irc;~Iions  lo work in Ihc intcrnctwork cnvironmcnt.
In oI!lcr CWS.  iI pro\%!cs  ;I more  c~flicicnt,  robust a n d  !)ossibly
more  clcg;w~  way o f  implcmcnting  e x i s t i n g  internetwork
applications.

WC arc currently implementing a proto~ypc host group facility
a s  a n  cslcnsion  o f  II’. I$r !n~nctical  reasons. (his  prototype
im!~lcmcnts  a l l  g r o u p  I~MII~~WWII~  f u n c t i o n s  a n d  multicast
r o u t i n g  oiilsi(!c  o f  Intcrnct  ~alcw;iys, i n  spcci;Ii  I~OSIS called
rrrrrllrcYl.sl  rr,f:l’rlrs. ‘I’iic  c0lic~t10n d- mullicast  agcnls  i n  cffcct
provides  :I sc~nd  ~;~lcw;iy  ~y~li~ni  OII l o p  oi‘ I h c  cxisIiiig  I n t e r n e t ,
f o r  IH~IIIC;ISI  ixirix)scs. I’hc ni;ijor c o s t s  0r Ihis  scparalion  are
rcduntlnucy  of routmg  tahlcs  t~~wcc~~  gateways and mullicast
agents  and the incrcascd delay ant! unreliability  of extra hops in



the dclivcry path. Much of the routing information in the
multicast agents must bc “wired-in” hccausc  they do not have
access to the gateways’ routing tables. 1 lowcvcr, this rudimentary
implementation provides an cnvironmcnt  for evaluating the
intcrfacc to the multicast service and for investigating group
managcmcnl and multicast routing protocols for eventual USC in
the gateways. It also scrvcs as a tcstbcd for porting multirxst-
based distrtbutcd applicalions to an intcrnctwork from the V
distributed operating system.

For now, WC arc restricting group membership to local
networks thar already have a broadcast or mullicast capability,
such as the 13lhcrnct.  We feel that. in lhe fulurc, any network that
is to support hosts other than just gtcways must have a mullicast
addressing mode. I;ffcicnt  implementation of mullic3st within
point-to-point or virtual circuit networks dcscrves investigation.

A significant issue raised by the host group model is
authentication and access control in intcrnctworks. Gateways
must control which hosts can crcatc and join host groups,
presumably making their decision based on the identity of the
rcqucstor {thus requiring authcnlication) and permissions (access
con lrol lists). This issue dots not arise in conventional
intcrnctwork architccturcs because h o s t  a d d r c s s c s  a r e
administratively assigned with no notion of dynamic assignment
and binding as provided by host groups. WC bclicvc that access
control should bc recognized as a proper ar@ necessary function
of gaccways so as to protect the hosts of local networks from
gcncral intcrnetwork activity. Ihus, group access control can be
subsumed as part of this more gcncral mechanism, although more
investigation of the general issue is called for.

On a philosophical point, thcrc has been considerable
rcluctancc to make open use of multicast on local networks
bccausc i t  was network-specific and not  provided across
intcrnctworks. WC wcrc originally of that school. llowcvcr, we
rccognizcd that our “hidden” uses of multicast in the V

* distributed system wcrc essential unless WC  rccsortcd  to
dramatically poorer solutions - wired-in addrcsscs. WC also
rccogniircd,  as described in this paper. that an adcquatc multicast
facility for inlcrnctworks was feasible. As a conscqucncc, we now
argue that multicast is an important and basic facility to provide
in local JiClW(JrkS  and intcrnctworks. I lighcr lcvcfs of
comnlunicntioll. including applications, should feel free lo make
USC‘ of this powerful Lrcility. Networks and intcrnctworks lacking
multicast should bc regarded as dcticicnt rclativc lo ihc future
( a n d  prcscllt) rcquircmcnts o f  sophislicatcd distributed
applications ;md coniniunicalion systems.

Acknowledgements
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