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Abstract

This paper documents the results we obtained md the lessons we learned in the
design, implementation, and execution of a simulated real-time application on a simulated
parallel processor. Specifically, our para.Llel program ran 100 times faster on a lOO-
processor multiprocessor compared to a l-processor multiprocessor.

The machine architecture is a distributed-memory multiprocessor. The target
machine consists of 10 to 1000 processors, but because of simulator limitations, we ran
simulations of machines consisting of 1 to 100 processors. Each processor is a computer
with its own local memory, executing an independent instruction stream. There is no
global shared memory; all processes communicate by message passing. The target
programming environment, called Lamina, encourages a programming style that stresses
performance gains through problem decomposition, allowing many processors to be
brought to bear on a problem. The key is to distribute the processing load over replicated
objects, and to increase throughput by building pipelined sequences of objects that handle
stages of problem solving.

We focused on a knowledge-based application that simulates real-time
understanding of radar tracks, called Airtrac. This paper describes a portion of the Airtrac
application implemented in Lamina and a set of experiments that we performed. We
co-ed the following hypotheses: 1) Performance of our concurrent program improves
with additional processors, and thereby attains a significant level of speedup. 2)
Correctness of our concurrent program can be maintained despite a high degree of problem
decomposition and highly overloaded input data corxlitions.

. . .
ill
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1. Introduction

This paper focuses on the problems confronting the programmer of a concurrent
program that runs on a distributed memory multiprocessor. The primary objective of our
experiments is to obtain speedup from parallelism without compromising correctness.
Specifically, our parallel program ran 100 times faster on a lOO-processor multiprocessor
compared to a 1 -processor multiprocessor. The goal of this paper is to explain why we
made certain design choices and how those choices influence our result..

A major theme in our work is the tradeoff between speedup  and correctness. We
attempt to obtain speedup by decomposing our problem to allow many sub-problems to be
solved concurrently. This requires deciding how to partition the data structures and
procedures for concurrent execution. We take care in decomposing our problem; to a first
approximation, more decomposition allows more concurrency and therefore greater
speedup.  At the same time, decomposition increases the interactions and dependencies
between the sub-problems and makes the task of obtaining a correct solution more difficult.

This paper focuses on the implementation of a knowledge-based expert system in a
concurrent object-oriented programming paradigm called Lamina [Delagi 87a]. The target
is a distributed-memory machine consisting of 10 to 1000 processors, but because of
simulator limitations, our simulations examine 1 to 100 processors. Each processor is a
computer with a local memory and an independent instruction stream.’ There is no global
shared memory of any kind.

Aira-ac is a knowledge-based application that simulate<  real-time understanding of
radar tracks. This paper describes a portion of the Airtrac application implemented in
Lamina and a set of experiments that we performed. We encoded and implemented the
knowledge from the domain of real-time radar track interpretation for execution on a
distributed-memory message-passing multiprocessor system. Our goal was to achieve a
significant level of problem-solving speedup by techniques that exploited both the
characteristics of our simulated parallel machine, as well as the parallelism available in our
problem domain.

The remainder of this paper is organized as follows. Section 2 introduces
defin;.. &ns that we use throughout the paper. Section 3 describes the model of the parallel
machine that we simulate, and the model of computation from the viewpoint of the

- programmer. Section 4 outlines a set of principles that we follow in our programming
: effort in order to shed light on why we take the approach that we do. Section 5 describes

the signal understanding problem that our parallel program addresses. Section 6 describes
the design of our experiments, and Section 7 presents the results. Section 8 discusses a
number of design issues, and Section 9 summarizes the paper.

‘E&I processor is roughly comparable to a 32-bit  microprocessor-based system equipped with a
multitasking kernel that supports interprocessor communication and restartable processes (as opposed to
resumabie processes). The hardware system is assumed to support high-bandwidth, low-latency inter-
processor  communications as described in Byrd et.al.  [Byrd 871.
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2 . Definitions

Using the definitions of Andrews and Schneider [hdrews 831, a sequential
program specifies sequential execution of a list of statements; its execution is called a
process. A concurrent program specifies two or more sequential programs that-nlay be
executed concurrently as parallel processes.

We define Sri,,, speedup a~ the ratio
Tm
T where Tk denotes the time for a given

n
task to be completed on a k-processqr multiprocessor. Both T, and Tn represent the same
concurrent program running on m-processor and n-processor multiprocessors,
respectively. When we compare an n-processor multiprocessor to a l-processor
multiprocessor, we obtain a measure for Sn/l speedup, which should be distinguished

T”
from true speedup, defined as the ratio T’where T* denotes the time for a given task to

n
completed by the best implementation possible on a uniprocessor?  In particular, T*
excludes overhead tasks (e.g. message-pa\.sing, synchronization, etc.) that T1 counts.

We define correctness to be the degree to which a concurrent program executing on
a k-processor multiprocessor obtains the same solution as a conventional uniprocessor-
based sequential program embodying the same knowledge as contained in the concurrent
program. We call the latter solution a reference solution. We use a serial version of our
system to generate a reference solution, to evaluate the correctness of the parallel
implementation.3

MacLcnnan  [MacLennan  821 distinguishes benkreen  Lzlue-oriented and object-
oriented programming styles. A value has the following properties:

l A value is read-only.

l A value is atemporal (i.e. timeless and unchanging).

l A value exhibits referential transparency, that is, there is never the danger of one
expression altering something used by another expression.

These properties make values extremely attractive for concurrent programs. Values
are immutable and may be read by many processes, either directly or through “copies*’ of
values that are equal; this facilitates the achievement of corrccmess as well as concurrency.

. A well-known example of value-oriented programming is functional programming
[Henderson 801. Other examples of value-oriented programming in the realm of parallel
computing include systolic programs [xung 82) and scalar data flow programs [hind 83,
Dennis 851, where the data flowing from processor to processor may be viewed as values
that represent abstractions of various intermediate problem-solving stages.

2A l-processor multiprocessor executes the same parallel program that m on a n-processor
multiprocessor. In particular, it cxcates processes that communicate by sending messages, as opposed to
sharing a common memory.

3Unfortunately,  our reference propram is not a valid producer of T* estimates, and we cannot use it
to obtain true speedup estimates. Project resource limitations prevented us from developing an optimized
program to seme as a best serial implementation.
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In contrast, MacLennan defines objects in computer programming to have one or
more of the following properties:

l An object may be created and destroyed.

l An object has state.

l An object may be changed.

l An object may be shared.

Computer programs often simulate some physical or logical situation, where objects
represent the entities in the simulated domain. For example, a record in an employee
database corresponds to an employee. An entry in a symbol table corresponds to a variable
in the source text of a program. Variables in most high-level programming languages
represent objects. Objects provide an abstraction of the state of physical or logical entities,
and reflect changes that those entities undergo during the simulation. These properties
make objects particularly useful and attractive to a programmer.

Objects in a concurrent program introduce complications. In particular, many
parallel processes may attempt to create, destroy, change, or share an object, thereby
causing potential problems. For instance, one process may read an object, perform a
computation, and change the object. Another process may concurrently perform a simih
sequence of actions on the same object, leading to the possibility that operations may
interleave, and render the state of the object inconsistent. Many solutions have been
proposed, including semaphores, conditional critical regions. and monitors; all of these
techniques strive to achieve correctness and involve some loss df concurrency.

Our programming paradigm, Lamina, supports a variation of monitors, defined as a
collection of permanent variables (we use the term instance variables), used to store a
resource’s state, and some procedures, which implement a set of allowed operations on the
resource [Andrews 831. Although monitors provide mutual exclusion, concurrency
considerations force us to abandon mutual exclusion as the sole technique to obtain
correctness.

We classify techniques for obtaining speedup  in problem-solving into two
categories: replication and pipelining. Replication is defined as the decomposition of a
problem or sub-problem into many independent or partially independent sub-problems that
may be concurrently processed. Pipelining is defined as the decomposition of a problem or
sub-problem into a sequence of operations that may be performed by successive stages of a
processing pipeline. The output of one stage is the input to the next stage.

3 . Computational model

3.1. Machine model
Our machine architecture, referred to as CARE [Delagi 87a], may be modeled as an

asynchronous message-passing distributed system with reliable datagram service
[Tanenbaum  811. After sending a message, a process may continue to execute (i.e.
message passing is asynchronous). Arrival order of messages may differ from the order in
which they were sent (i.e. datagram as opposed to virtual circuit). The network guarantees
that no message is ever lost (i.e. reliable), although it does not guarantee when a message
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will  arrive. Each processor within the distributed system is a computer that supports
interprocessor communication and restartable processes. Each processor operates on its
own instruction stream, asynchronously with respect to other processors.

In synchronous message passing, maintaining consistent state between
communicating processes is simplified because the sender blocks until the message is
received, giving implicit synchronization at the send and receive points. For example, the
receiver may correctly make inferences about the sender’s program state from the contents
of the message it has received, without the possibility that the sender program continued to
execute, possibly negating a condition that held at the time the original message was sent.

In asynchronous message passing, the sender continues to execute after sending a
message. This has the advantage of introducing more concurrency, which holds the
promise of additional speedup.  Unfortunatcriy, in its pure form, asynchronous message
passing allows the sender to get arbitrarily far ahead of the receiver. This means that the
contents of the message reflects the state of the sender at the time the message was sent,
which may not necessarily be true at the time the message is received. This consideration
makes the maintenance of consistent state across processes difficult, and is discussed more
fblly in Section 4.

3.2. Programmer model
Our programming paradigm, Lamina, provides language constructs that allows us

to exploit the distributed memory machine architecture described earlier [Delagi 87b]. In
particular, we focused our programming efforts on the concurrent object-oriented pro-
gramming model that Lamina provides. As in other object-oriented programming systems,
objects encapsulate state information as instance variables. Instance variables may be
accessed and manipulated only through methods. Methods are invoked by message-
passing.

However, despite the apparent similarity with conventional object-oriented systems,
programming within Lamina has fundamental differences:

l Concurrent processes may execute during both object creation and message
sending.

l The time required to create an object is visible to the programmer.

l The time required to send a message is visible to the programmer.

l Messages may be received in a different order from which they were sent.

These differences reflect the szrong emphasis Lamina places on concurrency. While
all object-oriented systems encounter delays in object creation and message sending, these
delays are significant within the Lamina paradigm because of the other activities that may
proceed concurrently during these periods. Subtle and not-so-subtle problems become
apparent when concurrent processes communicate, whether to send a message or to create a
new object. For instance, a process might detect that a particular condition holds, and
respond by sending a message to another process. But because processes continue to
execute during message sending, the condition may no longer hold when the message is
received. This example illustrates a situation where the recipient of the message cannot
correctly assume that because the sender responds to a particular condition by sending a
message, that the condition still holds when the message is received.
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Regarding message ordering, partly as a result of our experimentation, versions of
Larnina subsequent to the one we used provide the ability for the programmer to specify
that messages be handled by the receiver in the same order that they were sent [Delagi 874.
Use of this feature imposes a performance penalty, which places a responsibility on the
programmer to determine that message ordering is truly warranted. In the- Airtrac
application, we believed that ordering was necessary and imposed it through application
level routines that examined message sequence numbers (time tags) and queued messages
for which all predecessors had not already been handled.

In Larnina, an object is a process. Following the definition of a process provided
earlier, we make no commitment to whether a process has a unique virtual address space
associated with it. Each object has a top-level dispatch process that accepts incoming
messages and invokes the appropriate message handler; otherwise, if there is no avaitable
message, the process blocks. Sending a message to an object corresponds to
asynchronous message-passing at the machine level. A method executes atomically. Since
each object has a single process, and only that process has access to the internal state
(instance variables), mutual exclusion is assured. An object and its methods effectively
constitute a non-nested monitor.

Our problem-solving approach has evolved from the blackboard model, where
nodes on the blackboard form the basic data objects, and knowledge sources consisting of
rules are applied to transform nodes (i.e. objects) and create new nodes mii 86a, Nii 86b].
Brown et. al. used concepts from the blackboard model to implement a signal-interpretation
application on the CARE multiprocessor simulator Brown 861. Lamina evolved from the
experiences from that effort. In addition, lessons learned in that earlier effort have been
incorporated into our work, including the use of replication and pipelining  to gain
performance, and improving efficiency and correctness by enforcing  a degree of consis-
tency control over many agents computing concurrently.

4. Design principles

Larnina represents a programming philosophy that relies on the concepts of
replication and pipelining to achieve speedup on parallel hardware. The key to successful
application of these principles relies on finding an appropriate problem decomposition that

e exploits concurrent execution with minimal dependency between replicated or pipelined
processing elements.

The price of concurrency and speedup is the cost of maintaining consistency among
_ objects. When writing a sequential program, a programmer automatically gains mutual
- exclusion between read/write operations on data suuctures. This follows directly from the
fact that a sequential program has only a single process; a single process has sole control
over reads and writes to a variable, for instance. This convenience vanishes when the
programmer writes a concurrent program. Since a concurrent program has many
concurrently executing processes, coordinating the activities of the processes becomes a
significant task.

In this section, we develop the concept of a dependence graph program to provide a
framework in which tradeoffs between alternate problem decompositions may be
examined. Choosing a decomposition that admits high concurrency gives speedup,  but it
may do so with the expense of higher effort in maintaining consistency. We introduce
dependence graph programs to make the tradeoffs more explicit.

5



4 . 1 .  Speedup
Researchers have debated how much speedup is obtainable on parallel hardware, on

b& theoretical  and empirical grounds; Kntskal  has surveyed this area mska.I 851. We
take the empirical approach because our goal is to test ideas about parallel problem solving
using multiprocessor architectures. Our thinking is guided, however, by a number df
p&ciples describing how to decompose problems to obtain speedup.

4.1.1.. Pipelining
Consider a concurrent program consisting of three cooperating processes: Reader,

Executor, and Printer. The Reader process obtains a line consisting of characters from an
input source, sends it to the Executor process, and then repeats this loop. The Executor
performs a similar function, receiving a line from the Reader, processing it in some way,
and sending it to the Printer. The Printer receives lines from the Executor, and prints out
the line. These processes cooperate to form a pipeline; see Figure 1. By using
asynchronous message passing, we obtain concurrent operation of the processes; for
instance, the Printer may be working on one line, while the Executor is working on
another. This means that by assigning each process to a different processor, we can obtain
speedup,  despite the fact that each line must be inputted, processed, and output
sequentially. By overlapping the operations we can achieve a higher throughput than is
possible with a single process performing all three tasks.

1

Reader Executor F rmter

Figure 1. Decomposing a problem to obtain pipeline speedup.
By decomposing a problem in sequential stages, we can obtain speedup from pipelining.

4.1.2. Replication
Consider a variation of Reader-Executor-Printer problem. Suppose that we are able

to achieve some overlap in the operations, but we discover that the Executor stage
. consistently takes longer than the other stages. This causes the Printer to be continually

starved for data, while the Reader completes its task quickly and spends most of its time
idle. We can improve the overall throtighput by replicating the f&&on of the Executor
stage by creating many Executors. See Figure 2. By increasing the number of processes
perforrrring a given function, we do not reduce the time it takes a single Executor to
perform its function, but we allow many lines to be processed concurrently, improving the
utilization of the Reader and Printer processes, and boosting overall throughput. This
principle of replicating a stage applies equally well if the Reader or the Printer is the
bottleneck.



Figure 2. Decomposing a problem to obtain replication speedup.

By duplicating identical problem solving stages, we can obtain speedup from replication.

4.2. Correctness
4.2.1. Consistency

In order to achieve speedup from parallelism, we decompose a problem into smaller
sub-problems, where each sub-problem is represented by an object. By doing this, we
lose the luxury of mutual exclusion between the sub-problems because of interactions and
dependencies that typically exist between sub-parts of a problem. For example, in the
Reader-Executor-Printer problem, the simplest version is where a line may be operated
upon by one process truly independently; we might want to perform ASCII to EBCDIC
character conversion of each line, for instance. We organize the problem solving so that
the Reader assembles futed-length text strings, the Executor performs the conversion, and
the Printer does output duties. This problem is well-suited to speedup from the simple
pipeline parallelism illustrated in Figure 1. In MacLennan’s  vaiue/object  terminology, a
“fmed-length text string” may be viewed as a value that represents the i-th line in the input
text; the text string is read-only and it is atemporal. The trick is to :w the ASCII and
EBCDIC versions of a text strings as different values corresponding to the i-th line; the
Executor’s role is to take in ASCII values and transform them into EBCDIC values of the
same line. As we will see, value passing has desirable properties in concurrent message-
passing systems.

In a more complicated example, we might want to perform text compression by
encoding words according to their frequency of appearance, where the Reader process
counts the appearance of words and the Executor assigns words to a variable length output
symbol set. The frequency table is a source of trouble; it is :-zr object which the Reader
writes and updates, and which the Executor reads. Unfonunately, the semantics we
impose on the text compression task requires that the Reader complete its scan of the input
text before the Executor can begin its encoding task. This dependency prevents us from
exploiting pipeline parallelism

As another example, we might want to compile a high-level language source
program text (e.g. Pascal, Lisp, C) into assembly code. Suppose we allow the Reader to
build a symbol table for functions and variables, and we let the Executor parse the
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tokenized output from the Reader, while the Printer outputs assembly code from the
Executor’s syntax graph smrctures. In the scheme outlined here, the symbol table resides
witi the Reader, so whenever the Executor or Printer needs to access or update the symbol
table, it must send a message to the Reader. Consistency becomes an important issue
wi& this setup. For instance, suppose that the Executor determines on the basis of its
parse. that the variable x has been declared global. Within a procedure, a local variable also
named x is defined, which requires that expressions referring to x within this procedure use
a local storage location. Suppose the end of the procedure is encountered, and since we
want all subsequent occurrences to x to refer to the global location, the Executor marks the
entry for x accordingly (via a message to the Reader). When the Printer sees a reference to
x, it consults the symbol table (via a message to the Reader) to determine which storage
location should be used; if by misfortune the Printer happens to be handling an expression
within the procedure containing the local X, and the symbol table has already been updated,
incorrect code will be generated. The essential point is that the symbol table is an object; as
we defined earlier, it is shared by several parallel processes, and it changes. A number of
fues are possible, including distinguishing variables by the procedure they are occur
within, but this example illustrates that the presence of objects in concurrent program raises
a need to deal with consistency.

Consistency is the property that some invariant condition or conditions describing
correct behavior of a program holds over all objects in all parallel processes. This is
typically difficult to achieve in a concurrent program, since the program itself consists of a
sequential list of statements for each individual process or object, while consistency applies
to an ensemble of objects. The field of distributed systems focuses on difficulties arising
from consistency maintenance [Comafion 85, Weihl 85, Filman 841. Smith [Smith 811
refers to this programming goal as the development of a problem-solving protocol.

The work of Schlichting and Schneider [Schlichting 83 ] is particularly relevant for
our situation: they study partial correctness properties of unreli;lble  datagram asynchronous
message-passing distributed systems thorn an axiomatic pain: of view. They describe a
number of sufficient conditions for partial correctness on an asynchronous disuibuted
system:

l monotonic predicates,

l predicate transfer with acknowledgements.

An predicate is monotonic if once it becomes true, it remains so. For example, if
the Reader process maintains a count of the lines in the variable tot alLines, and it
encounters the last line in the input text, as well having seen alI previous lines, then it might
send the predicate P, *‘totalLines - I 6,” to the Executor and to the Printer. The Printer

. process might use this information even before it has received all the lines, to check if
sufficient resources exist to complete the job, for instance. Intuitively, it is valid to assert
the total number of lines in the input text because that fact remains unchanged (assuming
the input text remains fixed for the duration of the job). Formally, the Reader maintains the
following invariant condition on the predicate P:

Invariant: “message not sent” or “P is true”

In contrast, an assertion that the current line is 12, as in “currentLine - 12," changes as
each line is processed by the Reader. The monotonic criterion cannot be used to guarantee
the correctness of this assertion.



A technique to achieve correctness without monotonic predicates is to use
acknowledgements. The idea is to require the sender to maintain the truth condition of a
predicate or assertion until an acknowledgement from the receiver returns. In the Reader-
Executor-Printer example, the Reader follows the convention that once it asserts
UcurrentLine = 12," it wiIl refrain from further actions that would violate this fact until it
receives an acknowledgement from the Executor. This protocol allows the Executor to
perform internal processing, queries to the Reader, and updates to the Reader, all with the
assurance that the current line will remain unchanged until the Executor acknowledges the
assertion, thereby signalling that the Reader may proceed to change the assertion.
Formall\-. the Reader and Executor maintain the following invariant condition on the
predicate P:

Invariant: “message not sent” or “P is tx& or “acknowledgement received”

Note that the each technique has drawbacks, despite their guarantees of correctness.
For the mc-otonic  predicate technique, the challenge is to define a problem decomposition
and solution protocol for which monotonic predicates are meaningful. In particular, if a
problem decomposition truly allows transfer of values between processes, then by the
semantics of values as we have defined them, values are automatically monotonic. This
explains in formal terms why a “data flow” problem decomposition that passes values
avoids difficult problems related to consistency. For the predicate acknowledgement
technique, we may address problems that do not cleanly admit monotonic predicates, but
we lose concurrency in the assert-acknowledge cycle. Less concurrency tends to translate
into less speedup. In the worst case, we may lose so much concurrency in the assert-
aclmowledge  cycle that we find that we have spent our efforts in decomposing the problem
into sub-problems only to discover that our concurrent program performs no faster than an
equivalent sequential program!

Throughout the design process, we are motivated by a desire to obtain the highest
possible performance while maintaining correctness. For tasks in the problem whose
durations impact the performance measures, we take the approach of looking first for
problem decompositions that allow either value-passing or monotonic predicate protocols.
Where neither of these are possible, we implement predicate acknowledgement protocols.
In the implementation of Airtrac-Lamina,  we did not have to resort to heuristic schemes that
did not guarantee correcmess.

- For initialization tasks, the time to perform initialization tasks (e.g. creating
manager objects and distributing lookup tables) is not counted in the performance metrics,
but correctness is paramount. Since initialization requires the establishment of a consistent
beginning state over many objects, we use the predicate acknowledgement technique to

_ have objects initialize their internal state based on information contained in an initialization
1 message, and then signal their readiness to proceed by responding with an

aclmowledgement message.

4.2.2. Mutual exclusion
Lamina objects are encapsulations of data, together with methods that manipulate

the data. They constitute monitors which provide mutual exclusion over the resources they
encapsulate. These monitors are “non-nested” because when a Lamina method (i.e.
message handler) in the current CARE implementation invokes another Larnina method, it
does so by asynchronous message passing (where the sender continues executing after the
message is sent), thereby losing the mutual exclusion required for nested monitor calls. In
return, Lamina gains opportunities to increase concurrency by pipelining  sequences of
operations.
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Within the restriction of non-nested monitor calls, the programmer may use Lamina
monitors to define atomic operations. If correctness were the sole concern, the
programmer could develop the entire problem solution within a single method on a single
object; but this is an extreme case. The entire enterprise of designing programs for
muhiprocessors is motivated by a desire for speedup,  and monitors provide a base level of
mutual exclusion from which a correct concurrent program may be constructed.

The critical design task is to determine the data structures and methods which
deserve the atomic@ that monitors provide. The choice is far from obvious. For example,
in the ASCII-to-EBCDIC translator example, we assumed the Executor process
sequentially scanning through the string, translating one character at a time. We see that the
translation of each character may be performed independently, so a finer-grained problem
decomposition is to have many Executor processes, each translating a section of the text
line. In the extreme, we can arrange for each character to be translated by one of many
replicated Executor processes. Choosing the best decomposition is a function of the
relative costs of performing the character translation versus the overhead associated with
partitioning the line, sending messages, and reassembling the translated text fragments (in
the correct order!). The answer depends on specific machine performance parameters and
the type of task involved, which in our example is the very simple job of character
translation, but might in general be a time-consuming operation. Unfortunately, the
programmer often lacks the specific performance figures on which to base such decisions,
and must choose a decomposition based on subjective assessments of the complexity of the
task at hand, weighed against the perceived run-time overhead of decomposition, together
with the run-time worries associated with consistency maintenance. On the issue of how to
choose the best “grain-size” for problem solving, we can offer no specific guidance.
However, since the CARE-Lamina simulator is heavily instrumented, it lets the
programmer observe the relative amount of time spent in ;tctual computation versus
overhead activities.

In addition to providing mutual exclusion, Lamina also encourages the structured
programming style that results from the use of objects and methods. In particular, mutual
exclusion may be exploited without necessarily building large, monolithic objects and
methods that might reflect poor software engineering practice. Since Larnina itself is built
on Zetalisp’s Flavors system weinreb 801, it is easy for the programmer to define object
“flavors” with instance variables and associated methods to be atomically  executed within a
Lamina monitor. This can provide important benefits of modularity and smcture to the
sofnvare engineering effort.

To summarize, Lamina objects and methods may be viewed as non-nested monitor
constructs that provide the programmer with a base level of mutual exclusion. The
potential for additional concurrency and problem-solving speedup increases as fmer

- decompositions of data and methods are adopted. However, these benefits must be
weighed against the difficulties of maintaining consistency between objects in a concurrent
program. Two techniques for maintaining consistency have been described, differing in
their applicability and impact on concurrency.

4.3. Dependence graph programs
The previous sections have defined concepts relevant to the dual goals of achieving

speedup and correctness. This section builds upon those concepts to provide a framework
in which tradeoffs between speedup and correctness may be examined. A dependence
graph program is an abstract representation of a solution to a given problem in which
values flow between nodes in a directed graph, where each node applies a function to the
values arriving on its incoming edges and sends out a value on zero or more outgoing
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edges. The edges correspond to the dependencies which exist between the functions
[Arvind 83 3. A pure dependence graph program is one in which the functions on the nodes
are free from side effects; in particular, a pure dependence graph program prohibits a
function from saving state on any node. (Note that this definition does not preclude a
system-level  program on a node from handling a function f (x, Y) by saving the value of x
if the value of x arrives before the value for Y. Strictly speaking, an implementation of an f
function node must save state, but this state is invisible to the programmer.) A hybrid
dependence graph program is one in which one or more nodes save state in the form of
local instance variables on the node. Functions have access to those instance variables.

Gajski et. al. [Gajski 821 summarize the principles underlying pure data flow
computation: .

l asynchrony

l functionality.

Asynchrony means that all operations are executed when and only when the required
operands are available. Functionality means that all operations are functions, that is, there
are no side effects.

Pure dependence graph programs have two desirable properties. First, consistency
is guaranteed by design. As we have defined it, there are only values and transformations
applied to those values. There are no objects to cause inconsistency problems. Second,
we can theoretically achieve the maximal amount of parallelism in the solution, and if we
ignore overhead costs, maximize speedup  in overall performance. This follows from the
asynchrony principle, which means that in the ideal case. we can arrange for each
computation on a node to proceed as soon as all values on the Incoming edges are available.

Hybrid dependence graph programs allow side effects to instance variables on
nodes, thereby making it more convenient and straightforward to perform certain
operations, especially those associated with lookup and matching. This immediately
introduces objects into the computational model, and raises the usual concerns about
consistency and correctness.

We will use dependence graph programs to seme two purposes. First, we depict
the dependencies contained within a problem. Second, we explain why we made certain
design decisions in solving the Airtrac problem; in particular, we show why we impose
certain consistency requirements on the problem solving protocol. A dependence graph
serves as an abstract representation of a problem solution, rather than a blueprint for actual
bplementation. Specifically, we want to avoid the pitfall of using a dependence graph
program to dictate the actual problem decomposition. Overhead delays associated with
message routing/sending and process invocation degrade speedup from the theoretical ideal
if the actual implementation chooses to decompose the problem down to the grain-size
typically found in a dependence graph representation. Given an arithmetic expression, for
instance. it may not be desirable to define the grain-size of primitive operations at the level
of add, subtract, and multiply. This may lead to the undesirable situation where excessive
overhead time is consumed in message packing, tagging, routing, packing, matching,
unpacking, and so forth, only to support a simple add operation.

Consider the following numerical example from Gajski et. al. [Gajski 821. The
pseudo-code representation of the problem is as follows:
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One possible dependence graph program for thisgroblem is shown in Figure 3. This is the
same graph presented by Gajski et. al. They assume that division takes three processing
units, multiplication takes two units, and addition takes one unit. As noted in their paper,
the did path is the computational sequence al, bl, cl, c2, c3, c4, c5, c6, c7, c8; the

lower bound on the execution time is 13 time units.
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Figure 3. A dependence graph program for a simple numerical computation

A possible concurrent program implementation would be to assign eight processes
to compute the quantities bl ,..., b8, and a ninth to combine the bi and output cl,..., ~8.

Such an arrangement maximizes the decomposition of the problem into sub-problems that
may run concurrently, while minimizing the communication overhead. For instance, there
is no loss in combining the computation of cl ,...,c8 into a single process because of the

. inherently serial nature of this particular computation.

Another concurrent program might choose a slightly different decomposition and
partition the computation of cl ,...,cs into, say, three processes: Cl-C2-C3,  c4-c5-c(j9  and
c7’c& This arrangement Uses 11 processes versus the 9 processes in the previous
example. While this leads to no improvement in the lower bound of 13 time units for a
single computation with d, e, and f, it shows an improvement with repeated computations
with different values of the input arrays, d, e, and f. For instance, this allows one
computation to be Summing On the c7-c8 process while another is summing on the c4”5<6
process. Depending on the compiexity of the computation relative to the overhead costs, it
might even be worthwhile to defme one process for each of the cl,...,c8, giving 16
processes overall. This illustrates two points. First, a strictly sequential computation gives
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a opportunity  for pipeline concurrency if many such computations arc required. Second,
given a dependency graph, many possible problem decompositions are possible.

@j&i et. al. also present a different dependence graph program that is optimized to
eliminate he “ripple” summation chain by a more efficient summation network. The
dependence graph program for this scheme is shown in Figures 4 and 5. Figure 4 is the
“top-level” definition of the program. We use the convention of using a single box,
optimized summation, in Figure 4 to represent the subgraph  that performs the more
efficient summation. Figure 5 shows the expansion of that box as a graph. Showing a
dependence graph program in this way is merely a convenience; one should envision the
subgraphs in their fully expanded form in the top-level dependence program definition.

The associative property of addition is used to derive the optimized summation
function. For instance, the computation of c8 is rewritten as follows:

‘8
- ((((((((co + bl) + b2) + b31 + b,) + b5) + b6) + b,) + b8)
- (CO + (lb1 + b2) + (b3 + b4))) + (lb5 + b$ + (b7 + bg))

By regrouping the addition operations, this dependence graph program has more
parallelism, and reduces the lower bound on execution time from 13 to 9 execution time
units. It is important to realize that the second program is truly different from the fust; it
cannot be obtained from the fist by graph transformations or syntactic manipulations that
do not nly on the semantics of the functions on the nodes.

dl, 01 d2,02 d3,e3 d4,84 d5, eS d6. e6 d7,97 d8, e8
11 I f2 I 13 I f4 I f5 I f6 I f7 If8 I

cl c2 c3 c4 CS c6 c7 C6

Fiw 4. A dependence graph program for the simple numerical computation
This uses optimization of the recurrence relation using the associative property of
addition. This represents the “top-level” definition of the solution. The optimized
summation subgraph is shown here a single box, and is shown in expanded form in
Figure 5.
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optimized summation is defined as...

bl b2 b3 b5 b6 b7 b8

cl c2 c3 C4 c5 c6 c7 c8

Figure 5. Definition of the “optimized summation” subgraph.

This example highlights several points. First, a given problem may have more than
one valid dependence graph program. In the example presented here, the use of knowledge
about the underlying semantics of the addition function allows more parallelism. Second,
the dependence graph program serves as a intermediate representation from which the
solution may be defined for a parallel machine. Third, the dependence graph program does
not necessarily make a commitment to the form of the concurrent program. Fourth, for
convenience we may describe a dependence graph program as a top-level graph, together
with several subgraph definitions.

5. The Airtrac problem

In Airtrac, the problem is to accept radar track data from one or more sensors that
I are looking for aircraft. Figure 6 depicts a region under surveillance as it might be seen on

a display screen at a particular snapshot in time. (Whereas Figure 6 shows many reported
sightings, an actual radar would probably show only the most recent sighting.) Locations
are designated as either good or bad, where a bad location is illegal or unauthorized, and a
good location is legal. The ‘X and “Y” symbols represent locations of a good and bad
airport, respectively. The locations of radar and acoustic sensors are also shown. The
small circles represent track reports that show the location of a moving object in the region
of coverage.

Track reports are generated by underlying signal processing and tracking system,
and contain the following information:

l location and velocity estimate of object (in x-y plane)
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l location and velocity covariance

l the time of the sighting, called the scunfime

l track id for identification purposes.

We would like to answer the following questions in real-time:

l Is an aircraft headed for a bad destination?

l Is it plausible that an aircraft is engaged in smuggling?

By “smuggling” we mean the act of transporting goods from a region or location desig-
nated as bad to another bad location. For instance, flying from an illegal airstrip and
landing at another illegal airstrip constitutes smuggling.
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Figure 6. Input to Airtxac.

This shows the inputs that the system receives. The small circles represent estimated
positions of objects from radar or acoustic sensors tagged by their identification number
and observation time; the goal of the system is to use the time history of those sightings
to infer whether an aircraft exists, its possible destinations, and its saategy.

This paper describes our implementation of a solution of a portion of the Airtrac
problem. We refer to this portion as the data association module. Figure 7 depicts the
desired output of the data association step: groupings of reports with the same track id into
straight-line, constant-speed sections. These arc called Rudizr  Track Segments, and have

- four properties:

l If the Radar Track Segments contains three or more reports, a best-fit  line is
computed. If the fit is sufficiently good, the segment is declared confirmed.

l If a best-fit line has been computed, each subsequent report must fit the line
sufficiently closely. If so, the Radar Track Segments remains confirmed.
Otherwise, the report that failed to fit (call it the non-fitting report) is treated
specially, and the track is declared broken.

l A broken track causes the non-fitting report and subsequent reports to be used to
form a new Radar Track Segment.
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l The last report for a given track id defines that a track is declared inactive.

The remaining parts of the Airtrac problem have not yet been implemented as of this
writing, but are described more fully elsewhere wmami 87, Nakano 871.

time = 100

LF X
. Y

Figure 7. Grouping reports into segments in data association.
This shows the first step in problem solviq.  grouping the repons into straight-line sec-
tions called Radar Track Segments.

5.1. Airtrac data association as dependence graph
Figure 8 shows the Airtrac data association problem as a dependence graph

program. On a periodic basis, track reports consisting of position and velocity information
for a set of track ids enters the system. Two operations are pert3tmed.  First, the system
checks if a track id is being seen for the fI.rst time. If so, a new track-handling subgraph is
created. A track-handling subgraph  is shown in Figure 8 as a functional box labeled
“handle track i,” which expands into a graph as shown in Figure 9. Second, the system
checks if any track id seen in a previous time has disappeared. If so, it generates an
iIIaCtiVatiOn  message for the handle track subgraph  for the particular track id that
disappeared. If the track id has been seen previously, then it is sent to the appropriate
handle track subgraph.

We distinguish between pure functional nodes, shown as rectangles, and side-effect
nodes, shown as rounded rectangles. One use of side-effect nodes is to keep track of
which track ids have been seen at the previous time. For instance, by performing set
difference operations against the current set of track ids, it is possible to determine the
disappeared and new tracks:

disappearedTracks  - previousTracks  - currentTracks
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newTracks - CurrentTracks - previousTracks

One way to implement this scheme is to have the ids disappeared? and id previously
seen? nodes update local variables called previousTracks and CurrentTracks, as
successive track reports arrive.
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Figure 8. Dependem  graph progxam rep~tsentation of Airtrac data association

The dashed boxes indicate the problem decomposition used .a the Lamiar
implementation.

Besides detecting new and disappeared tracks, side-effect nodes are used to create a
new track-handling subgraph, and maintain the lookup table between track id and the
message pathway to each track-handling subgraph. New track mates a new track handler
subgraph. Whenever a new track is encountered, send report to appropriate track
is notified, so that subsequent reports will be routed correctly. This arrangement requires
that one and only one track handler exist for each track id. Send report to
appropriate track saves the handle4 to the sack handler created by new track, sorts- the incoming reports, and sends reports to their proper destinations.

In this abstract program, we implicitly assume that only one track report may be
processed at a time by the four side-effect nodes in Figure 8. If we allow more than one

track report to be processed concurrently, we may encounter inconsistent situations that
* allow, for instance, a track id to be seen in one track report, but the send report to
appropriate track node does not yet have the handle to the required track handler
subgraph when the next track report arrives. We define the program semantics to avoid
these situations.

Handle track receives track reports for a particular id, as well as an inactivation
message if one exists. It is further decomposed into a subgraph as shown in Figure 9. The

4A handle is analog ous to a mail address in a (physical) postal system: a Lamina object may use
another object’s handle to send messages to that object. Since the message passing system utilizes dynamic
routing and we assume that an object remains stationary once created, the handle does not need to encode
any information about the particular path messages should follow.
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nodes in the handle track subgraph pass a structured value between them, called track
segments. A track segment has the following internal structure:

l report list (a list of track reports, initially empty)

l best-fit line (a vector of real numbers describing a straight-line constant-velocity
path in the x-y plane)

Each node may transform the incoming value and send a different value on an outgoing
edge. Add appends a report to the repOrt list Of a track Segment. Linef it computes the
best-fit line, and if the confirmation conditions hold, sends the track segment to confirm.
Confirm declares the track segment as confumed, and passes the list to check fit. If
linefit fails to confirm, the earliest report in the list is dropped by drop, and another
add, linef it box awaits the arrival of the next report to restart the cycle. The
inactivate function waits until all IZ~O~S have arrived before declaring the track inactive.
Conceptually, we view the operations of confirm and inactivate as being monotonic
assertions made to the “outside world,” rather than value transformations to the track
segment.

‘handle trzu4f  is detined  as...
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Figure 9. Decomposition of the “handle track” sub-problem.
The dashed boxes indicate the problem decomposition used in the Lamina
implementation.

Check fit itself is further decomposed into more primitive operations, as shown
in Figure 10. The linecheck operation is similar to the linefit function previously
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described, except that it compares a new report against the best-fit line computed during the
i&fit operation: if the new report maintains the fit, the rtport list is sent to the OK box, and
this cycle is repeated for the next report. If the linecheck operation fails, then the track is
declared broken, a new track segment is defined. This track segment is sent the report that
failed the linecheck operation, in addition to all subsequent reports for this particular track
id. The track handling cycle is repeated as before.

‘check fit” is defined as...
l

l

l

.* \\....\..\....\\...\........................,

Figure 10. Decomposition of the “check fit” sub-problem.

The dashed boxes indicate the problem decomposition used in the Lamina
implementation.

A number of observations may be made about the dependence graph program
described in this section. First, the sequence of the reports matters. The graph structure
clearly depicts the requirement that the incorporation of the Ri-th report into the track
segment by the add operation must wait until all prior reports, Rl,..., Ri-1, have been

. processed. This is true for the linefit,linecheck, and inactivate functions.
Second, this program avoids the saving of state information except in the operations that
must determine whether a given track id has been previously seen, and in the sorting
operation where track reports are routed to the appropriate track handler. Except for these,
we find that the problem may be cast in terms of a sequence of value transformations.
Third, the program admits the opportunity for a high degree of parallelism. Once the track
handler for a given track id has been determined, the processing within that block is
completely independent of all other tracks. Fourth, the opportunity for concurrency within
the handling of a particular track is quite low, despite the outward appearance of the
decompositions shown in Figures 8 and 9. Indeed, an analysis of the dependencies shows
that reports must be processed in order of increasing scantime. Fifth, unlike certain
portions of the dependence graph that have a smxture  that is known a priori, the track
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handler  portions of the graph have no prior knowledge of the track ids that will be
encountered  during processing, implying that new tracks need to be handled dynamically.

5.2. Lamina implementation
In this section, we express the solution to the data association problem as a set of

Lamina objects, together with a set of methods on those objects which embody the abstract
solution specification presented in the previous section.

Figure 11 shows how we decompose the Airtrac problem for solution by a Lamina
concurrent program. We define six classes of objects: Main Manager, Input Simulator,
Input Handler, Radar Track Manager. Radar Track, and Radar Track Segment. Some
objects, referred to as sturic objects, are created at initialization time, and include the
following object classes: Main Manager, Input Simulator, Input Handler, and Radar Track
Manager objects. Others are referred to as dynamic objects, are created at run-time in
response to the particular input data set, and include the following object classes: Radar
Track and Radar Track Segment.

radar reports
in periodic batches

m-2 RTS-2-1

l

dispatch create, sort
reorder, create reorder, reorder,

detect breaks, detect breaks,
create create

Figure 11. Object structure in the data association module.

Each object is implemented as a Lamina object, which in Figure 11 corresponds to a
separate box. The problem decomposition seeks to achieve concurrent processing of
independent sub-problems. The Larnina message-sending system provides the sole means
of message and value passing between objects. Wherever possible, we pass values
between objects to minimize consistency problems, and to minimize the need for protocols
that require acknowledgements. For example, we decompose our problem solving so that
we require acknowledgements only during initialization where the Main Manager sets up
the communication pathways between static objects.

With respect to the dependence graph program, the Lamina implementation takes a
straightforward approach. All of the side-effect functions contained in Figure 8, together
with some operations to support replication, reside in the Input Handler and Radar Track
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Manager object classes. Objects in these two classes are static; we create a predetermined
number of them at initialization time to handle the peak load.of reports through the system,
Replication is supported by partitioning the task 0.f recognlzlng new and disappeared track
ids among Radar Track Managers according to a sample module calculation  on the track id.
Given the partitioning scheme, each Radar Track Manager operates completely
independently from the others. Thus, although it needs to maintain a set of objects (e.g.
the current tracks, previous tracks), the objects are encapsulated in a Lamina object.
Access to and updating of these objects is atomic, providing the mutual exclusion required
to assure correctness as specified by the dependence graph program.

Functions in Figures 9 and 10 reside mostly in objects of the Radar Track Segment
class, with the inactivation function being performed by objects of the Radar Track class.
Objects of these two classes are dynamic: we create objects at run-time in response to the
specific track ids that are encountered. For any particular track id, one Radar Track object
together with one or more Radar Track Segment objects are created. A new Radar Track
Segment is created each time the track is declared broken, which may occur more than once
for each track id. Unlike the dependence graph program where we po:tulate a track
segment as a value successively transformed as it passes through the graph, the Lamina
implementation defines a Radar Track Segment object with instance variables to represent
the evolving state of the track segment. We implement all the major functions on track
segments as Lamina methods on Radar Track Segment objects. Again, Lamina objects
provide mutual exclusion to assure correctness.

Although nothing in the problem formulation described here indicates why we
create multiple Radar Track Segments for a given track, we do so in anticipation of adding
functionality in future versions of Airuac-Larnina.  From examination of Figure 10, we see
that given any sequence of reports Ri, and any pattern of broken tracks, we obtain no
additional concurrency by creating a new Radar Track Segment when a track is declared
broken. This is because in the dependency graph program Fresented here, no activity
occurs on one Radar Track Segment after it has created another Radar Track Segment.
However, we anticipate that in subsequent versions of Airtrac-Larnina,  a Radar Track
Segment will continue to perform actions even after a track is declared broken, such as to
respor,? to queries about itself, or to participate in operations that search over existing
Radar irack Segments.

Logically, the semantics of the dependency graph program and the Lamina program
- are equivalent, as they must be. The difference is that the former requires a graph of

indeCiiite size, where its size corresponds to the number of reports comprising the track.
The &dtter requires a quantity of Radar Track Se*ment objects equal to one plus the number
of times the track is declared broken. Although we can easily conceptualize a graph of
@definite size in a dependency graph program, we cannot create such an entity in practice.
-Because object creation in Lamina takes time, we try to minimize the number of objects that
are created dynamically, especially since their creation time impacts the critical path time. A
poor solution is to dynamically create the objects corresponding to an indefinite-sized graph
as we need them. A better solution is to create a finite network of objects at initialization
time, with an implicit “folding” of the infinite graph onto the finite network, thereby
avoiding any object-creation cost at run-time. Our Lamina program, in fact, uses a hybrid
of these two approaches, folding an indefinite “handle track” graph onto each Radar Track
Segment object, and creating a new Radar Track Segment object dynamically when a a
track is declared broken. By this mechanism, we model transformations of values between
graph nodes by changes to instance variables on a Lamina object. The effect on
performance is beneficial. Relative to the first solution, we incur less overhead in message
sending between objects because we have fewer objects. Relative to the second solution,
we create objects that correspond to track ids that appear in the input data stream as they are
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needed, which has the effect of bringing more processors to bear on the problem as more
tracks become visible.

Both the Radar Track and Radar Track Segment collect reports in increasing
scantime  sequence. They do so because of the ordering dictated by the dependence graph
program,  and &ause the Lamina implementation at the time the expenments were
performed did not provide automatic message ordering. Moreover, we l ho w that simply
collecting  reports in order of receipt leads to severe correctness degradanon. For instance,
if the scantimes are not contiguous, the scheme by which a Radar Track Segment computes
the line-fit leads to nonsensical results because best-fit lines will be computed based on
non-consecutive position estimates, leading to erroneous predictions of aircraft movement.
To circumvent these problems, we use application-level routines to examine the scantime
associated with a report, and queue reports for which all predecessors have not already
been handled. These routines effectively insulate the rest of the application from message
receipt disorder, and allow the Lamina program to successfully use the knowledge
embodied in the dependency graph program.

To indicate the size of the problem, a typical scenario that we experimented with
contained approximately 800 radar track reports comprising about 70 radar tracks. At its
peak, there is data for approximately 30 radar tracks arriving simultaneously, which
roughly corresponds to 30 aircraft flying in the area of coverage.

The correspondence between the Lamina objects in the implementation presented
here and the primitive operations embodied in the dependence graph program is shown in
the Table 1. The functions described in the dependence graphs are implemented on Radar
Track Manager, Radar Track, and Radar Track Segment objects. The Main Manager and
Input Simulator perform tasks not mentioned in the dependence graph program. Their
tasks may be viewed as overhead: the Main Manager performs initialization, and Input
Simulator simulates the input data port. The Input Handler’s job is to dispatch incoming
reports to the correct Radar Track Manager, thereby supporting the replication of the Radar
Track Manager function across several objects. In this way the task of the Input Handler
may be viewed as a functional extension of the Radar Track Manager tasks.
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Table 1, Correspondence of Lamina objects with functions in the dependence graph

Lamina obiect

Main Manager

Input Simulator

Input Handler

Radar Track Manager

Radar Track

Radar Track Segment

program

Corresponding dependence maph DroItfam operation

-none-
(Create the manager objects in the system at initialization
time.)

.-none-
(Simulate the input data port that would exist in a real
system. This function is an artifact of the simulation.)

-none-
(Allows replication of the Radar Track Manager objects; this
may be viewed as a functional extension of the Radar Track
Manager.)

ids disappeared?, id previously seen?, new track,
send report to appropriate track

add, inactivate

add, linefit, confirm. drop, inactivate,
linecheck, OK, break, new :?gmcnt

Table 1 also shows that we decompose the problem to a lesser extent than might be
suggested by the dependence graph program but the overall level of decomposition is still
high. We “fold” the dependence graph onto a smaller number of Lamina objects, but we
nonetheless obtain a high degree of concurrency from the independent handling of separate
tracks. Additional concurrency comes from the pipelining of operations between the

- following sequence of objects: Input Handler, Radar Track -Manager, Radar Track, and
Radar Track Segment.

A. Experiment design

Given our experimental test setup, there are a large number of parameter settings,
including the number of processors, the choice of the input scenario to use, the rate at
which the input data is fed into the system, the number of manager objects to utilize; for a
reasonable choice of variations, trying to run all combinations is futile. Instead, based on
the hypotheses we attempted to confirm or disconfixm,  we made explicit decisions about
which experiments to try. We chose to explore the following hypotheses:

l Performance of our concurrent program improves with additional processors,
thereby attaining significant levels of speedup.
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l Correct-.tss of our concurrent program c a n be maintained despite a high degree of
problem decomposition and highly overloaded input data conditions.

l The amount of speedup  we can achieve from additional processors is a function
of the amount of parallelism inherent in the input data set.

Long wall-clock times associated with each experiment and limited resources forced
us to be very selective about which experiments to run. We were physically unable to
explore the full combinatorial parameter space. Instead, we varied a single experimental
parameter at a time, holding the remaining parameters fixed at a base setting. This strategy
relied on an intelligent choice of the base settings of the experimental parameters.

We divided our data gathering effort into ho phases. First, we took measurements
to choose the base set of parameters. Our objective was to run our concurrent program on
a system with a large number of processors (e.g. 64), picking an input scenario that feeds
data sufficiently quickly into the system to obtain full but not overloaded processing
pipelines. We used a realistic scenario that has parallelism in the number of simultaneous
aircraft so that nearly all the processors may be utilized. Finally, we chose the numbers of
manager objects so the managers themselves do not limit the processing flow. The goal
was to prevent the masking of phenomena necessary to confirm or disconfinn our
hypotheses. For example, if we failed to set the input data rate high enough, we would not
fully utilize the processors, making it impossible that additional processors display
speedup. Similarly, if we failed to use enough manager objects, the overall program
performance would be strictly limited by the overtaxed manager objects, again negating the
effect of additional processors.

Based on measurements in phase one, we chose the foowing settings for the base
set of parameter settings:

l 64 processors,

l Many-aircraft scenario (described more fully below),

l Four input handler objects,

l Four radar track manager objects,

l Input data rate of 200 scans per second.

These settings give system performance that suggests that processing pipelines are
full, but not overloaded, where nearly all of the processing resources are utilized (although
- not at 100 percent efficiency), and the manager objects are not themselves limiting overall
pexfoxmance.

The input data rate governs how quickly track reports are put into the system. As
reference, the Airuac problem domain prescribes an input data rate of 0.1 scan per second
(one scan every 10 seconds), where a scan represents a collection of track reports
periodically generated by the tracking hardware. For the purpose of imposing a desired
processing load on our simulated multiprocessor, our simulator allows us to vary the input
data rate. With a data rate of 200 scans per second, we feed data into our simulated
multiprocessor 2000 times faster than prescribed by the domain to obtain a processing load
where parallelism shows benefits. Eouivalently, we can imagine reducing the performance
of each processor and message pas&g hardware in the multiprocessor by a factor of 2000



to achieve the same effect, or with any combination of input data rate increase and hardware
speed reduction that results in a net factor of 2OOO.

In the second phase, we vary a single parameter while holding the other parameters
fixed. We ~rfcmn the following set of three experiments:

l Vary the number of processors from 1 to 100.

l Vary the input scenario to use the one-aircraft scenario.

l Vary the number of manager objects.

Figure 12 shows how the many-aircraft-and one-aircraft scenarios differ in the
number of simultaneous active tracks. In the many-aircraft scenario, many aircraft are
active simultaneously, giving good opportunity to utilize parallel computing resources. In
contrast, the one-aircraft scenario reflects the extreme case where only a single aircraft flies
through the coverage area at any instant, although the total number of radar track reports is
similar between the two scenarios. Although broken tracks in the one-aircraft scenario may
give rise to multiple track ids for the single aircraft, the resulting radar tracks are non-
overlapping in time.
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Active Tracks vs. Scan

Many-aircraft
scenario

One-aircraft
scenario

Figure 12. Comparison of the number of active tracks in the many&craft and one-
aircmft scenarios.
This shows the number of active tracks versus the scan. The scw number coxx-esponds  to
scenario time in increments of 0.1 seconds.

7. Results

7 . 1 .  Speedup
Our performance measure is latency. Latency is defined as the duration of time

- from the point at which the system receives a datum which allows it to make a particular
conclusion. to the point at which the concurrent program makes the conciusion. We use
latency as our performance measure instead of total running time measures, such as “total
time to process all track reports, ” because we believe that the latter would give undue
weight to the reports near the end of the input sequence, rather than weigh performance on

I all track reports equally.

We focus on two types of latencies: confirmation latency and inactivation latency.
ConjGmation latency measures the duration from the time that the third consecutive repon
is received for a given track id, to the time that the system has fitted a line through the
points, determined that the fit is valid, and it asserts the confirmation. Inactivation Latency
measures the duration from the time that the system receives a track report for the time
following the last report for a given track id, to the time when the system detects that the
track is no longer active, and asserts the inactivation. Since a given input scenario contains
many track reports with many distinct track ids, our results report the mean together with
plus and minus one standard deviation.

Figures 13 and 14 show the effects on confiiation and inactivation latencies,
respectively, from varying the number of processors from 1 to 100. Boxes in the graphs

27



indicate the mean. Error bars indicate one standard deviation. The dashed line indicates the
locus of linear speedup  relative to the single processor case; its locus is equivalent to an
Sd1 speedup level of n for n processors.

Confirmation Latency vs Number of Processors

I)

p

F9

10

1

.1

.Ol

l .
.

l . .
l . .

m .
. linear speedup
. l . .. .. .
. . .
. . . .
. . . . .. l .

I.... ,,
1 10

Number of Procesmrs
-~~ -~

Figuxe 13. Condrmation latency as a function of tbc number of processors.

This measures the duration from the time that the tbixd consecutive report is received for a
given track id, to the time that the system has fitted a line through the points, and
detcmhed that the fit is valid.

The results for both the confirmation and inactivation show a nearly linear decrease
in the mean latencics, corresponding to Sloe/l speedup by a factor of 90 for the
confirmation latency, and to S 1 m/l speedup by a factor of 200 for the inactivation latency.
The sizes of the error bars make it difficult to pinpoint a leveling off in speedup,  if there is

. any, over the 1 to 100 prctessor range.
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Inactivation Latency vs. Number of Processors

Figure 14. Inactivation latency as a function of the number of processors.
This measures tbe duration from the time that the system rec.&\ 2s a track report for the
time following the last report for a given track id, to the time ‘.~ hen the system detects
that the track is no longer active, and asserts that conclusion

7.2. Effects of replication
By replicating manager nodes, we measure the impact of the number of manager

objects on performance. as measured by the confirmation latency. In one experiment we
fix the number of Raaar Track Managers at 4 while we vary the number of Input Handlers.
In the other experiment we fur the number of Input Handlers at 4 while we vary the number
of Radar Track Managers.

Figures 15 and 16 show the results. We plot the confiiation latency versus the
- number of managers, instead of against the number of processors as done in Figures 13
- and 14.
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Effect of Radar Track Managers on Confirmation Latency
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Figure 15.
managers.

Confvmation latency as a function of the number of radar track

We see that replicating Radar Track Manager objects improves performance; this is
because increasing the number of processors does not impro\ e performance in the single
Radar Track Manager case, but does in the 4 and 6 Radar Track Managers cases (see
Figure 16). Put another way, if we had not used as many as 4 Radar Track Manager
objects, then our system performance would have been hampered, and might even have
precluded the high degree of speedup displayed in the previous section. Comparing
Figures 15 and 16, we also obsente that using more Radar Track Managers helps reduce
con&nation latency more significantly than using more Input Handlers.

-
An interesting phenomenon occurs in the 16-processor  case. Although the

conclusion is not definitive given the size of the error bars, increasing the number of both
types of managers from 2 to 4 and 6 increases the mean latency. The. likely cause is the
current object-to-processor allocation scheme: because each manager object IS allocated to a

* distinct processor, increasing the number of manager objects decreases the number of
processors available for other types of objects. Given our allocation scheme (described
more fully in Section 8.2), using more managers in the 16-processor case may actually
impede speedup.

30



Effect of Input Handlers on Confirmation Latency

100. -r
.

. T. .

.
w c

>j

16 'y
L
.. ...

.
. .r

I
f 1

1 I I III
10

Number of Input handlers

Number of Processors
-s 1 6
+ 3 6
+ 6 4

Figure 16. Confirmation latency as a function of the number of input handlers.

The optimal number of manager objects appears to sometimes depend on the
number of processors. For Radar Track Managers, 2 or 4 managers is best for the 160
processors array, and 4 or 6 managers is best for the 36 and 64-processor  arrays. For
Input Handlers, the number of managers does not appear to make much difference, which
suggests that Input Handlers are less of a throughput bottleneck than Radar Track
Managers. This suggests that in practice it will be necessary to consider the intensity of the
managers* tasks relative to the total task in order to make a program work most efficiently.
Overall these experiments confm that replicating objects appropriately can improve

- perfoxmance.

7.3. Less than perfect correctness
Our Lamina program occasionally fails to confirm a track that our reference solution

lproperly confirms. This arises because the concurrent program does not always detect the
first occurrence of a report for a given track in the presence of disordered messages. We
notice the following failure mechanism. Suppose we have a track consisting of scantimes
100, 110, 120, . . . . 150. Suppose that the rate of data arrival is high, causing message
order to be scrambled, and that reports for scantimes 110, 120. and 130 are received before
the report for 100. As implemented, the Radar Track object notices that it has sufficient
number of reports (in this case three), and it proceeds to compute a straight line through the
reports. When a report for scantime 140 or higher is received, it is tested against the
computed line to determine whether a line-check failure has occurred. Unfortunately, when
the report for scantime 100 eventually arrives, it is discarded. It is discarded because the
track has already been confirmed, and confirmed nacks only grow in the forward direction.
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Figure 9 reveals why this error causes discrepancies between the Lamina program
and the reference serial program: the handle track operation in the Lamina program is given
a different set of reports compared to the reference program, leading to a different best-fit
line b&g computed. To be certified as cortect, we require that the reports contained in a
confirmed Radar Track Segment must be identical between the Lamina solution and the
reference solution.

The lesson here is that message disordering does occur, and that it does disrupt
computations that rely on strict ordering of track reports. In our experiments, the
incorrectness occurs infrequently. See Figure 17. We believe that with minimal impact on
latency, this source of incorrectness can be eliminated without significant change to the
experimental results. .

Correctness vs. Number of
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Figure 17. Correctness plotted as a function of the number of processors for the
one-M ami many-a&aft scenarios.

7.4. Varying the input data set
The results from using the one-aircraft scenario highlight the difficulties in

measuring performance of a real-time system where inputs arrive over an interval instead of
in a batch. Before experimentation began, we hypothesized that the amount of achievable
speedup  from additional processors is a function of the amount of parallelism inherent in
the input data set. The results relative to this hypothesis are inconclusive. Figure 18 plots
the confutation latency against the number of processors for two input scenarios, the
many-aircraft scenario (30 tracks per scan) and the one-aircraft scenario (1 track per scan).
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Confirmation Latency vs. Number of
Processors for Different Scenarios
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Figure 18. Confirmation latency as a function of the number of processors varies
witb the input scenario.
The one-aircraft scenario displays two distinct operating modes me in which processor
availability and waiting time determines the latency, and another in which data can be
processed with little waiting.

The one-aircraft scenario displays interesting behavior: see Figure 18. While the
confirmation latency decreases from the l-processor to 4-processor  case, just as in the
many-aircraft scenario, there is distinctly different behavior for 16, 36 and 64 processor
cases, where the average latency is constant over this range. The key to understanding this
phenomenon is to realize that inputs to the system arrive periodically. The many-aircraft

- scenario generates approximately 800 reports comprising 70 radar tracks over a 200
millisecond duration. In contrast, the one-aircraft scenario generates approximately 1300
reports comprising 70 radar tracks over an 8 second duration. Thus, although the volume
of reports is roughly equivalent (800 versus 1300), the duration over which they enter the
system differs by a factor of 40 (0.2 seconds versus 8 seconds). In terms of radar tracks

$er second, which is a good measure of the object-creation workload, the many-aircraft
scenario produces data at a rate of 350 tracks per second, while the one-aircraft scenario
produces data at a rate of 8.8 tracks per second. This disparity causes the many-aircraft
scenario to keep the system busy, while the one-aircraft scenario meters a comparable
inflow of data over a much longer period, during which the system may become quiescent
while it awaits additional inputs.

The one-aircraft scenario displays two distinct operating modes: one in which
processor availability and waiting time determines the latency, and another in which data
can be processed with little waiting. For the l-processor and 4processor  cases, the system
cannot process the input workload as fast as it enters, causing work to back up. This
explains why the average confirmation latency for the 70 or so radar tracks is nearly as long
as the scenario itself: most of the latency is consumed in tasks waiting to be executed. In
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contrast, for the 16=processor, 36.processor  and 640processor cases, there are sufficient
computing resources available to allow work to be handled as fast as it enters the system.
This explains why the average latency bottoms out at 18 milliseconds, and also tends to
explain the small variance.

Recalling that this particular experiment sought to test the hypothesis that the
amount of achievable speedup  from additional processors is a function of the amount of
parallelism inherent in the input data set, we see that these experimental results cannot
con&n  or discon.fii this hypothesis. The problem lies in the design of the one-aircraft
input scenario. The reports should have been arranged to occur over the same 20
millisecond duration as in the many-aircraft scenario, instead of over an 8 second duration.
Had that been done, the two scentios  would present to the system comparable workloads
in terms of reports per second, but would differ internally in the degree to which sub-pm
of the problem can be solved concurrently.

The distinction between the one-aircraft and many-aircraft scenarios can be
described in Figure 19. This graph is an abstract representation of Figure 12 presented
earlier, and plots the input workload as a function of time. The many-aircraft scenario pre-
sents a high input workload over a very shc?rt duration, while the one-aircraft scenario
presents the same total workload spread out over a much longer interval. If we imagine the
dashed lines to represent the workload threshold for which an n-processor system is able to
keep up without causing waiting times to increase, we see that the many-aircraft scenario
exceeded the ability of the system to keep up even at the NO-processor ievel, but the one-
aircraft scenario caused the system to transition from not-able-to-keep-up to able-to-keep-
up somewhere between 4 and 16 processors. A more appropriate one-aircraft scenario,
then, is one that has the same input workload profile as the current many-aircraft scenario.
Such a scenario would allow an experiment to be performed that fixes the input workload
profile, which our experiment inadvertently varied, thereby contaminating its results.
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Figure 19.
scenarios.

Input workload versus time profiles shown ior two possible input

The workload tishold above which the work becomes incn:Angly backlogged varies
according to the number of processors.

8. Discussion

This section discusses how we achieved our experimental results using the concepts
developed in Section 4. Specifically, we focus on the relationships between problem
decomposition, speedup,  and achievement of correctness.

8.1. Decomposition and correctness
In this section we analyze the problem solving knowledge embodied in the data

association module. We use the dependence graph program to represent inherent
dependencies in the problem. This is contrasted with the Lamina implementation to shed
light on the rationale behind our design decisions. The goal is to identify the general
principles that govern the transition from a dependence graph program to a runnable
Lamina implementation.
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8.1.1. Assigning functions to objects
We obtained speedup from both independent handling of tracks, and possibly from

pipelining within a track, without the necessity to decompose the problem into the small
functional pieces suggested in Figures 9 and 10. One might be tempted to believe that a
direct translation of the nodes and edges of the dependence graphs into Lamina objects and
methods might yield the maximal speedup, but careful study of the dependencies in Figures
9 and 10 reveals that there is very little concurrency to be gained.

h Figure 9, the entire graph is dependent on the arrival of report Ri. For instance.
before a track is declared broken, the top-level “handle track” graph requires the arrival of
reports Rl, R2,...,Rlast. The leftmost add node needs Rl, and the remainder of the graph
is dependent on this node. The add node to the right of this one is dependent on the arrival
of R2, and the remaining right-hand subgraph is dependent on this node. Thrs pattern
holds for the entire graph, implying that computation may only proceed as far as
consecutive reports beginning with Rl have arrived. Thus, little concurrency may be
gained from the “handle uack” operation; in particular, no pipelining is possible because the
entire graph receives only one set of reports, Rl,...,Rlast. Figure 10 is similarly
dependent on sequential processing of reports. We conclude that lumping all of the
functions of Figures 9 and 10 into a small number of objects does not incur a great expense
in concurrency. Given the overhead costs associated with message sending and process
invocation, we speculate that one or two objects might yield the best possible design. In
fact, our design uses k+2 objects, where k is the number of times a track is declared
broken; k is typically fewer than three, giving us fewer than five objects for each “handle
track” graph.

The dependence graph program provides several useM insights regarding a good
problem decomposition. First, it justifies a decomposition that treats the “handle track”
function as primitive function, rather than a finer-grained decor;:position. Second, it clearly
shows the independence between tracks, suggesting a relatively painless problem
decomposition along these lines. Third, it shows the need to maintain consistent state
about which tracks have been seen, and those which have not, suggesting a decomposition
according to track id number, which is the approach that our Lamina program takes.

8.1.2. Why message order matters
A significant part of the Lamina concurrent program implements techniques to allow

a Lamina object receiving messages from a single sender to handle them (IS if they were
received in the order in which they were originally sent, without gaps the in the message
sequence. By doing this, we incur a performance cost because the receiver waits for arrival

of the next appropriate message. rather than immediately handling whatever has been
. received.

The dependence graphs help to justify such costs because the dependencies imply
ordering. Indeed, in preliminary work in a different framework. one author discovered that
when no explicit ordering constraints were imposed during Airtrac data association
processing, and tiri.er additional heuristics nor knowledge was used, incorrect
conclusions resulted in cases when the input data rate was high. The incorrect conclusions
arose fZom performing the line-fit computation on other reports different from the first three
consecutive reports. As such, the incorrectness reflected an interaction between message
disordering arising in CARE and the particular Airtrac knowledge, rather than the specific
problem solving framework. We believe, for instance, that similar incorrect conclusions
would arise in a Lamina program that did not explicitly reorder reports.
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We empha&e that although the particular problem that we studied showed strong
correctness benefits from imposing a strict ordering of reports, this should not be
interpreted as a claim that all problems need or require message ordering. As the
dependence graphs make strikingly clear, the very knowledge that we implement-dictates
ordering. Another problem may not require ordering, but require a strict message tagging
protocol, for instance. As a general approach, we believe that the programmer should
represent the given problem in dependence graph form, preferably explicitly, to expose the
required set of dependencies, and let the overall pattern of dependencies suggest the kinds
of decompositions and consistency requirements that might prove best.

8.1.3. Reports as values rather than objects
In the dependence graph program we repesent reports as values sent from node to

node. Similarly, in the Larnina implementation, we use a design where reports are values
sent from object to object. This works well because reports never change, enabling us to
treat reports as values. The cost of allowing an object to obtain the value of a report is a
fairly inespensive  one-way message, where value-passing is viewed as a monotonic
transfer of a predicate. This approach works because we know ahead of time which
objects need to read the value of a report, namely the objects that constitute the processing
pipeline.

Consider a second design where reports are represented as objects. In this scheme,
instead of a report being a value passing through a processing pipeline, we arrange for read
operations to be applied to an object. Conceptually these are identical problems, the only
difference being the frame of reference. In the first case, the datum moves through
processing stages requiring its value. In the case being considered here, the datum is
stationary, and it responds to requests to read its value. Thic  is attractive when it is not
known in advance which objects will need to read its value. The penalty is an additional
message required to request the object’s value, and the associ‘tted message receipt system
overhead.

A third design represents reports as objects, but replaces the read message in the
previous design with a request to perform a computation, and uses the object’s reply
message to convey the result of the computation. By arranging a set of reports in a linear
pipeline, we can allow the first report to send the results of its computation to the second
report, and so forth. This design is the dual of the first design because in this design we

- send a sequence of computation messages through a pipeline of report objects, whereas in
the f’ust design we send a sequence of report value messages through a pipeline of
computing objects. The designs differ in the grain-size of the problem decomposition;
since our problem has a small number of computations and a large number of reports, the
first design yields a small number of computing objects with many reports passing

I through, whereas the third design yields a large number of objects with a small number of
computation messages passing through.

In our design, namely the first design discussed, we choose to represent reports as
values sent to successive objects in a processing pipeline because our problem
decomposition tells us in advance the objects in a pipeline. Using this design minimizes the
number of messages required to accomplish our task, and uses a larger grain-size compared
to its dual.

8.1.4. Initialization
Our approach to initialization embodies the correctness conditions of Schlichting

and Schneider. Formally, we combine the use of monotonic predicates and predicate
transfer with acknowledgement.

37



During i,ni&Gzation  of our application, we create many objects, typically manages.
At run-time, these objects communicate among themselves, which requires that we collect
handles during creation, and distribute them after all creation is complete. Specifically, the
Main Manager collects handles during the creation phase; in essence, each created object
sends a monotonic predicate to the Main Manager asserting the value of its handle. The
invariant condition may be expressed as follows:

Itmriant (asserting own handle): “handle not sent” or “my handle is x”

The Main Manager detects the fact that all creation is complete when each of the
predetermined number of objects respond; at this point, it distributes a table containing all
the handles to each object. It waits until an acknowledgement is received from each object
before initiating subsequent problem solving activity. This is important because if the
Main Manager begins too soon, some object might not have the handle to another object
that it needs to communicate with. In essence, the table of handles is asserted by a
predicate transfer with acknowledgement. The invariant condition is described as follows:

Invariant (distributing table of handles):

“table not sent”

or “problem solving not initiated”

or “all acknowledgements received”

.
Main-manager

initiate
node

creation

.

return
own handle

Input-simulatorc

Input-handler-lc

Figure 20. Creating static objects &ring initialization.

Correctness is crucial du--Jlg initialization because a missing or incorrect handIe, or
a missing or improperly created object causes problems at run-time. These problems can
compound themselves, causing performance or correctness degradation to propagate. By
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using an initialization protocol that is guaranteed to be correct, these problems may be
avoided.

8.2. Other issues
8.2.1. Load balance

We define load balance  as how evenly the actual computational load is distributed
over the processors in an array over time. Processing load is balanced when each
processor has a mix of processes resident on it that makes all the processors equally busy.
If a balanced processing cannot be achieved, the overall performance of a multiprocessor
may not reflect the actual number of processors available to perform work due to poor load
balance. In our experimentation, we discovered the critical importance of a good load
balance algorithm.

We encountered two kinds of problems. The first problem deals with where to
plac _ a newly crc.lted object. Since we want to allocate objects to processors so as to
evenly distribute the load, and because we want to avoid the message overhead associated
with a centralized object/processor assignment facility, we focused on the class of
algorithms that make object-to-processor assignments based on i cul information available
to the processor creating the object. The second problem deals with how objects share
limited processor resources. It turns out, for instance, that extremely computation-
intensive objects can severely impair the performance of all +ier objects that share its
processor.

At one point in our experimentation, for instance, we observed a disappointing
value of unity for the s64/16 speedup factor, where we inst-3ad  expected a factor of 4.
Moreover, we noticed an extremely uneven mapping of processes to processors: the
approximately 200 objects created during the course of problem solving ended up crowded
on only 14 of the 64 available processors ! The culprit was the algorithm that decided
which neighboring processor should be chosen to place a new object. The algorithm
worked as follows. Beginning with the first object created by the system, a process-local
data structure. called a locale, is created that essentially records how many objects are
already located at every other processor in the processing array. When a new process is
spawned, the locale data structure is consulted to choose a processor that has the fewest
existing processes. This scheme works well when a single object creates all other objects
in the system; unfortunately in Airtrac many objects may create new objects.

Given the locale for any given process, when the process spawns a new process,
we arranged for the new process to inherit the locale of its parent. The idea is that we want
the new process to “know” as much as its parent did about where objects are already placed
Iin the array. This scheme fails because of the tree-like pattern of creations. Beginning with
the initial manager object at the root of the tree, any given object has inherited a locale
through all of its ancestors between itself and the root. Therefore the locale on a given
object will only know about other objects that were created by the ancestors of the object
before the locale was passed down to the next generation. Put another way, the locale on a
given object will not reflect creations that were perfotmed  n non-ancestor objects, or
creations that were performed on ancestor objects after the L&e was passed down. This
leads to extremely poor load balance.

The same problem occurs even if we define a single locale for each processor that is
shared over all processes residing on that processor. Unfortunately, that locale will only
know about other objects that were created by objects residing on that processor. That is,
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the locale on a given processor will not reflect creations that were performed by objects that
reside on other processors.

In contrast, ideal load balance occurs when each object knows about all creations
that have taken place in the past over the entire processing array. This ideal is extremely
difficult to achieve. First, we want to avoid using a single globally-shared data structure.
Second, finite message sending time makes it impossible for many objects performing
simultaneous object creation to access and update a globally-shared structure in a perfectly
consistent manner.

We changed to a “random’* load balance scheme which randomly selected a
processor in the processing array on which to create a new object wailperin 871.  Running
the base case on a 64 processor array with approximately 200 objects, we managed to use
nearly all the available processors. Processor utilization improved dramatically.

Random processor allocation gave us good performance. In fact, we can argue
from theoretical grounds that a random scheme is desirable. First, we deliberately
constrain the technique to avoid using global information that would need to be shared.
This immediately rules out any cooperative schemes that rely on sharing of information.
Second, any scheme that attempts to use local information available from a given number of
close neighbors and performs allocations locally faces the risk that some small
neighborhood in the processing array might be heavily used, leaving entire sections of the
array underutilized. We are left therefore, with the class of schemes that avoids use of
shared information but allows any processor to select any other processor in the entire
array. Given these constraints, a random scheme fits the criteria quite nicely and in fact
performed reasonably well.

Further experimentation revealed more problems. Manager objects have a
particularly high processing load because a very small number of objects (typically 5 to 9)
handles the entire flow of data. When a non-manager objects happens to reside on the
same processor as a manager object, its performance suffers. For example, a Radar Track
object is responsible for creating a Radar Track Segment object, and the time taken for the
create operation affects the confirmation performance. Unfortunately, any Radar Track
object that happens to be situated on the same processor as a manager object (e.g. Input
Handler, Radar .-rack Manager) gets very little processor time, and thereby contributes
significant creation times to the overall latency measure.-

Whereas in the random scheme the probability that a given processor will be chosen

for a new object is
1; for n processors, our modified random scheme does the following:

l If there are fewer static objects (e.g. managers) than processors, then place static
objects randomly, which can be thought of as sampling a random variable without
replacement. Place dynamically created objects uniformly on the processors that
have no static objects, this time sampling with replacement.

l If there are as many or more static objects than processors, then place roughly
equal numbers of static objects on each processor in the atray. Place dynamically
created objects uniformly over the entire array, sampling with replacement.

This scheme keeps the high processing load associated with manager objects from
degrading the performance of non-manager objects. This scheme performs well for our
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cases. We typically had from 5 to 9 static objects, approximately 150 dynamic objects, and
from 1 to 100 processors in the array.

There are other considerations that might lead to further improvement in load
balance performance that we did not pursue. These are listed below:

l Account for the fact that not all static objects need a dedicated processor. (In our
scheme, we gave each static object an entire processor to itself whenever possi-
ble .)

l Account for the fact that a processor that hosts one or more static objects may
still be a desirable location for a dynamically created object, although less so than
a processor without any static objects. (In our scheme, we assumed that any
processor with a static object should be avoided if possible.)

l Relocate objects dynamically based on load information gathered at run-time.

8 . 2 . 2 . Conclusion retraction
This section explores some of the thinking behind our approach toward

consistency, which is to make conclusions (e.g. confirmation, inactivation) only when they
were mre. This is an extremely conservative stance, and possibly incurs a loss in
concurrency and speedup. An alternative approach which might allow more concurrency is
to make conclusions that are not provably correct: the programmer would allow such
conclusions to be asserted, retracted and reasserted freely until a commitment regarding that
conclusion is made. Jefferson has explored this compuational  paradigm, known as virtuuf
time [Jefferson 851. The invariant condition describing the tnth value of a conclusion P
under such a scheme is shown below:

Invariant: “no commitment made” or “P is true”

In essence, this invariant condition says that the program may assert that P is true, but there
is no guarantee that P is true unless it is accompanied by a commitment to that fact. The
benefits of such an approach is that assertions may precede their corresponding
commitments by some time interval. This interval may be used 1) by the user of the system
in some fashion, or 2) by the program itself to engage in further exploratory computation

- that may be beneficial, perhaps in reducing computation later. In Airuac-Lamina, we did
not investigate the benefits from exploratory computation.

For the user of the system, he or she must decide how and when to act upon
uncommitted assertions rendered by the system. On one hand, the user could view
assertions as true statements even before a commitment is made, with the anticipation that a
retraction may be forthcoming. On the other hand, the user could vie .C an assertion as mre
only when accompanied by a commitment; this latter approach places emphasis on the
commitment, since only the commitment assures the truth of the conclusion.

We decided against using the scheme outlined here. As a technique to allow
concurrent programs to engage in exploratory computations, there might be some merit if
the power of such computations can be exploited. As a logical statement to the user of the
system, such an uncommitted conclusion is meaningless, since it may later be retracted. As
a probabilistic statement to the user of the system, a conclusion without commitment might
indicate some likelihood that the conclusion is uue. However, we believe that a better way
to handle probabilistic knowledge is to state it directly in the problem rather than in the
consistency conditions that characterize the solution technique. This unclear separation
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between domain knowledge and concurrent pro-g techniques steered us away from
the approach of making assertions with the posslbrllty  of subsequent retraction.

9 . Summary

Lamina programming is shaped by the target machine architecture. Lamina is
designed to run on a distributed-memory multiprocessor consisting of 10 to 1000 proces-
sors. Each processor is a computer with its own local memory and instruction stream.
There is no global shared memory; all processes communicate by message passing. This
target machine environment encourages a programming style that stresses performance
gains through problem decomposition, which allows many processors to be brought to
bear on a problem. The key is to distribute the processing load over replicated objects, and
to increase throughput by building pipelined sequences of objects that handle stages of
problem solving.

For the programmer, Lamina provides a concurrent object-oriented programming
model. Programming within Lamina has fundamental differences with respect to con-
ventional systems:

.

l Concurrent processes may execute during both object creation and message
sending.

l The time required to create an object is visible to the programmer.

l The time required to send a message is visible to the p:ogrammer.

l Messages may be received in a different order from w :?ich they were sent.

The many processes which must cooperate to accomplish the overall problem-
solving goal may execute simultaneously. The programmer-visible time delays are
significant within the Lamina paradigm because of the activities that may go on dving these
periods, and they exert a saong influence on the programming style.

This paper developed a set of concepts that allows us to understand and analyze the
a lessons that we learned in the design, implementation, and execution of a simulated real-

time application. We con5rrned the following experimental hypotheses:

l Performance of our concurrent program improves with additional processors, we
attain significant levels of speedup.

l Correctness of our concurrent program can be maintained despite a high degree of
problem decomposition and highly overloaded input data conditions.

An inappropriate design of our one-aircraft scenario precluded us from confirming
or disconfirming  the following experimental hypothesis:

l The amount of speedup we can achieve from additional processors is a function
of the amount of parallelism inherent in the input data set.

In building a simulated real-time application in Lamina, we focused on improving
performance of a data-driven problem drawn from the domain of real-time radar track
understanding, where the concern is throughput. We learned how to recognize the
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symptoms of throughput bottlenecks; our solution replicates objects and thereby improves
throughput. We applied concepts of pipelining and replication to decompose our problem
to obtain concurrency and speedup. We maintained a high level of correctness by applying
concepts  of consistency and mutual exclusion to analyze and implement the techniques of
monotonic pre&cate and predicate transfer with acknowledgements. We recogniied and
repaired load balance problems, discovering in the process that a modified random
processor selection scheme does fairly well.

The achievement of linear speedup up to 100 times that obtainable on a single
processor serves as an important validation of our concepts and techniques. We hope that
the concepts and techniques that we developed, as well as the lessons we learned through
our experiments, will be useful to others working in the field of symbolic parallel
processing. -
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