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ABSTRACT

The classical reliability nodel for N nodul ar redundancy
(NMR) assunmes the network to be failed when a majority of nodul es
whi ch drive the same voter fail. It has long been known that this
model is pessimstic since there are instances, termed conpensating
modul e failures, where a mgjority of the nmodules fail but the network
is nonfailed. A different mdule reliability nodel based on |ead
reliability is proposed which has the classical NWR reliability node
as a special case. It is shown that the standard procedure for altering
the classical nodel to take conpensating module failures into account
may predict a network reliability which is too low in some cases
and too high in others. It is also denonstrated that the inproved
model can increase the predicted mission time (the tine the system
is to operate at or above a given reliability) by 50% over the clas-

sical nodel prediction for a sinple network.
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| NTRODUCTI ON

New system designs for reliable conputers nust be explored
to neet the increasing demand for reliable conputing systens. In
order to select one design approach over another a nethod of conmpari-
son nust exist. One inportant method of conparison is the nodeling
of the systemreliability.

Modeling requires a mathematical or physical representation
whi ch incorporates the salient parameters of the npdel ed system[1].
A nodel is an inconplete representation of the subject under study.
To be of value, the nodeling technique must be convenient to apply
and must successfully predict the behavior of the subject under various
par anet er changes. If a reliability nmodel is accurate, then insights
can be gained as to how the systemreliability changes as a function
of the design paraneters.

A nodification to the classical reliability nodel for N-
nmodul ar redundancy (NVR) is presented and denonstrated to increase
the predicted mission tine (the tine the systemis to operate at or

above a given reliability) by 50% for a sinple network.



THE PROBLEM

NMR [2] is inplemented by dividing the nonredundant network
into nmodules, replicating the modules N times (where N =2t + 1 and
t is an integer), and inserting a majority gate between each set of
replicated nodules. Figure 1 depicts the inplenentation of a triple
nodul ar redundancy (TMR) version of a nultiple input, single output,
nonredundant nodule. TMR will be the nmajor topic of discussion
al though the procedures presented have straightforward applications
to the general case of NMR

Classically the reliability of the network in Fig. 1 is
model ed by assigning the nodules a reliability function, call it Rm (t),
or Rn]mﬁth tinme as an understood variable. The probability of nodule
failure is thus 1 - R - It is then assumed that the systemfails
when two or nore modules driving the same voter fail. For exanple
under this assunption there are four cases of nodule failures for
which the network of Fig. 1 does not fail: 1) no nodule failures,
2) only nmodule one fails, 3)only nodule two fails, and 4) only
modul e three fails. Summing over all four nonfailure situations
yields the following reliability nodel

Ri + 3Ri(1 - R) (1)

However, even though a module fails, the function it realizes
at its output may be very different fromthe function realized by sone
other failed nodule. Thus a majority of mpbdules could fail but the

system not fail since at any given instant of tinme the majority of
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Fig. 1. Cassical triple-nodular redundancy



nodul e outputs are in the correct state. And, in fact, there are a
substantial nunber of cases for any given nodule such that the network
could still realize its designed function even though two or nore
nmodules in a trio, such as Fig, 1, are considered failed under the
assunptions of the classical reliability nodel. For exanple, consider
two failed nodules for the network of Fig. 1. Assune nodul e one has
a permanent |ogical one on its output while nodule three has a

per manent | ogical zero output. The network will still realize its
desi gned function since the nonfailed nodule, nodule two, (whose
output can take on one of two states, |ogical one or |ogical zero)

and one of the two failed nodules will always be in agreenent for a
given instant of time. The voter will thus always see a ngjority

of inputs with the correct val ue. Such multiple nodule failures

which do not lead to network failures will be termed conmpensating

nodul e fail ures.

Addi ng these double, and even triple, nmodule failure cases
can often lead to a substantially higher predicted reliability for
the same network than for the classical reliability nodel. Wth a
better reliability nodel sone systens previously designed may be
found to be overdesigned for their specific mssion because an inade-
quate reliability nodel was used. Both in the real mof aerospace
where weight and power consunption are critical quantities, and the
conmercial world, where the dollar is king, such overdesigns are to

be avoi ded.

Modul e Failure Mode

Research in the area of testing and di agnosi ng conbi nati ona
and sequential logic circuitry has relied heavily on the |ogica

stuck-at-fault nodel [3]. This nodel assumes that nost or al



failures of interest in a logic circuit manifest thenselves as sone
line in the circuit taking on a constant |ogical value, either one

or zero. Now that algebraic structure which applies to the behavior
of networks in the presence of stuck-at faults has been devel oped [3],
the tools are available to fornulate and anal yze a new nmodule relia-
bility nodel.

The new nodel will assign a reliability function to each
lead in the network rather than each nmodule as in the classical
model . Lead reliability will be represented by R and the probability
of lead failure by 1 - R

Mich has been witten in defense of the stuck-at failure
nmodel [3]but a few words will now be devoted to justification of the
lead reliability nodel. In one study of IC failure nmechanisnms [L4] it
was found that about 50%0of the IC failures were directly related to
lead failures, either input leads or netalization on the chip itself.
A nore recent study also devel oped a 50% [5]figure while yet another
survey [6]indicated that 849 of the IC chip failures were directly
related to sone formof lead failure. What remaining proportion of
the failures could be nodeled as lead failures is an area for further
research.

Simlar to the classical npdel assumption that nodule failures
are statistically independent events, it wll also be assuned that
lead failures are statistically independent. If the major source
of IC failures after the production line testing and initial burn-in
period are associated with package leads or chip netalization, or can
be nodeled as lead failures, then this nmodel is very appropriate.

However, data on IC failure nechanisns and their |ogical effect is



difficult to find in the open literature and this is an area for
future research. Once the failure nmechanisns are understood, failure
and reliability nodels can be devel oped. A further advantage of the
lead reliability model is that it takes into account the increased
nunber of interconnections required for the massive redundancy version
of a nonredundant system Wring errors and off-chip interconnections
then may be the major source of failures.

The reliability model will now be formally presented. Figure
2 shows circuit schematics for a DTL and TTL gate. The block diagram
divides a logic gate into a common part and branch input parts. The
portions of the DIL and TTL gates to the left of the dotted |ine
represents the branch parts of the gates, that to the right the common
part. This is simlar to the gate nodel used by Jensen [7]. If
lead failure is the primary failure nmechani sm (through bounding or
sol der failures), the branch and conmon parts could be assumed to be
perfectly reliable. If not, the branch part reliability (such as a
diode failure in the DTL gate) would also be a factor in R Furt her -
more, the comon part reliability would be a factor in all the
reliabilities of the |leads the gate feeds.

One further assunption will be made. It will be assumed
that the reliability of a lead can be represented as a sum of the
reliabilities that the lead is not failed in a |ogical stuck-at-one
(s-a-1) node and that the lead isnot failed in a |ogical stuck-at-

zero (s-a-0 node; i.e.,

R

RIead ~Rsial + Rs.a.o

This nodel is not totally without precedence in the literature
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Klaschka [8] calculates gate reliabilities as a function of the gate
conmon parts open or short circuiting. The gate reliability used by
Jensen [7] is a function of gate common parts stuck-at zero or one
dependi ng on whether the output transistor shorts or opens and the

| ogical representation of these failures in the logic technol ogy used
as well as branch part failures.

So as not to unnecessarily conplicate the followi ng fornulation

it will be further assumed that s-a-I and s-a-0 faults are equally

likely. Thus:

s-a-l - Rsoa-0 = R/2
In practice this may not be the case and the nodifications necessary
to the following algorithmw |l be obvious. In essence, RS and

R need only retain their separate identities.

s-a-0

Ascertaining the Effect of Conpensating Mdule Failures on Reliability

Model i ng

Previous reliability nodels for TMR networks have assuned a
nodule reliability Rm and have witten the reliability of a sinple
serial cell such as Fig. 1 with perfect voters as:

= B3 e

Reell = Bp + 3Rm(1 - Rm)

Frequently (2) is rewitten to take into account the cases
where two nodules can fail so as to have conpensating effects at the

voter:



2 2
Reell = Ri " 3Rm(1 - Rm) + K(3 Rm) (1 - Rm) (

)
—

The Kin (3) is a probability formed by the ratio of the nunber of
ways in which, for a given cell, conpensating failures can occur
di vided by the nunber of ways any failure can occur. In the literature
[9] K has often been taken as 1/2. The value of K equal to 1/2is
commonly arrived at by assuming a failed mobdule is just as likely to
give an incorrect zero output as an incorrect one output. O the
four possible output conbinations fromtwo failed nodules (00, 01, 11, 10)
two, nanmely 01 and 10, are conpensating nodul e failures. Hence K -
2/4s = 1/2. That K = 1/2 doesn't hold for some typical nodule types
is shown by exanple in the next section, Thus if K-1/2is used,
(3) is no longer known to be a |ower bound for cell reliability in
the general case and sinply becones a "good guess". Wthout a careful
anal ysis the choice of any K (except K = 0) casts doubts as to whether
(3) is a |ower or upper bound.

Al faults will be assumed to be statistically independent
per manent stuck-at-I (s-a-1) and stuck-at-0 (s-a-O types [3].
Further, the nmodules are assumed to be irredundant so that any single
internal nodule fault will cause an inproper output for at |east one
set of inputs. Finally, it will be assumed that the cell has failed,
and thus the systemhas failed, as soon as it is possible for the
cell to give a wong response to any possible input conbination.
This excludes the situations where a cell fails but subsequent faults
within the cell restores the segnent to proper behavior. For exanpl e,
consi der a nodul e consisting of a single NOR gate. If one nodul e

had an output s-a-0 and another had an input s-a-1 the voter would



10

al ways see two or nore zeroes and produce a constant zero output.

Now i f the output of the second nodul e becane s-a-1 (a second interna
fault to that nodule) the voter would follow the healthy signal since
the faulty nodul es cancel each other's effects. The system would now
be functional

To nodel the faulty modules we will adopt the notation devel oped
in [3]. W will now denonstrate the evaluation of the replacenment for
the third termof (3);i.e., the case of two faulty nmodules in a TMR
cell.

1) Transform the logical circuit into the corresponding
| ogi cal nodel [3].

Consider Fig. 3 (a) where the nmpdule under study is a single
two input NAND gate. The logical nodel is a directed graph shown in
Fig. 3(b). It consists of a node for each network input and output in
addition to a labelled node for each gate.

2) Form the functional equival ence classes for
all single and multiple faults in the |ogica
nmodel [3].

A fault is said to be functional equivalent to another fault

if and only if the output function realized by the network with only
the first fault present is equal to the function realized when only
the second fault is present. For example, the faults a/o (the
notation /ﬁ/& means line 4 stuck at logical value i) or c/l cause
the NAND gate to yield a constant one output. Thus a/o and ¢/l are
functionally equivalent. Table 1 shows the fault classes and their
nenbers. Here A is the null fault and represents the fault free
network. The functional equival ence classes are assigned nunbers

arbitrarily.
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There exist certain conbinations of fault functions which,
when processed by a majority gate, yield the sanme output function as

the fault free network. These conbinations will be called supplenentary

classes and their formulation will be illustrated under the next step
of the algorithm
3) Enunerate the supplenmentary classes.

Ve will evaluate the replacenent for the third termin (3);
i.e., the case of two faulty nmodules in a TMR cell.

Thus each supplenmentary class will contain three menbers,
one of which will be the fault free function. The mgjority gate can
be considered to be a threshold gate with input weights 1 and threshold
of 2 [10].

In Table I (b) the Karnaugh maps represent the fault functions
for the faults ), a/l, and b/l respectively. The threshold map is
formed by summing the number of ones in each square of the Karnaugh
map (fundamental product) over all three nmaps. After applying the
threshol d value of two we get the voter output function. W continue
to try all possible conbinations of faulty function pairs until all
suppl enentary classes are fornmed. These are shown in Table 3(c)for
our exanple; the fault free function ) (nunber 1) is inplicitly a
menber of each supplementary class when two out of three (4) nodul es
are faulty.

In the last step a matrix E is used to actually evaluate the
replacenent for the third termin (3). El enent E; j of equival ence

H

class matrix E is the nunber of faults in equivalence class | (the

equi val ence cl asses were assigned nunbers under step 2)which are a
result of i leads in a nmodule failing, where i is terned the fault

multiplicity.
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L) Formthe termfor tw faulty nodules by use of

the equivalence class matrix E and the equation:

N

3] k-1
. - (3 10" E . E RIP-E(1r)k
Rr‘"%oéﬁié‘éd <2> = ( ;:1 ( 0, ' xf ,J)

¥ i,j such that (i,j) isa
suppl enentary cl ass 4)

where p is the nunber of leads in the module and k is the number
of line failures in the two failed nodul es

The devel opnent of step L4 is best given by an exanple. The
equi val ence class matrix for the NAND gate of Fig. 3is derived from
the entries in Table I(a) and is shown in Table 2.

There are 3ways to pick 2 nmodules to be faulty froma trio
whi ch accounts for the factor of 2 in (4). The inner sumis the
total nunber of ways a total of i line failures in the two nodul es
can still leave a cell working. Consi der the supplementary class

‘k,5)for which E; | =1 and E Hence there are 1°3 = 3

1,5 = 3
possible failures of the two faulty nodules due to a total of two
faults between the nodules yielding the constant 0 function in the
first module and the constant 1 function in the second which result
in the NAND function after passage through a nmgjority gate when the
other nodule is working. If the lead reliability is R the probability
of a s-a-0 or a s-a-1 is R 2. Since we only have two lead failures

out of a total of 3:-3=9gin the three nodul es, double faults from

the suppl ementary class (4,5)adds a term of

2

(3). 1 .1 3 R (1-Rr)
2



Table 2.

Nunber of
Fai | ed
Leads

The equivalence class matrix for the NAND gate of Fig. 3

Equi val ence C ass

1 2 3 b 5
0 1 0 0 0 0
1 0 1 1 1 3
2 0 0 0 5 7
3 0 0 0 L L

15
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to the reliability. The parameter k is the total number of failed
| eads currently under consideration. For our exanple of two failed
NAND nodul es (4) becomes:

<:3> [kQO/h)RY(l_R)E + (72/8)R(1-R)3 + (118/16)R%(1-R)"
2

+ (96/32)RA(I-R)5 + (32/6A)R3(1_R)61

The anal ogous equation to (4) for a single nmodule failure would

be:

3 p K 3p-k .
Rone fail ed :<1> N e Ey y - R (1-R) (5)
nodul e K= Vi

The procedure outlined above is easily nodifiable to handle
the case of three nodule failures. The sumin (4) would have an upper
bound on k of 3p and the inner sum would be a product of three

equi val ence class matrix entries:

=1
nodul es m=

p ki‘l Sl
k .
RThree failed ~ 23 1/2 1‘;2 (Em,h .El—m, i Ek-i ,J')
J

¥ h,i, such that (h,i,j) is a

suppl enentary cl ass

RIP-¥(1 )" (6)

Also, it is readily extendable to other multiple line redundancy

may not equal R | f

techni ques (NWR). In some instances R .
s s a0

al
such is the case, then the equivalence class nmatrix and equations
(4L,5,6)wi |l become nore conplicated since the faults nmust retain

sone of their separate identities. One way to achieve this is to nake
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the entries, E ., to the equivalence class matrix the probability of

1,
occurrence of fault multiplicity i in class j. Ei’j woul d be the
sum of the probabilities of the i nultiplicity faults in equivalence
class j. Equations (4,5,6) woul d becone sinpler, wthout factors in
R (I-R, and Q'k . In some logic fanmlies one type of |ogical stuck-
at fault may be nuch nore likely than the other. If so, Ry . ; could be

taken as approximately R and the fault equival ence classes forned
by considering s-a-i type faults only. The conparison of this relia-

bility nodel with the one of (2) and (3)wi |l now be undertaken.

Conparison of Modul e Dependent and Mdul e | ndependent Reliability_Mdels

If there are p leads in a nodule, then the nodule reliability,
Rm according to the nodul e-dependent reliability mdel or fault
equi val ent nodel just presented is rRP . For the case of fewer than
hal f the nodules failing in an NVR network, the classical module-

i ndependent reliability nodel gives a cell reliability of:

RT0) e

R i m

i
cel | (1- Rm)

1=0

It will now be shown that the first lE\I/?J terms of the nodule
dependent reliability nodel are identical to (7),the classical NWR
reliability nodel.

Theorem  The nodul e dependent reliability nodel proposed above has

the same formas (7) for [N/2] or fewer nodule failures.

N

Proof:  The probability of no nodule failures is (Rp)N = R, which is
the first termof (7).Now for any nunber of nodule failures |ess
than or equal to LN/@J, there is still a majority of working nodul es

and any failure configuration of a failed nodule's |ines would not
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cause system failure. So to conplete the proof of the theorem all
we need show is that the nodul e-independent failure probability

(1_Rn9 is equal to the nodul e-dependent cell failure probability.

2P

From (5)factoring out the term R™ which is the reliability

of two nonfailed nmodules and the ? term since the failed nodul e has
0
al ready been selected, the nodul e-dependent failure probability

becones:
P k p-k K
1/2°.E. . . R (1-R) (8)
s k, i
k=1 ¥oi
The Ekj,term considering the cases for all i, is 2k P since there
{ 0
\
are E ways to select k failed leads fromp. Each failed |ead
0
may be in one of two failure nodes, s-a-1 or s-a-0, which accounts
for the 2. Hence (8) becones:
P
S P (emte" (9)
=1 0

Addi ng and subtracting rP from (9)yields:

p
a kK _p-k
-Rp+(p) R+ N P (1m)f RPTT -
0 s k
=

p -k
RP o+ Z (i) (1-r)"* &P (10)
=0
The binomi al expansion formula is:
i r m-r m
z (’;‘)x o CT = (X4€) (11)
r=0
Using (11) in (10)gives:
p
_RP + Z i (1-R 5P % - _gP+ (R+ 1 -Rr)P
0

k:o - ..Rp + 1

= 1-R
m



which is the probability of npbdule failure using the nodul e i ndependent
reliability nodel.
Q.E.D.

Equations (2) and (3) with K = 1/2 were plotted in Fig, "
for a four level tree network consisting of 15 NAND gates. Perf ect
voters will be assumed to be positioned between all the cells in the
network exanples presented here. The effect of nonperfect voters
can easily be included. However, it is nore enlightening to assunme
perfect isolation between cells since our primary aimhere is to
conpare the different cell nodels w thout getting into the question
of effects due to voter reliability. The mpdul e dependent reliability
nodel devel oped here which considers 0,1,2, and 3 nodule failures is
al so shown. Figure 5 shows the difference between the reliability
model devel oped here and (2) and (3).

For convenience, the follow ng conventions wll be adopted
for all the graphs now to be presented. I'n graphs displaying system
reliability the fault equivalent nodel will be plotted as lines with
a dash followed by a dot. The nodified serial cell model (%@ wll
be a solid line while the serial cell (2) is represented by a dashed
['ine. For graphs depicting the difference in systemreliability for
the various nodels,, the difference between the fault equival ent nodel
and the nodified serial cell will be plotted as a solid line while
the difference between the fault equivalent nodel and the serial cell
nodel will appear as a dotted I|ine.

For this case (3) is a fairly good approxination, although a
bit pessimstic. Figure 6illustrates the nission tinme inprovement
for the fault equival ent nodel over the serial cell model for the 1%

NAND gate tree.

19
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The modified serial cell model with K =1/ wll be denon-
strated to be pessinmistic for some networks and optimstic for other
networks whose gates realize nmore conplex functions than the elenentary
AND, OR | NVERT functions. Since a reliability nodel which is
known to be a lower bound is more preferable than one whose behavior
is unknown, the serial cell nmodel was used for Figure 6. A 50%
increase in mssion time is obtainable by using the fault equivalent
model .

The reliability mdels for the same network realized in five
nodul ar redundancy are shown in Figure 7 and their difference in
Figure 8. For this case the factor K nodifying the three nodule
failure case is 6/8which was arrived at by assuning the only way
for the network to fail was if all three failed modul es agreed. If
all trios of outputs fromthe three failed nodules are equally likely
thenonly fout of 8do not lead to network failure. From Figure 7
we see that the nodified serial cell nodel is not quite so good as
before for this extrenely sinple exanple

Figure g(a) shows the logic diagram for a sinple tree structure
network and Figure 9(b)shows its logical nodel. The reliability
model s are conpared in Figure 10 and 11 for a TMR network consisting
of 13 of these cells arranged in three levels. K was selected as
1/2 in the nodified serial cell nodel. At R = 0.90the reliability
difference is 2.5% for the nodified serial cell nodel (3)and 21%
for the serial cell nodel (2). Figure gillustrates an | of about
1.5 for this network

Finally, Figure 12(a) depicts a four input exclusive OR
and Figure 12(b) displays its |ogical nodel. Figure 13 and 14 plot

thereliability curves for a é4bit parity tree utilizing the basic
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(a)

(v)

Fig. 9. The (a) gate realization and (b) the |ogical nodel for a tree
structure cell.
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12.
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(a)

The (a) gate realization and (b)
four input exclusive OR.

the |l ogica

nodel

for

a
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cell of Figure 12. Wile the nodified serial cell nodel was pessi-
mstic in the networks previously presented, it is very optimstic

for the parity tree and K = 1/2 can no |longer be assumed to yield a

| ower bound as is done in the literature. For R = 0.90 the difference
is alnost 20%. This points out the serious error the nodified serial
cell mdel could introduce if rmodeling IC networks whose basic cel

is a conplex function and whose mjor source of failure is the input

| eads.

The fault equivalence matrix is the conputational bottleneck
for the fault equivalent (nodule dependent) approach. The calcula-
tional conplexity, once the fault equivalence matrix is devel oped,

i s bounded by (p-nF)1 where p is the nunber of leads in the nodule,
n, is the number of fault equival ence classes, and i is the nunber
of failed nodul es under consideration. This is an upper bound since
e is the nunber of elements in the E matrix and in the worst case
every element in each E matrix representing a faulty nodule will
have to be multiplied by every other elenent in every other failed
module E matrix. A fornula for n. is given in [11]. This upper
bound will normally be very pessinmstic, For exanple, if two
modul es consisting of the two input NAND gate of Figure 3were to
fail, the upper bound predicts (2-5)2 = 100 mul tiplications when
only 36actual multiplications are needed.

In the nodul e independent approaches, a reliability function
Rm, for the nmodul e was assuned. R must in turn be calculated. The
fault equival ent nodel combines the conputation of ﬁ]mjth the computa-

tion of the systemreliability. In fact, the same lead failure

model m ght be used in devel opi ng R in the modul e independent approach
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Currently, research is underway to calculate the nunber of
equi val ence classes for an arbitrary network [11]. The task of devel oping
the E matrix could also be aided by research into the size of
equi val ence classes. Also note that not all faults need be explicitly
listed since some faults dominate other faults [12]. Consider faults with ¢/0
as a conmponent (such as a/1,b/0,c/0) that will realize the same fault function
as ¢/Q  The nunmber of triple faults realizing the constant 0 output
function is rapidly calculated as 2.2 = 4 since line a can be stuck
at either 0 or 1 without affecting the output function and |ikew se
for line b. Another way to cut down the conputation is to consider
only single line faults. This yields a slightly pessinistic relia-
bility prediction since it assumes the only way a nodule can fail is
via a single line stuck-at fault. Yet it may be entirely adequate
for the desired application, especially if the line reliability is very

high. This latter condition should hold for mpst cases.

CONCLUSI ONS

W have seen that the classical nodel for nodeling the
reliability of multiple line redundancy techniques may be inadequate.
The use of the fault equivalent mdel could produce a nore accurate
prediction of systemreliability over wide ranges of nodule relia-
bility for conplex networks. The new nodul e dependent reliability
model could be of increased inportance to the network designer if
the mgjority of IC failure nmechani sns becone representable as line

failures.
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