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ABSTRACT

Mul tilevel menory hierarchies are attractive from the point of view
of cost-performance. However, they present far greater problenms than
two-level hierarchies when it cones to anal ytic performance eval uation
This may be attributed to two factors: firstly, the page size (or the
unit of information transfer between two levels) varies with the level in
the hierarchy, and, secondly, the request streans that the |ower (slower)
level s see are the fault streanms out of the immediately higher levels
Therefore, the request stream seen by each level is not necessarily the
same as the one generated by the processor. Since the performance depends
directly upon the properties of the request stream this poses a problem

A model for program behavior, which explicitly characterizes the
spatial locality of the program is proposed and validated. It is shown
that the spatial locality of a programis an invariant of the hierarchy when
characterized in this manner. This invariance is used to solve the first
probl em stated--that of the varying page sizes. An approximate technique is
advanced for the characterization of the fault stream as a function of the
request stream and the capacity of the level. A procedure is then outlined
for evaluating the performance of a nultilevel hierarchy analytically.






. INTRODUCTION

A sizeable body of literature exists in the areas of
menory performance analysis and the modelling of progran
behavior . However, with but a few exceptions [MATT70,
SLUT72, GEcs74] all extant techniques are suitable only for
use with two-level nenory structures (Fig.1). In such a
memory System all information that is not available at the
hi gher (faster) level is assumed to be available at the
| ower |evel. This type of structure accurately reflected
nmost of the earlier conputer system and, for that mtter,
a~ mmjority of the present ones. However, with the gr owi ng
disparity between the speeds of processor and menory
technology, it is reasonable to assune that multi-|evel
menory hierarchies will become increasingly popular. In a
mul ti-level hierarchy, each level is slower and larger than
t he leveli medi ately above it. If an item of information
is not found at a particular level, the request will be
handed down to t he next, lower level, which, in turn, if
unable t o provide the item, will hand it down to the next
level (Fig.2). In such a hierarchy, each level will see a
different request stream Accordingly, each level wll,

Fenerally, manage itself independently of the others.



Such a configuration nay be expected to be cost-effective
if algorithns can be devised to manage the hierarchy, so
that, at any instant, the information, nost likely to be
.peferenced, is present at the highest level. The second
| evel should, ideally, ~contain that information which has
the greatest probability of being requested by the highest
level, i.e. the infornation requested by the processor but

not present in the first |evel.

El owever, nulti-level hierarchies present problens of
greater conplexity when it cones to performance analysis.
The performance of a nenory hierarchy may be eval uated
-eitﬁer by sinulation or by analysis. Sinulation is the nore
accurate technique but is very expensive in conputer tine
since it requires a new sinulation run for every conbination
of paraneters. Analytic techniques can be nore flexible if
the nodel s used contain the necessary information. Herein
lies the crux of the problemin relation to nulti-Ievel
hi erarchi es. Before elaborating on this point further, it
Is worthwhile to examne the structure of existing nodel s
‘and to outline the requirenents for nodels suitable for

mul ti-1evel analysis.
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Il MODELS OF PROGRAM BEHAVI OR

Anal ytic methods hinge upon the existence of two nodels:

7. A nodel for program behavior, and

2. A nodel for the structure of the menory.

The probl em of modelling the structure of the nmenory wll
not be considered here. A fully associative structure will

be assumed throughout for for every |evel.

The entire behavior of the programin question is
contained in the string of references that it nakes to the
menory in the course of its execution. The entire string
could, concei vably, be considered to be the model (and this
is the case wth simlation). A successful nodel for
analytic purposes manages to condense the  volune of
statistics without losing the necessary information. Mdels
of proesram behavior differ in their assunptions of what is

rel evant,

It is now, generally, agreed that the good nodels are
those that capture that aspect of program behavi or known as
"locality" [DENN68, DENN70]. Locality is the tendency of
programs to concentrate their references over any given
interval of time, to a subset of the paces of the program
and for this subset to change rather slowy with time. As a

consequence of this observation, two rather closely related



model s, the Least-Recently-Used Stack Mdel [SHEM66, COFF73]
and the Working Set Model [DENN68, DENN72], have been
proposed. Both are based on the assunption that the nore
recently that a page has been referenced the greater is the
probability that the next reference will be toit. If the
probabilty of reference is a sharply decreasing function of
tine since last reference, it is easy to see that references
tend to get concentrated in the small subset of the nost
recently referenced pages. Thus, the property of locality
has been captured. The two nodels differ only in the method
of specifying the reference probability as a function of the
"recency" oOf last reference. Whereas in the Wrking Set
tlodel (WSM) the probability is given as a function of tine
since last reference, in the Least-Recently-Used Stack Mbdel
(LRUSH), the probability is given as a function of the
nunber of distinct references since the last reference to
the page in question. The fornmer is nore suitable for
analyzing the fault rate with variable menory allocation and
the latter is nore suited to analyzing fixed menory
allocation policies. Both nodels are capable of predicting
the fault rate for any given nmenory allocation (averare
allocation in the <case of the wsM and fixed allocation in
the case of the LRUSM). HMore recently, a nodified version
o-f  the Independent Reference Ilodel, which denonstrates

| ocality, has been proposed and validated [BASKT75].



AN

Al these nodels are well suited to the two-level case,
where the page size, i.e., the unit of transfer between the
two levels, is fixed, but they are unable to cope wth
nuiti-level hierarchies in which the unit of transfer varies
as one descends in the hierarchy. The reason for this lies
in the fact that no information has been retained about the
rel ationship between co-pages (i.e. pages which belong to
the same larger page). We shall consider this problem in

greater detail in the next section.



1. PROPERTILEs OF A MODEL FOR ElI ULTI - LEVEL H ERARCHI ES

On re-examning the definition of locality, upon which
these nodels are based, we see that a page Size has been
implicitly assuned. Only by so doing, can we in the LRUSM
speak of t he number of distinct pages referenced.
Qoviously, this number will depend upon the size of the
pages. Again, in the WM the probability of referencing a

page will depend upon its size.

A model should be able to predict the effect upon
performance of changing the page size. Intuitively, a
: Iargé? page size is advantageous if both halves of the page
tend to get referenced fairly close together in tine. If
this is not the case, it is preferable to stay with half the
page size, since fetching a 1larger page corresponds to
fetching two pages of half the size, one of which is not
used during the period of its residency in the nenory |evel.
It can be seen that the efficacy of a 1larpe page Size
depends upon the time scale -- in this case the period of
resi dency of the page in the level before being displaced.
The property of locality in the context of variable page

sizes is rather confusing, and it can give rise to anomalous

behavior [HATF72].



It has been suggested that the property of locality be
split into two conponents -- tenporal locality and spatia
| ocal ity [1ADNT2]. Temporal locality is the property
whereby a high probability exists that a papge, once
referenced, Wl be referenced shortly thereafter. Spati al
| ocality, on the other hand, is said to exist if there is a
high probability that pages close to the page currently
being referenced, will be referenced within a short tinme. A
high degree of tenporal locality indicates a low fault rate
with the LRU or ws replacement algorithns. A high degree of
spatial locality suggests that doubling the page size night
inprove paging performance. These two properties may be

defined more formally as follows:

The Temporal Locality of a programis characterized by
the probability function F(t) where
F(t) oProb[ page i is referenced at time x+t | page

was | ast referenced at tine x]J.

The Spatial Locality of a program is characterized by the
probability function G(d,t) where
G(d,t) = Prob[ page i +d is referenced at tine x+t |

page i was last referenced at time x].

These definitions can be used to construct a nodel of

program behavi or. The nodel consists of the two funtions



F(t) and G(d,t). (It nmay be noted that F(t) is nothing
ot her than G(0,t)). However, this nodel requires an
extremely | arge nunber of measurements and is analytically
iptractable. The fact of the matter is that it contains too
much information to permt easy manipulation. Since we are,
general |y, interested in just a subset of all possible page
sizes (powers of 2), it should be possible to do away with
much of this information wthout conmpromsing the utility of

t he nodel .

In the above definition of tenporal locality, F(t) for a
particular pape size is dependent upon the tenmporal and
spatfél properties of the program for half the page size.
Wen evaluating the performance of a hierarchy, this is
undesirable.  The tenporal locality of a program will,
generally, vary with the level in the hierarchy. An item of
information that has just been referenced in a particular
level is very unlikely to be referenced apain in a short
time even though the program nakes repeated references to
it. This is because a copy of that information exists at a
higher |evel and, consequently, references will not filter
down to the lower level. As a result, the spatial |ocality
of the program woul d have to be neasured at every level. It
woul d be far Dbetter if the nodel of spatial locality were
such that it was a function of only the program and not of

the level in the hierarchy. In other words, the spatial



l ocality should be modelled such that it is an invariant in

the hierarchy.

o The tenporal locality, on the other hand, will, nost
definitely, be a function of the level in the hierarchy. It
shoul d not, however, be characterized so as to be a function

of the spatial locality.

Accordingly, the tenporal locality nmust be characterized
in terms of the smallest wunit of information that the
processor is capable of requesting. This might be larger
t%gn the smallest addressable unit. This is the "natural”
chéice by default, a smaller page sSize being meaningless.
The spatial locality nmust be characterized by some property
which is a function of page size, but is invariant with the

l evel in the hierarchy.

Once this has been done, there is but one problem that
remains to be solved. As has been noted, the fault stream
out of one level (the request streamfor the lower level) is

~different from the request streamto the Ilevel. The
difference is mainly in the tenporal locality of the two
streans. A nethod nust exist for deriving the nmodel for the
fault stream given the model for the request stream and the

paranmeters of the menory |evel
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We are now in a position to specify the properties of a
model suitable for analyzing a nultilevel hierarchy:

1. It should characterize the tenporal locality of a
program in a formthat is tractable for analysis of fault
rates and do so in such a manner that it is independent of
the spatial locality of the progran.

2. It should characterize the spatial locality of the
programin a formthat permts easy transformations from one
page Size to another and should do so in ternms of a property
that is invariant in the hierarchy.

3. The nodel should be capable of characterizing the
fault stream given the paraneters of the level under

consideration.

L, The nodel should be flexible and perm t the
eval uation of hierarchies enploying all types of nenory

managenent policies.



A

I
THE STACK WORKI NG SET MODEL

The proposed nodel meets the first two requirements quite
satisfactorily. It is not as successful in predicting the
fault stream The nmodel is alnost totally inflexible in
that it is only able to analyze hierarchies that use the LRU
or the ws replacenent policies. In the context of fixed
al location policies, this is not a very great handicap since
LRU is about the best, inplenentable algorithm Many
systens use either LRU or some variant. The same mght be
said for the W replacenent policy in the context of
variable allocation. In its current version, the proposed
model assumes that a store-through policy is used, i.e.,
every store request ripples all the way down the hierarchy,
updating all copies of the information. Consequently, a
di spl aced page need not be witten back and can, nerely, be

del et ed.

The LRU Stack Model is the best choice for a nodel if the
menory  managenent policy is demand-f et ch and LRU
repl acement.  The LRUS!M is obtained by making neasurements
on the reference string of the program and by recording the
nunber of times the referenced block was in each position of
the LRU stack [MATT70]. By nornalizing these counts wth
respect to the total nunber of references nade by the

program, We obtain the probability that the referenced page
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is at a particular position in the stack. Let P(1;b) be the
probability that the referenced page (of size b bytes) is
found at position 1 in the stack. The position in the stack
is, normally, referred to as the distance in the stack. The
distance, 1, will be measured in units of a byte, and is the
mnimn size of a level (in bytes) that can contain the
referenced page and all the pages that are above it in the
LRU st ack. (Note that in the literature, 1 is neasured in
units of a page. In our case this would not be appropriate,
since the page size is a variable and cannot serve as a

common yardsti ck).

The fault rate in a menory of size 1 is given by the
probability that the current reference is to a page that is

at a distance greater than 1. Thus, the fault rate

1
M(1l;b) = 1- £ P(i;b) (1)
i=1

The assunptions nade by the LRUSM are t hat the
probability that the next reference will be to position 1 is
equal to P(1;b), is independent of the previous requests and
is independent of which pageis currently in position 1.
This last assunption is equivalent to the assunption that
all pages are statistically identical in their behavior. As

we shall see, this limts the flexibility of the nodel, for
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in fact, pages do not behave identically. Replacing the
i ndividualistic behavior of each page by an average behavi or
results in a loss of information. However, since the fault
rate of a program as neasured over a large interval of
tine, is itself an average behavior, the LRUSMis accurate
in this respect. But it is totally unable to predict the

dynam ¢ behavi or of the program

We see that the LRUSM iS a good predictor of tenporal
| ocality. But the LRust for any one page size is unable to
predict the fault rate for any other page size, since no
information has been retained, for each page, about the
behavior of its co- page (buddy). One mght suspect that the
set of LRU statistics for all the page sizes of interest,
would contain the necessary infornation. This is, in fact,
the case. However, since the LRU statistics for any page
size are a function of the tenporal locality, as well as of
the spatial locality, they are not invariant in t he
hi erarchy. The spatial locality has as yet to be extracted

in a formindependent of the tenporal locality.

We first introduce the concept of the Stack Working Set.
Let us consider a programwhich has built up a working set
of N pages. Under the assunptions of the LRUSM, the
expected time to the next fault is 1/t(nbsb). Time wll,

throughout, be neasured in terms of the nunber of nmenory
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references made by the processor. Therefore, the average
time it takes to build up a working set of n+1 pages from
the tine that it had a working set of n pages is 1/M(nb;b).
Tpe time taken for a program to build up a working set of n

pages, assumng it started with a null working set, is then

gi ven by

1
T(nb;b) = ) ~------ (2)
25 M(ib;b)

i=0

where 1(0;b) = 1. (Figs.3,4,5)

T(1l;b)is a function which exists only for wvalues of 1
such that 1 = nb where nis an integer. Let us assume that
T(1l;b) is defined for non-integer values of n by suitable

i nterpolation. The inverse function L(t;b) can then be

defi ned such that
T(L(t;b)) =t and L(T(1;b)) = 1, (3)

where t is the time taken to build up the working set

(Fig.6).

L(t;b)is, in some sense, analogous to the working set

that would be built up by Denning’s working set nodel with a



-~
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wi ndow size of t. However, being derived fromthe LRU
statistics, it is not identical. Denning’s WSM gives the
average working set built up in timet, whereas L(t;b)
relates the average tine t required to build up a working
set of a given size. Since L(t;b)is obtained fromthe LRU
Stack nmodel, this will be referred to as the Stack Wrking
Set . Gven the function L(t;b), T(1;b) can be obtai ned,
by inverse interpolation. Having obtained T(1;b), 1/M(1;b)

and, hence, M(1l;b) can be deduced.

Spatial locality is characterized by formalizing the
concept of the nenory "wastage" incurred in increasing the
pé}é size. Accordingly, the spatial locality of a program

is characterized by the function
S(13b,,b,) whi ch i s defined such that

L(t;b,) = S( L(t;b,)5b,,bs ) (4)

wher e b1,b2 are the page sizes, and b,<b,.

S(1;b,,b,) i ndi cates the average size of the working set
built up with a page size of b, as a function of the averare
size of the working set built up over the sane period of

tinme with a bl ock size of b,.
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Based on the intuitive notion that the amount of
"wastage" incurred in going fromone page size to another is
a function of only the program and is, therefore, invariant

in the hierarchy, we hypot hesi ze that S(l;b1,b ) is an

2
invariant in the hierarchy.

If the hypothesis is correct, since S(1;b,,b,) I s
invariant we can, given M(1;b,) at any |l evel , calcul ate

M(l;bz)for the sanme level. S(1;b ) for any |evel can be

1202
obtained fromthe set of LRU statistics for all the page
sizes of interest at level 1. Thus, the conplete set of LRU
statistics (for all page sizes) for a program do, indeed,
contain all the information necessary to characterize both

the tenporal and spatial locality of the program

The hypothesis regarding the invariance of the spatial
locality function, S(l;b1,b2), remains to be validated.
This is best done by predicting M(15b,) analytically and
comparing it wth the neasured function. The conputation
involved is, however, quite [laborious. A nore el egant
technique wll first be derived and this will be used to

val i date the hypothesis.



THEOREM 1.

locality

function,
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Under the assunption of an invariant spatial

the fault rate functions for the request

streans to levels 1and k, and for page Sizes b1 and b,,

.~ related by the follow ng equation:

Then, by Eans.3,4,

.
=

T(l1;b1) =t,

T(1l.:b -t and

2305)

12 Q 0(11;b1,b2)

Differentiating on both sides with respect to t we get,

dl, | d8(ly3by,b5) , dl

dt dl, dt

But t = T(1,5b,) = T(1,;b,) and therefore,

are

(5)
(6)

(7)

(9)

(10)
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B A S (12)

dt dT(l1;b1)
Since dT(l1;b1)/dl1 u1/(M(l1;b1)*b1) and (13)
dt(lg;bz)/dl2 = 1/(H(12;b2)*b2) (14)

we obtain the relation

yDay
M(12;b2) = H(l1;b1) * ____1__1__.... % - (15)
dl b
1 2
or,
M(1,5b,) ds(l,;b. ,b b
___g_’__g_ [=] jfxjfti"ti"lﬂ’i"ti"tlti"‘i"i"i‘z )* 5'@1 (16)
H(1,5b,) d1, b,

At this point we introduce sone additional nomenclature.
Let 11, (15b) be the fault probability function for the
request streamto the k-th level in the hierarchy, and for a
page size of b. Then, if the spatial locality function is,

tndeed, an invariant, we have

......... . T Ui -y (17)
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"This leads us to the final eauation

M, (1,5b,) M (1.5b.)
5'\55'\5’\525’\:’\:\25” Q —Li.._l,—-.l_ ( 1 8 )
- M1(12;b2) H1(l1;b1)

Si nce 1, and 1, are related by the spatial locality

function in the follow ng manner:
12 = S(1;5b,,b,5),

and since 1,(15b) I's known by neasurenment for all b, we can

calcul ate Plk(l ).

= -

2;b2) if we are given Mk(l1;b1

In a later section we present results which denonstrate
the accuracy of the predicted curves when conpared with the
measured curves. This validates the hypothesis that the
spatial locality function, as defined by the Stack Wrking

Set tlodel is invariant in the hierarchy.

We Wl now nmodel the fault streamout of a level (the

- request stream to the next level) given the request stream
into the level. The size of the level is n pages of size b
byt es. The level is assuned to be fully associative. This
is done in Theorem 4, Theorens 2 and 3are stated since they

are necessary for the proof of Theorem 4.
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THEOREN 2. The average tinme taken by a page to drop out
of a level of size n pages with a page size of b bytes
(using LRU replacenent) measured fromthe instant it |ast

was referenced is given by

PROOF: This follows quite sinply fromthe Stack Wrking
Set concept. A page is displaced, under LRU replacenent, if
n distinct pages are referenced fromthe time it was |ast
referenced. The average tinme taken to reference n distinct
pages 1s, precisely, the average time taken to build up a
working set of n pages. This was earlier defined to be

T(nb;b). Therefore,
!
V(inb;b) = T(nb;b) = }E: """ (19)

A nmore rigorous proof is given in the Appendi x.
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THEOREM 3. The average time of residency of a pare in a
menory of size n pages, neasured fromthe time it is fetched
from the lower level to the time that it is displaced from

the level in question, is given by

W{nb;b) = -=-----

PROCF: We shall use a Uarkov chain to derive this

result. Let the state of the Markov chain be given by the
position of the "marked" pare in the LRU stack. Thus, the
state is i if the marked page is in position i of the LRU
§¥ack If a page is in position i at tinme t, at tine t+1it
will be in position 1if it is referenced, positioni if a

page above it in the stack is referenced and in position i+l
if a page below it in the stack is referenced. The
probabilities of these three occurences are given by
P(ib;b), 1-M((i=1)b;b) and M(ib;b) respectively. The
transition graph for this chain is shown in Fig.7 and the
transition natrix, B, is givenin Fig.8 . By inspection it

is clear that the chain is aperiodic and irreducible.

The state ntl corresponds to the vpage having been
-displaced fromthe level. State n+1isS absorbing, for we
are interested in examining the average residency of the

page for one visit to the |evel.
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Let x(t;i) be the probability that the chain IS In
state i at tinet, where t is measured from the instant that
the page is fetched to the level. Therefore, x(1;1)=1.

~A'so, define the probability vector

X(t) = [ x(t;1), x(t32),c.unnn. , x(t;n+1) ] (20)
Ther ef or e,
X(1) o [ 1,0,0,..... ,0 ] (21)

Let r(t;i) be the average tinme spent in state i over the

. interval [1,t]. Then, define the vector

R(t) = [ r(t;1), r(t;2),cveenn. , r(t;n+1) 7. (22)
Ther ef or e,
t
R(t) = r X(3) (23)
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Since X(t) = X(t-1) # B, we have (24)
t
R(t) = £ oX(§) = X(1) + X(1)*B + X(1)*B® 4...
j=1
+ x(1)*pt-T (25)

By letting t tend to infinity we ensure that the process

Is absorbed by state n+l, i.e. the page is displaced. Let
R(t) => Ry ¢ and (26)
X(t) => X, pra8 t > infinity. (27)

Ri ¢ Fepresents the average time spent by the page in

each of the n positions in the stack corresponding to the

level. We have

=X(1)+X(1)¥B+. . . . ... (28)
o (29)

Ri nf

Subtracting, we get

R #(I-B) = X(1) - Xiq (30)

inf f
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but since state n+l is the only absorbing state,

Xipp = [ 0,0,...,0,7 1. (31)
m;nd si nce
X(1) = [ 1,0,0,....,0 ] (32)
we have
Ry *(1-B) = [1,0,0,....,0,-1] (33)

The matrix (1-B) is shown in Fig.9. We obtain the

follow ng set of equations:

Hib;b)*{ r, o(2) = r. (1)} =0

M(2b;b)#*{ rinf(S) -r (2) 1} =0

inf

1H( (n=1)b;b)*{ r. (n) - rinf(n—1) } =0

nf
. * =
M(nb;b) rinf(n) 1

The only solution to this set of equations is

r (i) = 1/M(nb;b) for all 1<=i<=n. (34)

inf
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Consequently, the total average residency is given by

n n
W(nb;b) = fr, (i) = =-=----- (35)
j=1 inf M(nb;b)

W are now in a position to derive an approxinmate nodel
for the fault stream out of a level. For the sake of
clarity, the notation will be abbreviated by omtting the
par anet er which specifies the page size. It wll be

understood that the page size throughout the follow ng
analysis is b bytes.
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Theorem 4. Under the assunption that all pages have

i dentical behavior, and if W, (nb;b) and Vk(nb;b) are treated
as exact rather than as average times of residency, then if
_the request streamto level Kk iI's characterized by
M, (1), and the size of the level is n pages, then the

fault streamis characterized by

Hk+1(l) = Mk(nb) for 1 < nb

Hk(l) for 1 >=nb
PROOF: Let
1 dL(t)
- Q(t) = - * cecuc and (36)
h dt
dQ(t)
F(t) = - ===-- (37)
dt

F(t) is the the probability that length of the interval
between two successive references to any given page is t
[DENNT2]. Qt) is the fault probability corresponding to

the size of the stack working set built up over a period t.
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Note:

Q(t) = MN(L(¢t (38)
and

”(nb) a +(T(nb)) (39)

Let F (t) and Q (t) correspond to the request stream to
| evel Kk, and F__, (t) and Q1 (t) correspond to the fault
strean.

For notational convenience, W, (nb;b) and V, (nb;b) wi |
often be referred to as W, and VK, without introducing any

ambi gui ty.

A page cannot be referenced at level k+l if a copy is
present at level k, for the reference will be intercepted by

|l evel k. Therefore, for t < W, (nb) (as defined in Theor.3),

Fk+1(t) =0 (40)

If t >= W, (nb) then the page is no longer present in

level k. By Theor. 2, the marked page was referenced vV, (nb



time wunits before the time that
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it was displaced from |evel

k (Fig.10). Therefore, for t >-= wk(nb),

B L(t) = F(t - W

k+1

k TV

Therefore, we have

Ek+1

Si nce,

k+1

(¢) =0

F(t - Wk + Vk

by definition,
t
() = - [F,, 0
0

t
- Jde
0

)

)

Frer(t) o

dx

t

for t < W (42)

for t >= W (43)

- ko+1(t)/dt, we have

(44)

for t < L

and @, (i) = JF (x -0 +v) dx for e, (45)

W

k
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Now, since every fault in level kis also a fault at

| evel k+l if the working set size at k+l is O,
Qk+1(0) = Hk(nb) (46)
But by Egn.39,

M, (nb) = Qk(Tk(nb)) (47)

N

And since, by Egn.19,

Vk(nb) = Tk(nb) (48)
we have
Qk+1(0) = Qk(vk) (49)

Substituting Y =X - R K +Vk in Eqn. 45 and using Eqn.49

wve get,

L1(t) = Q (Vk) for t < W

and Q (V() - “/E%y) dy for t >= W, . (50)
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Ther ef or e,

Q, () = Q (V)

k+1

o Q. (t =W +V,)

Next, since by definition Q(t) =

t < W

L\’
>= W, .

(51)

[/b * aL(1)/dt we have

t
Lk+1(t) = jrb*Qk+1(x) dx t < W, (52)
0
t
Lk+1(t) = Jfb*Qk(Vk) dx t < W
0
t
and Lk+1(wk) +Jfb*Qk(x -wk +vk) dx t >=wk (53)
W,
Therefore, since Lk+1(o) =0,
Lk+1(t) = b*Qk(Vk)*t t < wk,
b# k( k)*w +Lk(t -wk +vk) -Lk(vk) t >= W,

(54)
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But since by Egns.19,3,35,39,

Lk(Vk) = Lk(Tk(nb))u nb, and

wk(nb) = n/Mk(nb)

Qk(vk) = Qk(Tk(nb)) = Mk(nb),

we have,

= b ¥} *
Ly, (E) = Db (nb)¥t

Lk(t -Wk +Vk

Therefore, for t < W, we have

k

L q(t) <= nb, and
and by Egn .38

(Lyq (8) = Q4 (8)

Mt (b

by Eqgn. 51,

Uit (B = V),

by Egn.19,

Q (V) = Q. (T, (nb)),

<

t >= W, .

(55)
(56)
(57)

(58)

(59)

(60)

(61)

(62)
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and by Egn. 39,

Qk(Tk(nb)) = Mk(nb)

_Therefore,

Mk+1(Lk+1(t)) :Mk(nb)

i.e. MkH (1) = Mk(nb) for 1 < nb

For t >= wk we have

Lk+1(t) >= nb, and

by Eqgn. 38,

Q (L (t))

(t) =M 1 CLhy

k+1

Since by Egn.51
(t)

-

Q

Q (t -W +Vk) and

k+1 k k

and by Eqgn. 58,

L (8) = L (b =W +V))

Therefore, by Eqgn. 67,

Qk(t -Wk +Vk) = ”k+1(Lk(t --Wk

+Vk))

(63)

(64)

(65)

(66)

(67)

(68)

(69)

(70)
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But, by Eqn-38y

Qk(t ~W, 4V ) = Mk(Lk(t =W, +vk)) (71)

1)
., Therefore, fromEgns.69,70,

Hk+1(l) = Mk(l) for 1 >= nb (72)
ile now have the theoremin its final form

Mk+1(l) = Mk(nb 1 < nb,

Mk(l) 1 >= nb. (73)

Theorem 4 states that, for a constant page size, the top
nsbaces in the LRU stack for level k+l will be in the higher
level  (of size n pages). Conversely, it also states that a
parge Which is at a position lower than nin the LRU stack
for level k+#l will not be in level k. Thisis, adnittedly,
a rather sinplistic analysis since it uses only the average
residency times and does not take into account the variance.
In a the next section we shall see that it is, nevertheless,

fairly accurate for snall page sizes.
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V. EXPERI MENTAL VERI FI CATI ON

Al'l experinents were conducted by sinulating a stream of
_Jequests to a nenmory hierarchy. The stream was, in each
case, obtained fromone of three adress traces which were
created by an instruction-by-instruction trace of actually

executing prograns. The trace tapes used are:

DRCO50 - Cobol comnpilation
DRCO43 - Fortran execution

DRCO49 - Cobol execution

In Figs.11,12,13 Wwe verify the validity of the hypothesis
that the spatial locality of a request streamis jnvariant.
We do so by using Theorem 3 to analytically arrive at the
mss rate curve, M)(1;b4,05), at  level 2. The predicted
curve is then conpared with the neasured one. The highest
| evel was assuned to be of size 2048 bytes and enploying a
page (or block) size of 32bytes. The second level was
assumed to have a page size of 128 bytes. The results
-obtained indicate that it is reasonable to consider the
spatial locality to be an invariant of the hierarchy.
Fig.14 presents the spatial locality function, s(1;32,128),
for the trace tape DRC050, which was used to derive the

function M, (1;128). It is interesting to note that for

5(
smal | values of 1., the ratio 1,/1, is very large, but that



it tends to 1 as 1, increases. This is in agreement Wth
the intuitive notion that the wastage in going to a 1larger
page Size 1S less if the larger pages are kept around | ong

enough to have all their sub-nares referenced.

In Fig.15 we test the invariance of the spatial locality
for larger page sizes. DRCO50 is analyzed using a nmenory at
| evel 1of size 8k bytes, page size 1K bytes and a page size
of 21; bytes at level 2. Once again, the agreenent between

the predicted and neasured curves is satisfactory.

Figs.16 and 17 are conparisons of the measured fault
Ziream out of level 1 and the predicted fault stream
obtained wusing Theorem 4. Fig.16 is for DRCO43, and
represents the worst results obtained. Fig.17, fOor DRCO4Q,
represents t he best results. The paraneters of the
simul ation were the same as those for Figs.11,12,13. Fig.18
is a conparison of the measured and the predicted fault
stream for DRCO50 for a larger page size. The page size for
level 1is 1K bytes, the level being of size 8K bytes. The
parge Size for the second level is 2K bytes. It can be seen
that the predicted curve deviates quite a lot fromthe
measured one for nenory sizes of about 8K bytes (the size of
the higher level). It is clear that the assunptions on

whi ch Theorem 4 are based become increasingly invalid as the

page Size is increased. The nodel for the fault stream can
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be inmproved by taking into account the variance in the
residency tine of a pagein a level. However, it is felt
that another factor exists which contributes to the
Jinaccuracy of the nodel. Each page behaves differently and,
therefore, different pages will have different distributions
for their tine of residency. The overall averaged behavi or
taking this into account will show a variance which need not
be that of a normal distribution as would be predicted by
the swsSM nodel . This is a fundanental drawback of the
LRUSM, and, hence, the swsM, in that it assunes that all

pages are statistically identical.

V& can use the two-level niss rate statistics gat her ed
for a request streamto predict the fault rate at any |evel
in the hierarchy. W first use Theorem 4 to nodel the fault

stream out of level 1assumng a page size of b W then

1
use the mss rate statistics neasured at |evel 1for block
si ze b2 and, using the invariance of the spatial locality,
derive a characterization for the fault streamwth a block
size of b,. W can, iteratively, descend into the
hierarchy, and conmpute the miss rates at each level. The
weak link in this process is the characterization of the
fault stream and the accuracy of the performance eval uation
of a hierarchy is limted by the adherence of the request
streamto the assunptions underlying Theorem 4. Fig. 19

displays the predicted mss rate out of level 2 obtained in
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this way, for a page size at level 10f 32 bytes, a penopy

of 2048 bytes at |level 1and a page size of 128 bytes at
| evel 2 for DRCO50.
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VI.  EXTENSION OF THE CHARACTERI ZATI ON OF SPATI AL LOCALITY
TO DI FFERENT MCDELS

The spatial locality function S(1;b,,b,) can be
incorporated into any nodel which is capable of predicting
the working set size accurately as a function of time. That
the swst is one such nodel is evidenced by Fip.20 which
conpares the WSMand the swsM. |In addition to the WSM and
the sSwsM, the AOinversion Independent Reference Model
appears to be another nodel which is capable of predicting
t he working set size accurately [BASK75]. If it is possible
to nmake transformations in both directions, fromnmss rate
-statistics to working set statistics, and vice versa,
techniques very simlar to those outlined above can be used.
The wsM shoul d be at |east as effective as the SWBM in
characterizing the fault stream The derivation for this is
included in Theorem 4. It is not quite as clear whether the

AG-inversion nodel will be as tractable in this respect.

The close agreenent between the predicted average worKking
set size for the wsM and the swsM (Fig.20) is reason to
bel i eve that the SWSM night be a good estimator of
performance when using variable menory allocation. This is
significant, for the SWBM derives its statistics fromthe
LRUSIH, which requires the gathering of far fewer statistics

t han does the wsM.
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VII. THE RELATIONSH P OF TH S WORK TO PREVI QUS WORK

The wuse of stack processing was first proposed by
Mattson, et al,[MATT70] and constitutes the backbone for the
LRUSEI.  They indicated the applicability of this technique
to a type of nultilevel hierarchy in which the page size is
constant throughout. Furthernore, nultiple copies of pages
at different levels were not permtted in their nodel of the

hi erarchy.

Slutz and Traiger [SLUT72] i nproved on these restrictive
assunptions and allowed the use of different page sizes at
Gifferent level s and also allowed for the fact that each
unit of information could have a copy at a nunber of |evels.
However, they required that every request from the processor
be broadcast to every level, so that each level could order
its pages just as if it were the highest |evel. They then
showed that, if each level has at |east as many pages (of
equal or larger size) as the level above, then the niss rate
out of a level would be independent of the |evels above it.
Unfortunately, it is not practical to broadcast requests to
every level since the lower levels, being designed wth
slower technology wll not Dbe able to handle the request

rate to the highest |evel.
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In this work, each level sees only the fault stream out
of the level immediately above it, and no restrictions are
placed on the relative sizes of the levels. However, it is

_agssumed that an LRU policy is used at every level and that a
store-through policy is enployed. (However, pages may be
nmoved up either for read faults only, or for both wite, as
well as read, faults. The stack neasurenents nust be nade
accordingly). This last assunption is  neccessary t O
characterize the fault streamin the sinple fashion outlined
in Theoremd4. If a store-through policy is not enforced, a
page which is replaced might need to be witten back to the
parent page in the lower level which contains it. This

.constitutes additional requests which cannot be handled by

the swsM in its present form
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VIT1.  CONCLUSI ON

We have characterized the spatial locality of a request
stream such that it is independent of the tenporal locality,

and have shown that it is an invariant in the hierarchy.

We have characterized the tenporal locality of a request
streamin terns of the smallest page size possible so that
it is independent of the spatial locality. W have
i ndicated an approxi mate technique for deriving the tenpora
locality of the request stream for any page Size at any
level in the hierarchy. Since the miss rate under the LRU
feplacenent policy IS cl osely related to t he
characterization of tenmporal locality, we are able to

eval uate the performance of a general multilevel hierarchy.

W have shown that the LRU stack statistics gathered for
all the page sizes of interest contain all the infornmation
necessary to characterize the spatial and tenporal locality
of a request stream and to evaluate the performance of a
mul tilevel hierarchy. These statistics can all be gathered

in one pass of the address trace [MATTT70].

The Stack Working Set nodel, based on these statistics,
satisfies the first three requirenents of the "ideal" nodel
for multilevel hierarchies, as outlined in Section.III,

quite well
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APPENDI X

A nmore rigorous proof of Theorem2 is given here. The
average tinme that a page spends in a |level, neasured from
the instant that it was |last referenced to the time that it

drops out of the level is given by

V(nb;b) = U(i;b)

LN\l

where U(i;b) is the average tine spent by a page in position
i of the level given that the next position it goes to is
i+1 (and not 1). This condition is necessary since the page
is not referenced in the interval fromthe instant of |ast
reference to the instant it drops out of the level, i.e.

reaches position n+l.

As a result of this condition, U(i;b) is given by the

average length of a realization of the form

wher e S is the position of the page in the stack, and where

war=2y 3y. . . . . . infinity.
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Ther ef or e,
I nf
~» U(iz;b) = j;j*P[szzi,....,sjzi,sj+1=i+1}s1=i and the next
di stinct position visited is i+1]
Now,
. Y . j-]
P[szzi,....,sizi,sj+1:i+1:s1zi] = M(ib;b)*¥[1-M((i-1)b;b)]

and,

= .

Plnext distinct position visited isi+1is, =1i]

1]

_Z]P[s2=i,....sj=i,sj+1=i+1:s1=i]
J=

inf
> M(
J=1

n

il@;b)*[1-M((i-1)b;b)]j‘1

M(ib;b)/M((i-1)b;b)
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Ther ef or e,

. P[szzl,...,sjzl,sj+1

visited is i+1]

=i+1is,=i and the next distinct position

= M(ib;b)*[1-M((i-1)b;b)]j"1/[M(ib;b)/M((i-1)b;b)]

a n((i-1)b;b)*[1_M((i-1)b;b)]j'1

Ther ef or e,
_ inf 1
“B(1i30) o S I*M((i-1)b;b)*[1-M((i=1)b;b) 1~
Jj=1
= 1/M((i-1)b;b)
Ther ef or e,
n n-|
! 1
V(nbi;b) = ) —-emmemmeaa = ) "o
jz:n((i-1)b;b) }E:M(ib;b)
i=1 i =0

The author would like to acknowl edge Frank yu for his

critical comrents which led to this Appendi x.
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