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ABSTRACT
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A Distributed MST Algorithm

1.  Introduct ion

Distributed operating systems that support a distributed computing

environment [Farber72a, Thomas73, Crocker75] may often have to make

avai lab le  to  a  user  process  a  remote ly  res ident  resource . The  resource

may be  capable  o f  migrat ion  (e .g . f i l e s  i n  a  d i s t r i b u t e d  f i l e  s y s t e m  o r

processes  capable  o f  per forming  spec ia l i zed  funct ions ) ,  or  could  be the

least expensive c o p y  o f  a  d u p l i c a t e d  r e s o u r c e  [Cose1175, Dala176].  I n

order to f ind such a resource the requesting host may h a v e  t o send a

request m e s s a g e  t o a l l  h o s t s p o t e n t i a l l y  c a p a b l e  o f  s u p p l y i n g  t h e

resource . In general, t h i s  s e t  o f  h o s t s  w i l l  b e  a s u b s e t  o f a l l the

h o s t s  i n the network. For the  purpose of this paper, however, we

Tonsider the problem of de1 ivering t h e  m e s s a g e  t o a l l  h o s t s . The

requestor  wi l l  be  sa id  to  broadcast  the  message  ( to  a l l  hosts ) .

The e f f i c iency  o f  the  broadcast  i s  great ly  dependent  on  the  nature

o f  the  part i cu lar  subnet  over  which  i t  i s  a t tempted . T h e  s t r u c t u r e  o f

the subnet also influences the design of  the broadcast protocol  chosen

to find resources . For example, mu1 tiaccess channels, 1 ike those

avai lab le in the ALOHA system [Abramson70],  the Ethernet [Metcalfe75],

s a t e l l i t e n e t w o r k s  [Abramson73],  o r  r i n g  n e t w o r k s  [Farber721  l e n d

themselves very well  to broadcast protocols since the very nature of the

subnet makes every transmission a v a i l a b l e  t o a l l  h o s t s . Circui t

Switched Networks (CSN) provide po int - to -po int communication, and so

broadcast is done either by having a separate circuit between the

broadcaster and each receiver, or  by  creat ing  a  mult idrop  c i rcui t , that

behaves l i k e  a  r i n g , between the broadcaster and the receivers. Packet

Switched Networks (PSN) have storage and a (small) holding time at every

switching node, and so can be thought of  as providing s t a t i s t i c a l time
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d i v i s i o n multiplexed communication. PSNs are more s u i t a b l e  f o r

performing broadcast than CSNs, as advantage can be taken of the packet

mode of communication, and so a separate virtual connection between the

boadcaster and each receiver need not be created.

This paper examines techniques for performing broadcast in PSNs and

a n a l y z e s  a p a r t i c u l a r  o n e  i n  d e t a i l .  T h e ARPANET [Roberts72,

McQuillan721  wi l l  be  used  as  the  model  f or  PSNs.

There appear to be two ways of  performing broadcast in PSNs so as

to minimize the total amount of communication needed, thereby performing

the broadcast quickly and cheaply,  as well  as lowering t h e  p o s s i b i l i t y

o f  subnet  c o n g e s t i o n . These techniques are
E-

. _

1 .  I f  a  s p a n n i n g  t r e e  w i t h  t h e  s m a l l e s t  r a d i u s  ( c f  s e c t i o n  2 . )  i s

embedded on the existing subnet  with the initiator of  the broadcast

1 b e i n g  t h e  r o o t  (cf s e c t i o n Z.), then messages can be forwarded

along the branches of  this t r e e . T h i s  i s t h e  f a s t e s t  w a y  o f

per forming  broadcast i n i t i a t e d by  a  host  connected  to  the  root .

The  number  o f  t ransmiss ions  in  a  subnet  having  N nodes  i s  N - 1 .

Figure 1  shows two such spanning trees for a subnet  in which the

cost of  every edge is the same.c

Such a broadcast scheme can be implemented by laying N such

spanning t r e e s  o n the subnet; o n e  f o r  e a c h  i n i t i a t o r . Minimum

delay routing algorithms, however, attempt to do precisely the same

thing . H e n c e ,  i f the subnet  h a s  a mult i -dest inat ion routing

scheme, then broadcast is just an extension of  the inherent routing

mechanism.
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2.

f _

In a subnet that  has  a  mult i -dest inat ion  rout ing  scheme,  i f

the optimal route from one node to (say) two others included common

1 inks, then only one packet is transmitted over the c ommon 1 inks.

Broadcast is  a  spec ia l  case  o f  mult i -dest inat ion  rout ing ,  in  which

t h e  d e s t i n a t i o n includes a l l poss ib le r e c i p i e n t s . Routing

algorithms that may be used in PSNs [McQuillan74]  would then remain

unchanged, but the headers of packets exchanged between switching

nodes would have to b e  d e s i g n e d  t o  c a r r y  m u l t i p l e  d e s t i n a t i o n

information, and the forwarding function of the switching node

would  have  to  be  sens i t ive  to  th is .

If a minimum spanning tree was embedded on the exis t ing subnet

tgpo1ogy  9 then any n o d e  o n this minimal spanning tree could

initiate a broadcast and the packets would be forwarded along this

tree t o  a l l  d e s t i n a t i o n s . Such a technique results in the minimum

t r a n s m i s s i o n  o f  p a c k e t s  (N - 1 ,  i n  a  subnet w i t h  N  n o d e s ) . The

t ime f o r  c o m p l e t i n g the  broadcast  i s  a  funct ion  o f  where  i t  was

i n i t i a t e d , as in some cases, some of the transmissions could take

place concurrent ly . The  worst case time f o r  c o m p l e t i n g the

b r o a d c a s t  i s  a  f u n c t i o n  o f  t h e  d i a m e t e r  (cf s e c t i o n  2 . )  o f  t h e

minimal spanning tree. This technique assumes, of course, that the

c o s t  o f communication on a branch of the minimal spanning tree is

same in both directions. This  i s  not  t rue ,  in  general , f o r  PSNs,

but is not a  b a d  a p p r o x i m a t i o n  a s i t  cou ld  be  de f ined  as  the

average of  the two costs. Figure 2 shows the communication subnet

of a PSN with the embedded minimal spanning tree. If broadcast was

i n i t i a t e d from a host connected to node 1, then a packet would be

transmitted along each of the minimal spanning tree branches in the
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d i rect ions  shown in  the  f igure . Note  that  a l l the e d g e s  i n the

subnet  do not have the same cost.

I t  might  be  argued  that  i f  a l l  hosts  broadcast  very  o f ten ,  then  the

edges comprising the minimal spanning tree would become very congested.

We know that for a small number o f  b r o a d c a s t s  s u c h  a  t e c h n i q u e  i s

pre ferab le , and feel  that even for a large number of  broadcasts it  will

s t i l l  b e  s u i t a b l e . This  fee l ing  i s  based  on  the  fact  that  i f  there  were

no spec ia l b r o a d c a s t  r o u t i n g scheme, then by having a separate

t r a n s m i s s i o n  t o e a c h  d e s t i n a t i o n , f a r  m o r e congest ion would  be

introduced. O f  c o u r s e ,  i f the minimal spanning tree were a b l e  t o

reconf igure i t s e l f dynamically to changing load conditions then such a

&echnique  i s f a r  m o r e s u i t a b l e .  W e are current ly formulat ing  an

algorithm t o  d o  t h i s . The minimal spanning tree routing scheme is very

simple and may be slower (for some broadcasts) than the one in which

messages are propagated along t h e  b r a n c h e s  o f the smallest radius

spanning tree. The amount by which it is slower depends on the diameter

o f the minimal spanning t r e e , the largest r a d i u s  o f the

mult i -dest inat ion  spanning  trees , and the pattern of  broadcasts. We are

also modelling this dependency more precisely.

c The rest of this p a p e r  d e s c r i b e s  a d is tr ibuted  a lgor i thm for

constructing minimal spanning trees in computer-communication networks,

in which there is no one  source  o f  contro l . This algorithm is both

asynchronous and concurrent in its operation. Condi t ions  under  which

this algorithm functions c o r r e c t l y wi l l  be  der ived , and alternatives

proposed where it  does not. Such an algorithm has a p p l i c a t i o n s  i n

distributed operating systems as described earlier,  and in communication

networks 1 ike the Packet Radio N e t w o r k  (PRNET)  [Kahn75, Frank751  i n
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which the packet radio repeaters must configure themselves into a

minimal spanning tree when randomly placed in an operating environment.

Minimal spanning tree routing also appears to have a p p l i c a t i o n  i n t hcl

.-a design of  adaptive routing algorithms, since the branches of the minimal

spanning tree could  be  used  to  t ransmit  de lay  est imates  to  a l l  nodes ,

rather than using the hop by hop refinement technique [McQuillan74].

Section 2 reviews construct ion pr inc ip les for  minimal spanning

t r e e s , and sect ion 3  p r o p o s e s  a  m o d e l by which these trees can be

constructed in a distributed environment. Sections 4 and 5 discuss the

dis tr ibuted  a lgor i thm in  deta i l .

~2. Construction Principles for Minimal Spanning Trees
f -

In this sect ion  we  rev iew def in i t ions  and  construct ion  pr inc ip les

of minimal spanning trees. A network is composed of a set of nodes and

a set of edges that connect pairs of  nodes and have a cost associated

with them. T h e  M i n i m a l  S p a n n i n g  T r e e  ( M S T )  o f  s u c h  a  n e t w o r k  i s  a

subset of  the edges such that there exists a route between every pair of

nodes, and the sum of the costs is a minimum. The edges in this MST

will  be called the branches of  the MST.

In graph theoretical terms the MST problem can be stated as

fo l l ows . Consider a connected, undirected graph, G, with vertex set V,

and edge set, E  (E i s  a  s u b s e t  o f  VxV);  a  s p a n n i n g  t r e e  i s  a  s u b s e t  o f

L such that there is a unique path between any two vertices in V.

S u p p o s e  t h e r e  i s  a  c o s t  a s s o c i a t e d  w i t h  e v e r y  e d g e  i n  E ;  a  m i n i m a l

spanning tree of G is a spanning tree of G that minimizes the sum of the

c o s t  o f  t h e  e d g e s .  [Bentley75].
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The path between any two nodes in a spanning tree is the sequence

of edges of the spanning tree that must be traversed to get from one

n o d e  t o the other . The cost of a path is the sum of the edges

C’b8mprising the  path . If the cost of a path is l a r g e r  t h a n  t h a t  o f

another, then that p a t h  i s said to  be  longer  than the  o ther . The

d i a m e t e r  o f  a  s p a n n i n g  t r e e  i s  t h e  c o s t  o f  t h e  l o n g e s t p a t h  i n the

spanning tree. The  radius  o f  a  spanning  tree ,  re lat ive  to  a  node  ca l led

I the  root  i s  the  cost  o f  the  longest  path  f rom the  root .

Bentley and Friedman [ Bentley751 briefly review existing techniques

f o r  t h e construct ion o f  MSTs and propose f a s t  a l g o r i t h m s  f o r  t h e

construct ion  o f MSTs i n multidimensional coordinate spaces. These

.  algor?Ehms are  o f  the  order  o f  NlogN, where  N is  the  number  o f  nodes .  A

c o m p l e t e  b i b l i o g r a p h y  o n  t h e s u b j e c t  (upto 1 9 7 4 )  c a n  b e  f o u n d  i n

[ Pierce751. The  construct ion  pr inc ip les  for  MSTs  were  f i rs t formalized

.
by Prim [Prim571  and are applicable to networks for which the edge costs

( length , d is tance , delay) need not be distinct and could be anything,

and thus need not be consistent with Euclidean geometry.

T h e  n e t w o r k s  o f  i n t e r e s t  t o  u s w i l l  b e  t h e  g e n e r a l c l a s s  o f

networks studied by Prim.
c

2 .1  Pr im’s  Pr inc ip les

P r i m  ( 1 9 5 7 )  s u g g e s t e d  t w o p r i n c i p l e s  f o r  c o n s t r u c t i n g  MSTs.  W e

paraphrase  some o f  h is  de f in i t ions ,  construct ion  ru les ,  and condi t ions .

The pr inc ip les assume that  the  construct ion  process  i s  sequent ia l .  An

isolated node is a node to which, at a given stage of  the construct ion ,

no c o n n e c t i o n s  h a v e  y e t  b e e n  m a d e . A fragment is a subset of  nodes
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connected by edges (which will become branches) between members of the

s u b s e t .  A n isolated fragment is a fragment to which, at a given stage

o f  c o n s t r u c t i o n , no external connections have been made. T h e  d i s t a n c e

73.-e (cost) of a node from a fragment of which it  is not an element is the

minimum of its distances (costs) from e a c h  o f the individual nodes

comprising the  f ragment . A nearest neighbor of a node is a node whose ,

d i s tance  f rom the  spec i f i ed  node  i s  a t  l east  as  smal l  as t h a t  o f any

other . A nearest neighbor of a fragment, analogously,  is a node whose

dis tance  f rom the  spec i f ied  f ragment  i s  at  l east  as  smal l  as  that  o f  any

other .

Prim proved that a MST could always be constructed by following the

iollowing t w o  p r i n c i p l e s .
. -

P r i n c i p l e  1  (Pl): Any  i so lated  node  can  be  connected  to  a  nearest

neighbor.

P r i n c i p l e  2  (PZ): Any iso lated fragment  can b e  c o n n e c t e d  t o  a

nearest neighbor by a shortest available edge*.

These principles were based on two necessary conditions.

Necessary Condition 1 (NCl): Every node in a MST must be connected

to  at  l east  one  nearest  ne ighbor .

Necessary Condition 2 (NCZ): Every fragment in a MST must be

connected to  at  l east  one  nearest  ne ighbor  by  a  shortest  ava i lab le

edge.

*The nearest neighbor of a fragment may be connected to the nodes of the
fragment by more than one edge. Usually the process of  determining the
nearest n e i g h b o r  o f  a fragment will  involve examining the edge costs
connect ing  nodes  wi th in  the  f ragment  to  nodes  outs ide  i t , and so the
shortest  ava i lab le  edge  wi l l  eas i ly  be  determined .
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2.2 Existing Algorithms

Most existing algorithms use Pl and P2 to create an iso lated

fragment and then increase the number of  nodes in the fragment until  it

bzcomes a MST. The primary concern has been how to structure t h e  d a t a

so that it  is  possible to quickly determine the shortest edge by which

an isolated fragment can be connected to a node outside it . T h i s  i s  o f

great importance if  a fully connected network having a large number of

nodes is under study. Al l  these  a lgor i thms are  sequent ia l ;  there  i s  no

concurrency i n  g r o w i n g  m a n y  i s o l a t e d fragments. The multi-fragment

a l g o r i t h m  [Bentley751 i s  s e q u e n t i a l  i n  i t s  o p e r a t i o n .

The  goa l  o f  th is  paper  i s  to  descr ibe  a concurrent, asynchronous
^” *

- a l g o r i t h m  t o c r e a t e  a n MST. Such an a l g o r i t h m  i s des i rab le  not

necessar i ly  for  the  increased  speed  o f  execut ion  (which  we  expect ) , but

a l s o  b e c a u s e  i t ensures  that  there  i s  no  one  source  o f  contro l . Such

algorithms are ideally suited to computer-communication n e t w o r k s .  T h e

algorithm may a lso  be  used  for  construct ing  MSTs  for  o ther  appl i cat ions

using a multiprocessor computer, such as  the  Plur ibus  [Ornstein75].

3. Distributed MST algorithms

A d is tr ibuted  a lgor i thm cons is ts  o f  a  program execut ing  in  each  o f

the nodes such that, when all  the programs terminate, the result would

be a MST connecting the nodes. Every node will know which of the edges

c o n n e c t e d  t o it are branches of the MST. I t  wi l l  be  necessary  for  the

nodes to communicate with their neighbors or some other node by means of

messages. Propert ies  o f  such  a lgor i thms that  are  o f interest inc lude :
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(i) D o e s shared information between nodes have to be locked when

modified?

(ii) What form of synchronization is required between the nodes?

( i i i )  A r e  t h e r e  a n y  s p e c i a l  i n i t i a l  c o n d i t i o n s ?

(iv)  Does the algorithm work o n l y  f o r  c e r t a i n  c o m b i n a t i o n  e d g e

costs?

(v) In a network environment can the algorithm account for some of

the nodes going down, edges breaking, or new nodes coming up?

In  the  d iscuss ion  o f  the  a lgor i thm, and in  prov ing  i ts  correctness ,

%/e wi l l  constant ly  map the  s tate  o f  the  evo lv ing  MST to  that  o f  a MST. -

being constructed by conventional sequential  methods.

3.1 The Basic Model

I n  o r d e r to prove that any algorithm for constructing MSTs  works,

i t  i s  s u f f i c i e n t  t o  s h o w  t h a t  e v e r y  o p e r a t i o n  p e r f o r m e d  i s  i d e n t i c a l  t o

Pl or  P2, and that  the  a lgor i thm terminates .

The underlying p h i l o s o p h y  o f t h e  d i s t r i b u t e d  a l g o r i t h m  f o rL

constructing a MST is based on NCl, which states that every node must be

connected  to  at  l east  one  o f  i t s  nearest  ne ighbors . H e n c e  e v e r y  n o d e

knows which neighbor to form a branch with. However, the  resul t  o f  such

an a c t i o n  b y every node w i l l create a MST only in some cases.  In

genera l , such an action will  produce a number of fragments that must be

connected together appropriately . T h e  d i s t r i b u t e d algorithm must

d i s c o v e r  t h a t  s u c h  a  f r a g m e n t  h a s  b e e n  c r e a t e d  a n d  t h e n  c h o o s e  a n
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appropriate edge to connect the fragment to other such fragments without

introducing any cycles in the graph.

We now introduce some definitions, and prove some simple properties

-BY t h e  m o d e l . This is mainly to provide a framework and vocabulary for

the treatment of  the algorithm which will  follow.

3 .2  Def in i t ions

Figure 3a s h o w s  a n e t w o r k ,  i n which every edge has a cost

associated w i t h  i t . The MST for this network is shown in figure 3b.

Notice that some of the branches of  this MST have  been  marked . The

markings have the following interpretation:

-- -
. -
w- Such a  branch is  ca l led  a  s ingly  marked branch. This branch

is part of  the MST since it  connects the node from which the

arrow emanates to its nearest neighbor (by virtue of  NCl).

e- Such a branch is called a doubly marked branch. It connects

both nodes to their nearest neighbors.

-This branch is unmarked.

* In f igure 3b, edges BD, CF, GF, FJ, NM, EI, HK and PO are singly

marked. Edges AD, IK, LO and JM are doubly marked while DE, EF and IL

are unmarked.

The largest fragment composed only of marked branches ( s i n g l y  o r

doubly) w i l l  b e  c a l l e d a Marked Fragment (MF). Not ice  that  MFs are

connected by unmarked branches to form larger fragments until the MST is

formed. In figure 3b, unmarked branch DE connects  marked f ragments

{A, B, D) and{ H, K, I, E}.
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We now state and prove some simple properties of these MSTs.

14

We know that a network with N nodes has a MST with N-l branches.

IPfQeorem 1 : In a MST, the number of MFs equals the number of doubly

marked branches, and each such fragment contains exact ly o n e  d o u b l y

marked branch.

Proof:  By definition every MF is a MST for that node subset. Since

the number  o f marked branches is equal to the number of  node in

that  set  minus  one ,  i t  f o l lows that o n e  b r a n c h  m u s t  b e  d o u b l y

marked. Hence, each MF has one and only one doubly marked branch.

Therefore the number of MFs  is equal to the number of doubly marked

. - branches of the complete MST. n

Coro l lary  1 .1 : Every MST has at least one doubly marked branch

Proof:  The smallest number of MFs in a MST is one, and there fore

the proof follows from Theorem 1. n

I n  a  n e t w o r k  t h a t does not have distinct edge costs a number of

MSTs a r e  p o s s i b l e . There  may be  d i f ferent  ways  o f  c reat ing  MFs in  each

case and so the number and identity of the doubly marked branch will

vary .

Theorem 2: In  a  MST,  the  number  o f  unmarked branches  i s  equal  to  one

less than the number of  MFs.

Proof: For a given MST let NMF b e the Number of Marked Fragments.

Let n(i) be the number of nodes in the ith MF.
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Since each MF is a MST for its node subset,  the number of  branches

in the ith MF is n(i) - 1. Therefore, the number of marked

branches in the complete MST is equal to

NMF

c
[n(i) - 11

i=l

= N - NMF

The total number of branches in the complete MST is equal to N - 1,

and therefore the number of unmarked branches in the MST is equal

t o

N - 1 - (N - NMF)

= NMF - 1

and hence the theorem is proved. n

c

A  c h a i n is a node subset (containing one or more nodes) connected

by edges between members of the subset,  such that each edge connects a

n o d e  t o i t s nearest neighbor (and hence is also a branch). Edges are

unique  to  a  node ,  i . e . an edge can not connect two nodes to each others

nearest neighbors. Such a chain is a fragment, and a MST for the node

subset. The chain will  be said to have one active node - the node that

w i l l connect  i t se l f  to  i t s  nearest  ne ighbor  and  s t i l l  keep  the  f ragment

a chain. Chains only have branches which are singly marked. I n  f i g u r e

3 b  s o m e  o f  t h e  c h a i n s  a n d  t h e i r  a c t i v e  n o d e s  a r e  { G F ;  F  a c t i v e } ,

{G; G  a c t i v e ) , (GF, F J ;  J  a c t i v e ) , (CF, GF,  FJ ;  J  act ive } and

{CF, G F ;  F  a c t i v e ) .
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Notice that there is a certain monotinicity among the costs of

branches in a chain. For every node in the chain, the c o s t  o f the

branches i n c i d e n t  a t the node (as determined by the markings on the

b r a n c h )  i s  l a r g e r  o r  e q u a l  t o  t h e  c o s t  o f  t h e  b r a n c h  l e a v i n g  t h e  n o d e
-a
(there  i s  on ly  one) . This fact will  be proved in the following theorem.

Theorem 3: The cost of  the potential branch from the active node of the

chain  must  be  less  than or  equal  to  the  cost  o f t h e  b r a n c h e s  i n  t h e

start ing  chain .

Proof:  This theorem is proved by induction.

I f  the  chain  cons is ts  o f  on ly  one  node  (which  i s  a lso  act ive )  then

the cost of  the potential  branch must be less than those already in
-- -

. -
the  chain  ( the  nul l  set ) .

Now assume that the chain has n branches satisfying this property.

The active node has at least one branch incident at it . The active

node has an edge  to  i t s  nearest  ne ighbor . The cost of this edge

can be less than or equal to t h a t  o f t h e  l o w e s t  c o s t  i n c i d e n t

branch, b u t  n o t  m o r e otherwise the node at the other end of the

potent ia l b r a n c h  w o u l d  n o t  b e the a c t i v e node’s nearest

c neighbor .  l

C o r o l l a r y  3 . 1 : I f  the  edge  costs  are  d is t inct ,  then  the  branch  out  o f

the  act ive  node  o f  a  chain  has  a  cost  l ess  than that  o f a n y  b r a n c h  i n

the  s tart ing  chain .

Proof: T h e  p r o o f i s  ident i ca l  to  that  for  Theorem 3 ,  except  that

s ince  edges  have  d is t inct  costs ,  i t  can  never  be  that  the c o s t  o f

the potent ial branch  out  o f  an  act ive  node  i s  equal  to  that  o f  a

branch inc ident  to  the  act ive  node  in  the  s tart ing  chain .  n
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I f  the  ac t ive  nodes  o f  two c h a i n s  d e c i d e  t h e y  a r e  e a c h  o t h e r s

neighbors, then the two chains merge, and this branch becomes a doubly

marked branch of the resulting MF that these two chains are p a r t  o f .

4.*-M The resulting fragment is no longer a chain.

When MFs connect to each other by an unmarked branch, the resulting

fragment will be called a Minimal Spanning Subtree (MSS). A MSS becomes

a MST when it contains all the MFs. The active node of a MF or a MSS is

the node f r o m  w h i c h  t h e unmarked branch to another MF or MSS will

emerge. A MST has no active node because there are no more branches to

create .

We now prove some simple properties for unmarked and doubly marked
2 -

. -
branches. The proofs will  be made f o r  n e t w o r k s w i t h  d i s t i n c t  e d g e

c o s t s . The theorems wi l l  be  va l id  for  networks  with  th is  restr i c t ion

removed  except  that  the  s tr i c t  inequal i ty  wi l l  be  rep laced  by  a weaker

inequal i ty .

Theorem 4: For a network with distinct edge costs,  the doubly marked

branch of a MF has the lowest cost among the branches of that fragment.

Proof: The two nodes on either end of the doubly marked branch are

active nodes of two chains which have a l l the n o d e s  o f the MF

contained within them. T h e  p o t e n t i a l branch from these active

nodes have a cost less than that for branches in the ir respect ive

chains (from Corollary 3.1). The cost  o f  potent ia l  branches  i s  the

same since they are the same branch - a doubly marked branch.

Hence  the  cost  o f  a  doubly  marked  branch  i s  l ess  than that  o f  any

other branch in the MF.u
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Theorem 5: For a network w i t h  d i s t i n c t  e d g e  c o s t s ,  t h e  c o s t  o f  a n

unmarked branch connecting two MFs is larger than that f o r  t h e  d o u b l y

marked branch of either MF.

4
Proof: The unmarked branch is connected to a node in the MF. This

node is also connected to a marked branch in the MF and so the cost

of the unmarked branch is greater (since edge costs a r e  d i s t i n c t )

than that of the marked branch. From Theorem 4 it follows that the

c o s t of this marked branch is greater than or equal to that of the

doubly marked branch of the MF. Hence the c o s t  o f the unmarked

branch is larger than that of  the doubly marked branch. Since  th is

a p p l i e s  t o both MFs connected by the unmarked branch, the theorem

&s proved .  n

These  de f in i t ions  and  proo fs  are  use fu l  in  understanding  how the

dis tr ibuted algorithm for constructing a MST works, since the algorithm

revolves around the ideas of  concurrently creating MFs and having them

grow into MSSs  until  the MST results.

4.  Statement of  the Algorithm

We now describe a distributed algorithm for constructing a MST in a

network with  d is t inct  edge  costs . In the next section we show how this

algorithm can be extended to construct a MST in a network where the edge

c o s t s  a r e  n o t  d i s t i n c t .

S ince  the  edge  costs  are  d is t inct ,  the  MST is  unique [Kruskal56].

T h e  b a s i c p h i l o s o p h y  o f  t h e a l g o r i t h m  i s that each node must

independently f ind its nearest neighbor and make the edge connecting it
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to that neighbor into a branch of the MST. The node then sends off a

message to the neighbor informing it  of  this construct ion . Two nodes

may realize that they are connected by a doubly marked branch. This  i s

when the core of a MF is formed.4 This must grow into the MF. S u c h  MFs

w i l l c o n n e c t  t o other MFs  or  MSSs  unt i l  a  MST is  created . Since the

edge costs are distinct,  the MST is unique. We will  show in detail how

MFs connect  to  o ther  MFs or  MSSs  and  a lso  that  no  cyc les  are  introduced

by the asynchrony and concurrency of the computation.

We now introduce some more terminology. A node is said to be the

master if  it  decides from which node of the fragment a branch should be

created to a node lying outside the fragment. The  node that actual ly

n.#e s the construct ion wi l l  become act ive . In a MF there is only one
. -

node that can be master. In i t ia l ly  there  are  no  masters . When a doubly

marked branch gets  created , o n e  o f the two n o d e s  a t e i ther end

unambiguously becomes master. We show later how this decision can be

made. When two MFs get connected by an unmarked branch, there may be

two potent ia l masters ( o n e  i n each  MF) . O n e  o f  t h e  m a s t e r s

unambiguously relinquishes control to the other , who then determines

which node (of  the fragment it  has knowledge about) becomes active. The

resul t  o f  a l l  th is  i s  a  MST!

Since there is one unique unmarked branch connecting two MFs, there

i s never any ambiguity in choosing it . Hence a race condition can not

a r i s e , where the two MFs  choose different edges as branches connecting

each other, thereby  creat ing  a  cyc le .

Every operation described so far has been consistent with Prim's

Pr inc ip les . We wi l l  show th is  more  prec ise ly  a  l i t t le  la ter , and w i l l

now proceed to describe the algorithm formally.
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4.1 State Information at Each Node

20

The statement of the algorithm will assume that each node has a set

o f s tate  var iab les . These consist of  the node state,  information about

&h of  the  edges  th is  node  i s  part  o f ,  and  a  l i s t  o f  a l l  nodes  that  are

part of  the fragment as seen by this node. T h i s  l i s t  c o n t a i n s  f o r  e a c h

n o d e  i n the fragment*, edges that connect them to nodes outside the

fragment and their costs.

4.1.1 The Node State

The variable NODESTATE is equal to i n a c t i v e , a c t i v e  o r master.

T h i s  v a r i a b l e  d e t e r m i n e s  w h a t  t h e  a l g o r i t h m  s h o u l d  d o  w h e n  i t  g e t s

. messages from other nodes.

4 .1 .2  Edge  Informat ion

T h e  n o d e  h a s  a  d e s c r i p t o r  f o r  e a c h  e d g e  f r o m  t h a t  n o d e . This

information is called EDGEINFO and consists of  the following entries:

- SOURCE

DEST

COST

BRANCH

- The source node of  this edge. I t  i s  t h e i d e n t i t y  o f th is

node.

- The  dest inat ion  node  o f  th is  edge . It is equal to the

ident i ty  o f  the  node  at  the  o ther  end  o f  th is  edge .

- The  cost  assoc iated  with  th is  edge .

- A boolean, which  i f  t rue indicates that this edge is a

branch of the MST.
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MYMIN - A boolean, which  i f  t rue indicates that this edge is a

b r a n c h  a n d  w a s marked by this node, s i n c e  i t  i s  t h e  MINimum

cost  edge  at  th is  node .

sr*-w HISMIN - A boolean, w h i c h  i f  t r u e  i n d i c a t e s  t h a t  t h e  t h i s  e d g e  i s  a

b r a n c h  a n d  w a s marked by DEST since it was the MINimum cost

edge at that node.

I C O N - A boolean, which if  true indicates that this node made this

edge into a  branch but  d id  not  mark i t .  This  i s  because  the

node  CONnected  the  f ragment ,  i t  i s  part  o f  and has know1 edge

of, to the fragment’s nearest neighbor.

$y)N - A boolean, which if true indicates that DEST made this edge

into a  branch but  d id  not  mark i t . This is because DEST was

CONnec  t ing the  f ragment , it has knowledge of, to the

fragment’s nearest neighbor.

4.1.3 The Fragment State

A  d a t a structure called the FRAGSTATE represents the state of the

fragment as seen by this node. C o n c e p t u a l l y ,  i t  c o u l d  b e  v i e w e d  a s  a

L tab le indexed by nodes which l ie in the fragment. For each such entry,

there  i s  a  chain  o f  entr ies  ident i fy ing  edges  which  connect  th is  node  to

nodes outside the fragment,  and their cost. Note that s o m e  o f these

edges c o u l d  b e  b r a n c h e s , since the node at which this data structure

resides may not know to what other nodes the node at the other end of

t h e  b r a n c h  i s  c o n n e c t e d  t o , and so can not include the node in the

fragment state. Any suitable data structure which permits a fast search

w i l l  d o . Note that any node already in the fragment can not be part of

an edge for another node in the fragment.
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4.2 Internode Communication

Internode communication is achieved by sending messages called

SIGNALS. Signals have a number of parameters. A  s ignal  can  be  sent  to
-Me3
a node that is a n e i g h b o r ,  o r  t o a node that is part of the same

fragment.

FROM

TO

- The node from which the signal originated.

- The  dest inat ion  o f  the  s ignal .

FRAGSTATE - The fragment state at the node at the time the signal

was created.

I
EDGEI&?FO

. -

COMMAND
1

- The descriptor for the edge that is being made into a

branch.

- This  causes  a  part i cu lar  act ion  at  the d e s t i n a t i o n  o f

the  s ignal . If  the command is "connect",  it  implies that

a m a r k e d  b r a n c h  i s  b e i n g  c r e a t e d . EDGEINFO must be

present. If  the command is "master",  it  implies that the

dest inat ion  node  i s  to  become master . If  EDGEINFO is

also present then a branch (potentially unmarked) is also

being created. I f  i t  i s  not  then the  command acts  as  a

transfer  o f  master  contro l .

4.3 Associated Routines

There  are  some spec ia l r o u t i n e s  a t each node. MERGEFRAGSTATE

merges the fragment state received in a signal with the fragment state

already present at the node. Merging c o n s i s t s  i n adding nodes not
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a l r e a d y  p a r t  o f the  f ragment and deleting edges whose nodes now lie

within the fragment.

A routine called MERGEDGEINFO merges the edge information received
9r-e

in  the  s ignal  wi th  that  conta ined  for  th is  edge  at  the  node .

DECIDE is a routine that  determines which of two nodes should

become master. Relative node numbering could be used as an unambiguous

d e c i s i o n . More e s o t e r i c techniques could be used which may help the

algor i thm execute  faster . For example, both nodes know which edges the

other  i s  part  o f  ( s ince  both  nodes  just  exchanged  FRAGSTATEs). The node

that becomes master is the one that has a lower cost edge excluding the

one that connects both together.
-- *

. -

ANYNEIGHBOR is a routine which examines FRAGSTATE and determines

which node (i f  any) should become master. If ANYNEIGHBOR returns true,

then  the  ident i ty  o f  th is n o d e  i s returned in MASTERNODE, and the

i d e n t i t y  o f the node at the other end of the edge from MASTERNODE in

DESTNODE. The edge determined by (MASTERNODE, DESTNODE) connects this

fragment to its nearest neighbor.

4.4 The Main Programc

T h i s  i s the  main  program. I t  c o n s i s t s  o f a main loop and a

procedure  ca l l . Both use the data structures and r o u t i n e s  d e f i n e d  i n

the prev ious  sub-sect ion . The program will be written in an ALGOL-like

language.
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procedure TRANSFERMASTERCONTROL;

beg in

24

comment - This procedure examines FRAGSTATE to find the MASTERNODE

and the DESTNODE. If the MASTERNODE is itself, then the node converts
3m-u

the edge determined by (MASTERNODE, DESTNODE) into a branch if it is not

already one; if it is a branch then DESTNODE is signalled to become master.

If a branch was being created it does not have MYMIN set

s ince  i t  i s  not  the  node ' s  nearest  ne ighbor .

If the MASTERNODE is not itself, then that node is told to become master;

if ANYNEIGHBOR

then begin

i f  [MASTERNODE  =  t h i s  n o d e ]
,* -
then b e g i n

if [For this edge, BRANCH = true]

then SIGNAL(ME,  DESTNODE, FRAGSTATE, null, MASTER)

e lse  beg in

comment - Convert this edge into a branch;

NODESTATE := ACTIVE;

[For this edge, BRANCH := ICON := true];

SIGNAL(ME,  DESTNODE, FEUGSTATE, EDGEINFO, MASTER);

end

end

else SIGNAL(ME,  MASTERNODE, FRAGSTATE, null, MASTER);

end;

end TRANSFERMASTERCONTROL;
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procedure MAINLOOP;

begin

25

comment - This is the main loop of  the program;

--a
comment - L o c a l  i n i t i a l i z a t i o n s ;

[Determine  the  cost  o f  a l l  poss ib le  edges  at  th is  node ,  and  for

each create a descriptor EDGEINFO. Set up the parameters of EDGEINFO

appropriately, with BRANCH := MYMIN := HISMIN := ICON := HECON  := false];

[Build FRAGSTATE];

comment - Convert an edge into a branch using NCl;

NODESTATE := ACTIVE;

ff ANYNEIGHBOR then. -

begin

[For this edge, BRANCH := MYMIN := true];

comment - Signal the node at the other end of  the branch;

SIGNAL(ME,  DESTNODE, FRAGSTATE, EDGEINFO, CONNECT);

end;

NODESTATE := INACTIVE;

comment - Now wait for for a signal from other nodes;

LOOP:begin

[Wait  for  a  s ignal ] ;

comment - A s ignal  just  arr ived ,  so  cont inue ;

MERGEFRAGSTATE;

case [The COMMAND field of this signal] of

begin

begin
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3. ..*

comment - COMMAND = CONNECT;

MERGEDGEINFO;

if  [For this branch, MYMIN = true] then

beg in

comment - This is a doubly marked branch;

NODESTATE := MASTER;

if DECIDE then TRANSFERMASTERCONTROL;

NODESTATE := INACTIVE;

end;

end;

begin

comment - COMMAND = MASTER;

NODESTATE := MASTER;

if  [For this signal,  EDGEINFO := null]

then begin

comment - The node is not required to change an

edge into a branch, but  just  to  f ind  the  r ight  master ;

TRANSFERMASTERCONTROL;

end

e l s e b e g i n

comment - Not only does this node have to

f ind  the  r ight  master ,  but  i t  has  a lso  been

told about a new branch. This may be an

unmarked branch;

MERGEDGEINFO;

i f  [For  th is  branch,  ICON := true]

then begin
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comment - Both nodes of  this branch

converted the edge into an unmarked

branch. Resolve who is master;

if DECIDE then TRANSFERMASTERCONTROL;

else TRANSFERMASTERCONTROL;

comment - Just  f ind  the  r ight  master ;

end;

NODESTATE := INACTIVE;

end;

end;

end;

repeat LOOP;
," A

. - end MAINLOOP.
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4.5 Analysis of  the Algorithm

The analys is  o f  the  a lgor i thm is  probably  the  most  d i f f i cu l t  part .

We Put o f f  determining  i ts  complex i ty  for  the  present ,  and  just  prove

that it  does in fact construct the MST. The underlying b a s i s  f o r  i t s

correct functioning is that the resulting MST is unique, and the premise

e that every edge made into a branch by a fragment is consistent with

Prim's  Pr inc ip les . We will  now justify the premise.

Reca l l  the  fo l l owing  propert ies  o f  MSTs  and the  a lgor i thm:

(i> Every  node  creates  a  branch  out  o f  the  edge  that  i s  o f minimum

c o s t i n c i d e n t  t o i t s e l f . The message indicating this may take a

while getting to the node at the other end of  the branch.
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(ii)  Marked Fragments are connected together by unmarked branches

to create the MST.

-a Every node starts off  by creating a branch out of  edges incident to

i t u s i n g  Pl. The  node  in forms i ts  ne ighbor  at  the  o ther  end  o f  th is

branch. This  message  may incur a  d e l a y  b e f o r e  a r r i v i n g  a t  i t s

dest inat ion , and in the meantime the generator of  the message is free to

cant inue processing.

Every node now waits for messages.

I f  a  m e s s a g e arr ives announcing the establishment of  a singly

marked branch, then  the  node  checks  to  see  i f  i t t o o  h a d  m a r k e d this
2 *

- b r a n c h . I f  n o t , then the node updates its data structures and continues

to wait for other messages (should there be any).

I f  t h i s  b r a n c h  t u r n s out to be a doubly marked branch, then the

core of a MF has been created, and one of the two nodes unambiguously

becomes master. T h e r e  m a y  b e  m a n y  s u c h  c o r e s  i n  c r e a t i o n  i n  t h e

network. This event is of  great importance in the algorithm. The node

that is master of this MF must now grow this MF into a MST using P2. In

other words, the master node is in search of an “unmarked branch” that

will connect this MF to another MF or MSS. The  dec is ion  on  which  edge

to convert to a branch is based on the node’s current information of the

fragment. We know that the resulting MST is unique since the edge costs

a r e  d i s t i n c t , and that a  f ragment must be connected to its nearest

ne ighbor  (PZ). Hence  th is  branch is unique, and so even with the

asynchrony  in  the  operat ion  o f  the  a lgor i thm,  the  dec is ion  o f  the  act ive

n o d e  i s always correct . Note that this is true even when the signals
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take  d i f ferent  amounts  o f  t ime to  be  success fu l ly  t ransmitted . T h i s  i s

elaborated below.

I n  q u e s t o f  t h i s “unmarked branch” the node may pick an edge such

that the node at the other end is part of  the same MF. This  i s  poss ib le

since the message from that node announcing the creation of the s ingly

’marked branch may not have yet arrived. Such an action is not harmful

and is  in  fact  important . Master control  will  be transferred to the new

node, which will now grow the MF with the help of more complete fragment

information, and master contro l w i l l p r o p a g a t e  u n t i l the “unmarked

branch” to another MF or MSS is found.

A node that is master may even decide that an edge that has already
; .

. - been made into a  b r a n c h  ( b u t  s t i l l  e x i s t s  i n  t h e  f r a g m e n t  s t a t e )

connects the fragment to its nearest neighbor outside the fragment. The

node just transfers master control to that node since it  may have a more

accurate view of the fragment and can make a better decision. The node

which transfers master control can not pick another edge to convert into

a  b r a n c h  s i n c e i t  i s  not  the  lowest  cost  edge  and  can  eas i ly  create  a

c y c l e .

Note that a node that is a c t i v e may c o n v e r t  a n edge into the

“unmarked branch” without knowing what its complete MF looks like. This

i s not harmful since MF branches always consist of constructions based

o n  Pl, and messages notifying neighbor nodes of  this construct ion w i l l

eventual ly  arr ive .

Two active nodes may decide to make an edge into an unmarked branch

s i m u l t a n e o u s l y ,  i n which case one of them unambiguously relinquishes

contro l  to  the  o ther , and the master grows this MSS.



A Distributed MST Algorithm 30

Note that when the algorithm starts, there may be many nodes that

are master nodes, but eventually this number will  decrease until  there

is  on ly  one . This one will  eventually determine that there are no more

udes l y i n g outside this fragment, and will thus conclude that the MST

has been created. The program at each node is said to terminate when it

receives no more messages. Of course, t h e  n o d e  d o e s  n o t  k n o w  i f  i t  i s

g o i n g  t o  r e c e i v e  a n y  m o r e  s i g n a l s  o r  n o t , and so  i f  i t  t ransmits

messages along the branches of the minimal spanning tree before i t  h a s

been completely cons true ted, the messages may not get to all

dest inat ions . The  proo f  o f  the  fac t  that  the algorithm t e r m i n a t e s  i s

based on the observation that a new signal only gets sent,  ( in response

to  one  rece ived , that has a command indicat ing that t h e  n o d e should
-- -

- become master) i f  and  only  i f  the  f ragment  s tate  at  the  node  indicates

that  there  i s  a  poss ib i l i ty  o f  s t i l l  growing  the  f ragment . Nodes which

are to ld  to  become master  wi l l  eventual ly  re f ine  the ir  f ragment  s tates

such that there will  be no nodes lying outside the fragment and so no

more signals will  be generated.

The  a lgor i thm is  thus  very  s imi lar  to  the  large  c lass  o f  sequent ia l

MST algorithms that use Pl once and then use P2 continuously. However,

t h i s a l g o r i t h m  i s se1 f  synchroniz ing , and thus suitable in an

asynchronous, concurrent operating environment.

5. Networks in which the edge costs are not distinct

The algorithm presented in the previous section constructed a MST

s i n c e  t h e  e d g e  c o s t s  w e r e  d i s t i n c t ,  a n d  s o t h e  d e c i s i o n  m a d e  b y  a n

a c t i v e n o d e  t o c o n v e r t  a n edge into a branch was always correct and

unaffected by the asynchrony of  the computation.
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W h e n  t h e  e d g e  c o s t s  a r e  n o t  d i s t i n c t , the asynchrony of the

operation may introduce cycles, and thus will  not construct a MST. To

see  why th is  i s  poss ib le , consider the example shown in f igure 4. Nodes

1, 2, and 3 are part of  a larger network. E d g e s  (1, 21, ( 2 ,  3 )  a n d

( 1 ,  3 )  a r e  a l l  o f  t h e  s a m e  c o s t . It may so happen that when each node

is converting an edge into a branch using Pl that node 1 chooses 2,  node

2 chooses 3, and node 3 chooses 1. A  cyc le  has  resul ted .

S i m i l a r l y ,  i f  t h e r e are two MFs  that have more than one possible

unmarked branch connecting them together, then the master node in each

MF may choose a different edge to convert into a branch, thus creating a

c y c l e . General izing, we can say that if  there is more than one edge

-ethat c a n  b e  c o n v e r t e d  i n t o  a  b r a n c h  s o  a s  t o connect two fragments

together , t h e n  t h e r e  i s  t h e  p o s s i b i l i t y  o f  a  c y c l e .

Pr im (1957)  showed that if  there are many edges of  the same cost

connect ing  a  f ragment  to  i t s  nearest  ne ighbor ,  then  i t d i d  n o t  m a t t e r

which was chosen, and a MST would still be constructed.

T h e r e f o r e  i f the network is converted into one with distinct edge

c o s t s , e i t h e r  i m p l i c i t l y  o r  e x p l i c i t l y , then  the  a lgor i thm presented  in

s e c t i o n  4 , would be suitable since it  would construct a MST. The next

subsection indicates how a network c a n  b e  c o n v e r t e d into one with

d i s t i n c t  e d g e  c o s t s  v e r y  e a s i l y . Although we would like to create a MST

with the minimum diameter, since that would reduce the maximum time for

broadcast, any MST will do. We f e e l t h a t  b y  u s i n g  a  c o n c u r r e n t ,

asynchronous algorithm b a s e d  o n  P r i m ’s  “g r e e d y ” a l g o r i t h m ,  i t  i s  n o t

possible to guarantee that the MST constructed will  be the one with the

minimum diameter.
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5.1 Transforming a network into one with distinct edge costs

In this section a technique is described for converting the network

into one w i t h  d i s t i n c t  e d g e  c o s t s  s o that the algorithm presented
--de3

e a r l i e r  i s  s t i l l  u s a b l e . This  technique  i s  again  d is tr ibuted  and i s  an

extens ion  o f  the  prev ious  a lgor i thm,  as  we  shal l  see .

Since t h e r e  i s on ly one edge connecting any two nodes in the

network, and nodes have distinct identities (numbers) each edge has a

unique pair o f  node  ident i t ies  assoc iated  wi th  i t . This makes it very

easy to dynamically order edges with the same c o s t , thus transforming

the  network  into  one  with  d is t inct  edge  costs .

-- - Let us assume that the edge costs are accurate to the Mth decimal
. -

p lace . When deciding which edge to convert into a  b r a n c h , t h e  n o d e

could  modi fy  ( temporar i ly )  the  edge  cost  us ing  the  fo l lowing  a lgor i thm.

L e t  C ( e )  b e  t h e  c o s t  a s s o c i a t e d  w i t h  e d g e  e ,  w h e r e  e  i s  a tuple

(Nl, N2), where Nl and N2 are the identities of  the two nodes. Let NN

be the total number of nodes in the network. Then the new value of C(e)

i s  g iven  by :

C(e)new  = C(e)old  + min[Nl, N2]*(10+-ceiling(logNN))*(lOf-M)

+ max[Nl, N2]*(10+-(2* ceiling(logNN)))*(lOf-M)

This complicated looking formula i s  j u s t adding the number got by

correctly concatenating the minimum of Nl and N2, and the maximum of Nl

and N2 to C(e)old,  beyond the Mth decimal place.

Note that t h i s  i s a distributed computation, and so the master

nodes in two fragments unambiguously decide w h i c h  o f two edges with
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equal  costs  i s  the  “lower” cost  one . Since the computation that decides

t h i s only a f f e c t s the edge cost beyond the Mth place of accuracy, the

relative ordering between the edge costs has not changed, and a MST can

-&e constructed .

This computation c a n  b e  p e r f o r m e d by ANYNEIGHBOR every time it

d e c i d e s  t o  f i n d  t h e  m i n i m u m  c o s t  e d g e ,  o r  o n l y  w h e n  i t  r e a l i z e s  t h a t

there are two potential  edges that could become branches,  thus breaking

t h e  t i e . The computation need not performed explicitly by modifying the

edge costs as specif ied by the formula,  and then t e s t i n g  i f one edge

c o s t is  l ess  than the  o ther . It can also be performed by examining the

magni tudes  o f  the  node  ident i t ies  (as  spec i f i ed  by t h e  f o r m u l a ) , and

thereby  o r d e r the edge c o s t s without having to worry about loss of

accuracy in performing the arithmetic.

6.  Conclusions

An a lgor i thm has  been  descr ibed  that  i s  use fu l  for  construct ing  a

MST in a computer-communication network, or a mu1 tiprocessor. This

algorithm is asynchronous and concurrent, and  so  can  be  thought  o f  as  a

p a r a l l e l algorithm for constructing a MST. I t  i s  b e l i e v e d  t h a t  t h i s  i s

ihe f i r s t  a l g o r i t h m  o f  i t s  k i n d  t o  c o n s t r u c t  MSTs. Networks w h i c h  d o

not  have  d is t inct  edge  costs  can  very  eas i ly  be  converted  into  ones  that

do, thus making them suitable for the algorithm.

The algorithm has the following properties:

(i) EDGEINFO is a data structure that is duplicated at both nodes

o f  the  edge . T h i s  d a t a  s t r u c t u r e  r e f l e c t s  t h e  s t a t e  o f  t h e edge 9

and need not be locked when each node decides to modify it.
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(ii) Synchronizat ion  between the  nodes  for  the  purpose  o f  c reat ing

branches, and  for  re f in ing  the  s tate  o f  the  f ragment  at each node

i s achieved by sending message from a node to either its neighbor

or to another node in the same fragment. Transmission of messages

to a node that is not a neighbor but in the same fragment, can be

done by broadcasting (or relaying) it  along the branches of  the ?lST ’

o f  th is  f ragment . H e n c e  t h e r e  i s  n o need f o r  a n o t h e r  r o u t i n g

scheme.

( i i i )  The  only  spec ia l  in i t ia l  condi t ion  i s  that  a l l  nodes  know the

c o s t  o f the edges c onnec t ing t h e m  t o other nodes, and the

ident i t ies  o f  those  nodes . Each node must also know the maximum
-- -

. - number  o f nodes in the network, and must maintain the edge costs

with the same degree of  precision.

(iv)  The algorithm is able to construct a MST in a network that has

no constraint on the combination of  edge costs.

(v) The algorithm can not incrementally account f o r  n o d e s  g o i n g

down, e d g e s  b r e a k i n g  o r  n o d e s  c o m i n g  u p . The MST has to be

recomputed.

We are in t h e  p r o c e s s o f  d e t e r m i n i n g the c o m p l e x i t y  o f th is

algorithm, and f o r m a l i z i n g  a n  a d a p t i v e  a l g o r i t h m  t h a t  d y n a m i c a l l y

reconfigures a MST when edge costs change.
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