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ABSTRACT

The field of conputer comrunication networks has grown very
rapidly in the past few years. One way to communicate is vianultiple
access broadcast channels. A new class of random access schenes
referred to as the M_-persistent CSMA scheme is proposed. It incor-
porates the nonpersi'stent CSMA scheme and |-persistent CSMA schene,
both slotted and unslotted versions, as its special cases with p=0
and 1, respectively. The performance of the -persistent CSMA schene
under packet switching is analyzed and conpared with other random access
schemes. By dynanmically adjusting p, the unslotted version can achieve
better performance in both throughput and delay than the currently
avail abl e unslotted CSMA schemes under packet switching. Furthernore,
the performance of various random access shcenes under message sw tching
is analyzed and compared with that under packet switching. In both
slotted and unslotted versions of the MC persistent CSMA scheme, the
performance under nessage switching is superior to that under packet
switching in the sense that not only the channel capacity is |arger but
al so the average nunber of retransm ssions per successful message under
message switching is smaller than that per successful packet under packet
swi t chi ng. In dynamic reservation schenes, message switching leads to
| arger channel capacity. However, in both slotted and unslotted versions

of the ALCHA scheme, the channel capacity is reduced when nessage switching

is used instead of packet switching. This phenomenon may al so happen in
t he Mp—persistent CSMA schene as p deviates fromO to 1 for certain

di strrbuti‘ons of” message |length. Hence, the perfornmance under nessage

switching may be superior to or inferior to that under packet switching



dependi ng upon the random access schene being used and the

distribution of message length (usually a large coefficient of
variation of nessage length inplies a large degradation of channel
capacity in this case) for certain random access schemes. Neverthel ess,
for radio channels, message switching can achieve larger channel
capacity if appropriate CSMA schenes are used. A nixed strategy which
is a conbination of message switching and packet switching is proposed
teximprove the performance of a point to point computer communication
network when its terninal access networks communicate via highly
utilized radio channels.
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1. I NTRODUCTI ON

The field of conputer conmunication networks has grown very rapidly
in the past few years. The advantage of conputer conmmunication networks
is that the special resources and capabilities built up at each of the
many separate computer facilities can profit by resource and |oad sharing.
However, the conplexities of the issues one faces in creating a network
are staggering. Hence nodeling and performance eval uation have beconme
one of the nobst crucial issues in the design and operation of a network.

Comput er communi cation networks nmay be conveniently partitioned
into two separate subnetworks. The communication subnetwork which con-
sists of long haul facilities for conmunication anong geographically
scattered conputers and resources, and the terminal access networks
which provide local distribution and termnal conputer conmunications.
Communi cation channels can be classified into dedicated channels and shared
or multiple access channels. The store and forward communi cati on sub-
networks of ARPANET [1] and CYCLADES [20] via terrestrial links are typical
exanpl es using dedicated channels. Conmunications via multiaccess
satellite channels provide an alternative solution to the inplenmentation
of conmuni cation subnetworKks. In fact, the ARPANET has now been extended
by satellite to Hawaii and to a few nodes in Europe. Although satellite
comuni cation is subject to an intrinsic propagation delay of about 0.26
seconds, its low cost conpared with that of terrestrial |inks nakes it
still attractive. For termnal access networks, conparing with communi-
cations via a dedicated channel for each terminal, conmunications
via a nultiaccess radio channel by all termnals provide not only a
sol ution which handl es geographical dispersion of ternminals and reduces
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the cost at the same time, but also an effective solution when terminals
are mobile [1].

Various access schemes can be employed to handle transm ssions via
fiiltiaccess channels. They can be conpletely random [e.g. ALCHA or
carrier sense multiple access (CSMA) scheme], randomy requesting only
[e.g. dynanmic reservation schene], fixed [e.g. tinme-division multiple
access (TDMA) or frequency-division nultiple access (FDMA) schene] or
conpletely centrally controlled [e.g. polling schenme]. As pointed out
by Tobagi and Kl ei nrock [13], random access schemes lead to better per-
formance for bursty users.

The difficulty encountered in analyzing the performance of conputer
connqucation networks via random access channels is that two or nore

' ﬁessages overlapping in transmssion tine will collide with each

other and lead to nutual destruction. This "collision" phenomenon nekes
the traditional queueing theory not applicable. Wile comunicating via
random access channels, two different strategies can be used, nanely nessage
switching and packet switching. Packet switching is basically the sane as
message switching except that each message is deconposed into smaller

pi eces called packets and then transnmitted one by one instead of trans-
mitting the message as a whole as in message switching. The two strategies
a’re also used in store and forward computer communication networks via
terrestrial links. For store and forward computer conmunication networks
via terrestrial links, the ngjor advantage of packet switching is the
"pipelining" effect, i.e. different packets of the same message may be in
transmission at different channels simultaneously, if the transm ssion
requires nultiple hops through the network. Hence the transnission delay
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under packet switching may be greatly reduced and the transnission over-
head due to the extra header information contained in each packet wll be
overcome [1]. Wen comnunications are via multiaccess radio channels, the
pi pelining advantage of packet switching no nore exists when all users are
inline of sight. The relative performance of packet switching and nes-
sage switching depends upon their susceptibilities to collision. In the
foll owing conparison of packet switching and nessage switching, we will
negl ect the overhead of the header information contained in each packet
under packet switching

In section 2, we survey the characteristic of various random access
schenes, nanely the various ALOHA and CSMA schemes and the analytic results
on=their performance. In section 3, we propose a new class of carrier
sense nultiple access schemes referred to as the M-persistent CSMA schene.
It incorporates the nonpersistent CSMA and |-persistent CSMA schenes, both
slotted and unslotted versions, as its special cases with p = 0 and 1
respectively. Both the slotted and unslotted versions are analyzed and
conpared with other schemes. By varying the p dynamcally, we can obtain
the optimm M- persistent CSMA schene.

In section 4, the performance of various random access schenes under
message switching is examined and compared with that under packet switching
W first anal yze the perfornmance of the Mo-persistent CSMA scheme under
message switching. Al though the exact analysis is hard to conduct in gen-
eral, we do obtain the upper bound and |ower bound of throughput under the
distribution free assunption on the nunber of packets contained in each
message for both slotted and unslotted versions. Since the bounds are very

close to each other as long as the channel is not nearly saturated, this
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gives-us a good estimation of the throughput. For both slotted and un-
slotted versions of the Mo-persistent CSMA schene, message switching not
onlyml.-‘eads to larger channel capacity but also snaller average nunber of
retransm ssions per successful nessage conpared with that per successful
packet under packet switching. The analysis of the M-persistent CSMA
schenme for p+0is hard to conduct. Nevertheless, by examining the sinu-
lation results on the M-persistent CSMA scheme, we find that as p goes
from0 to 1, the performance under message swi tching depends on the dis-
tribution of message |length and may becone inferior to that under

packet switching.

We then examine the ALOHA scheme and show that the channel capacity
of . unslotted and slotted ALOHA schere is general |y reduced when nessage
switching is used instead of packet switching. Finally, we sumarize the
various dynam c reservation schemes which generally lead to better
performance under nessage switching.

In section 5 we try to combine various techniques to evaluate the
performance of a conputer conmunication network whose terrestrial network
has the sane topology as the conmunication network, ClGALE, within CYCLADES.
Communi cations between termnals and the network are through a multiaccess broad-
cast-channel. Due to the insight obtained from perfornmance analysis, we
find that a mxed strategy which is a conbination of packet sw tching and
message switching will lead to better performance when the utilization of
the radio channel is high and packet switching will be preferable when
the utilization of the radio channel is low In section 6 we draw the

concl usi on.



2. SURVEY OF VARI QUS RANDOM ACCESS SCHEMES

In this section, we examne the characteristic of various random

o< . . .
access schenmes proposed in the past and summarize the analytic results on

their performance. Although all the access schenes considered in this section
can be applied to ground radio communication, only those variations of the

ALCHA schenme can be applied to satellite comunication. This is due to

the fact that the propagation delay of the satellite comunication, 0.26
sec, is much larger than the packet transmission tine. Hence, any access
scheme which tries to detect whether the channel is busy before naking
transm ssions does not make sense under satellite communications. In the
disqussion of conmunications via ground radi o channels, we only consider
the case where all ternminals are in line of sight. For nore elaborate
cases see [12].

The conmmon property shared by all random access schenes is that they
take advantage of the "law of large number” [1 | and inprove the performance
under bursty data from users which tend to generate denmands at a very |ow
duty cycle. As it is well known, the "law of |arge nunber" states that
the collective demand of a |arge popul ation of random users is very well

approxi mated by the sum of average demands required by that popul ation

That is to say the statistical fluctuations in any individual's denands are
snoothed out in the large population case so that the total demand process

appears to be a nmore deterministic demand process. K ei nrock [18] [1]

shows that the concept of large shared single resources, e.g. random access
channel, leads to inprovenents in mean response tine due to the |aw of

| arge nunber.



2. A The ALOHA Schene

The ALOHA scherme [6], L1] appears to have been the first random
access scheme to enploy wireless comunications. There are three differ-
ent-approaches to the solution of packet sw tching problemunder ALOHA
scheme. The first one has cone to be known as the pure ALOHA or unslotted
ALOHA schere [10] in which users can transnit at any time they wish. If,
after one propagation delay, they fail to hear their successful transmis-
siong, they know a collision must have occurred and retransnit the packets
after random retransnission delays. The reason for random retransmni ssion
delays is that if all users retransnit immediately upon hearing a conflict
or after a fixed anount of delay, they are sure to conflict again.

The second schene is referred to as slotted ALOHA scheme [3],[1].

-

In this schenme, we slot the time into segments whose duration is exactly
equal to the transmission tine of a single packet. All packets are re-
Aquired to begin their transnissions only at the beginning of a slot. The
advantage of the sl ‘tted ALOHA scheme over the pure ALOHA scheme is that
collisions are restricted to a single slot duration, hence, the probability
of collisions is reduced

The third scheme is referred to as reserved ALOHA scheme and will be
discussed later with the other dynamic reservation schenes together

To sinmplify the notation, fromnow on we will assune that the trans-
mssion tinme of each packet takes one unit of time. Let S be the average
number of packets generated per unit time or per packet transmission tine,
where the arrival process is assumed to be Poisson. Under steady state
conditions, S can also be referred to as the channel throughput rate. Fur-

thernore, it can also be viewed as the channel utilization. The maxi num



achi evabl e throughput for an access schene is called the channel capacity
of that schene. Since conflicts do occur, the traffic offered to the
channel from our collection of users consists of not only new packets,
..abut also previously collided packets. W will use Gto denote the mean
offered traffic rate. Cdearly G2 S
The follow ng two assunptions have been made for analytic tracta-
bility [111].
Assunption 1. The average retransmission delay is large conpared to the
transm ssion tine.
Assunmption 2. The interevent tines of the point process defined by both
the start time of all the packets and the retransni ssion

times are independent and exponentially distributed.

1)

Cearly, the second assumption does not quite hold. However, the
simulation results in [11] show that performance results based on this
assunption are excellent approximations. Mrreover, in the context of
slotted ALCHA, assunption 2 has been shown to be satisfied as nean
retranni ssion delay approaches infinite [16].

We now summarize the basic results on throughput for the ALCHA

scheme under the above assunptions:

in the pure ALCHA schene:
S=Ge (2.1)

in the slotted ALOHA schene:

S =Ge (2.2)

As we can see fromequations (2.1) and (2.2), the channel capacity of the

slotted ALOHA schere is 1/e = 0.368 (at G= 1) which is twice as large



as that of the pure ALOHA schene.

We introduce at this point the expected packet delay D defined to
be the average time fromwhen a packet is generated until it is success-
fully received [11]. W assune that acknow edgement packets are always
correctly received. Tet o denote the transmission tinme of the acknow edge-
ment packet which is usually transmitted through a separate channel and
let a denote the one way propagation delay. [If we neglect the small pro-
cessing time required to performthe sum check and to generate the acknow -
edgenent packet, the time out for receiving a positive acknow edgenment is
l+a+a+ a.

Let ¢ be the average retransmi ssion delay. Define
RA14+2a+6+a (2.3)
Si nce (G7é—l) is the average nunber of retransmissions required, the average
delay D is given by
D = (G/S-1)<R+E)+E+1+a (2.4)
“where d is 1/2 for the slotted version and 0O otherwise
2.B The CSMA Schene [11]

The CSMA schene is proposed by Kleinrock and Tobagi [11] to be used
in comunications via radio channels. The fundanental difference between
ground radi o channel and satellite channel is the propagation delay, In
ground radi o channel, the propagation delay is usually nuch snaller than
the packet transmission tinme. Hence, we can pernit the user to listen to
the channel and if the carrier signal is heard, then the user realizes that
the channel is in use by some other users and will postpone its transm ssion
until the channel is sensed to be idle. This is referred to as the carrier

sense multiple access schene (CSMA). Depending upon the action taken by



the users after sensing the channel, two kinds of access schenmes have been
i ntroduced by Kleinrock and Tobagi [11], namel y, the nonpersistent CSMA
scheme and the p-persistent CSMA schene.

W first consider the nonpersistent CSMA. Here, the ideais to re-
duce the interference anong packets by always rescheduling any packet
finding the channel in busy state upon its arrival. Specifically, a ready
user senses the channel and operates as foll ows:

(1) If the channel is sensed idle, it transnits the packet immediately.
(2 1f the channel is sensed busy, it schedules the retransm ssion
of the packet according to the retransmi ssion delay distribution

At this new point in tinme, it senses the channel and repeats the

same procedure again.

]

We next consider the |-persistent CSMA scheme, which is a special case
of the p-persistent CSMA scheme and achi eves reasonabl e throughput by never
letting the channel idle if sone ready user is available. To be nore pre-
cise, a ready user senses the channel and operates as follows:

(1) If the channel is sensed idle, it transmits the packet wth proba-
bility 1.

(2) If the channel is sensed busy, it waits until the channel goes idle
(i.e. persisting on sensing) and only then transmits the packet wth
probability 1.

In both the nonpersistent CSMA and |-persistent CSMA schemes, we can
al so have slotted versions which wll be referred to as the slotted non-
persistent CSMA schene and the slotted |-persistent CSMA scheme , respective-
ly- In the slotted versions, the time axis is slotted and the slot size is

set to a, the propagation delay. Recall in the slotted ALOHA schene the



slot size is the packet size not the propagation delay. Al ready
users are synchronized and forced to sense the channel at the beginning
of the next time slot and take the appropriate action according to the
access schene.
The above |-persistent and nonpersistent CSMA schemes differ mainly
in the way to handl e ready users who sense the channel busy. In the case
of |-persistent CSMA, users will persist on waiting and then transnit
after the channel becones idle. |If there are nore than one user waiting
for transmssion, with probability one conflict will occur. Hence, for
interference reduction and throughput inprovement, p-persistent CSMA is
proposed which generalizes the |-persistent CSMA in the sense that after
sensing the channel idle, users will transmt wth probability
p. - The paranmeter p will be chosen so as to reduce the level of inter-
ference while keeping the gap between two consecutive nonoverlapped trans-
mssions as small as possible. To be nore precise, the time axis is slotted
with slot size a and the systemis synchronized such that all packets are
required to start their transmssions at the beginning of a slot as in
slotted |-persistent or nonpersistent CSMA. A ready user senses the channe
-and operates as follows:
1. If the channel is sensed idle, it transmts the packet wth probability
- p. Wth probability I-p, the user delays the transm ssion of the packet
by one slot time, a. [f at this new point in time, the channel is
still sensed idle, the same procedure is repeated. Qherwise, the user
will schedule the retransm ssion of the packet according to the retrans-
m ssion del ay distribution since some packet has already started transm ssion

2. If the channel is sensed busy, it waits until the channel becones idle

10
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and then operates as above.

We now summarize the basic results on throughput for various CSMA
schemes under packet switching [11]. Let G be the offered packet traffic
and S be the packet arrival rate as before. Under steady state, S also
represents the throughput of the system Under assunptions 1 and 2

mentioned before, we get

nonpersi stent CSMA

(\£'aG
> (2.5)
G(1 + 2a) + e~a6
slotted nonpersistent CSMA
s = age” 8C
(2.6)
. 1-¢23 1+ 3
| - persistent CSMA
s - Gli+c+ac (1+c+262)]eC (L +2a)
aG G (1+a) 2.7

G(1+2)=-(1=-€e77) +(1+aG)e

slotted |-persistent CSMA

ce ¢ (I +a) (1 +a = e™36)

s =
(2.8)
(1 +a) (1-e26+ 460, a)

(slotted) p-persistent CSMA

(1-e2% (@ 'm_ + P @@ -1,
S = s 0 S 0”) (2.9)
(1 - e"aGy (at'ly +at (1 -Ty) + 1 +a) + all

wher e PS', Pg, .E', t and HO are defined in [11] . Since the PS', PS, T

and €t are not in closed forns, it is too conplicated to reproduce them here.

The formula for average delay time can be sinplified by nmaking the
followi ng assunption [11]. Wien a packet is blocked, it behaves as if it

could transmt and |earned about its blocking only a units of time after

11



the end of its virtual transmission where a is the transmssion tine of
the acknow edgenent packet. The average delay time for various CSMA
schemes has the following form

- D= (-(-;S-—l) R+d) +d+1+a (2.10)

where d is the nean pretransmission delay and R is defined in (2.3) to

be (a + 2a + 1). The exact expressions for mean pretransm ssion del ays

of various CSMA schemes can be found in [11].

G
From now on, we will refer to the crucial factor ( 3 1) in the
del ay equation as the nunber of rctransm ssions per successful transm ssion

although it actually represents the total nunber of retransm ssions and

-~

‘schedulings fur conveni ence. In fact, scheduling may be viewed as virtual
- _ . G
transm ssi on. Simlarly, we will refer to§as t he nunber of trans-

m ssions per successful transm ssion.

2.C The Dynami ¢ Reservation Schene

The dynami ¢ reservation schene has |arger channel capacity under
message switching. Mst of the analytic results available on dynamc re-
servation schene is under message switching. Since the enphasis in this
section is primarily on packet switching, we will delay the discussion

of dynamic reservation scheme until section 4.
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3. THE Mp- PERSI STENT CSMA SCHEME

3.A Definition

In this section, we propose a new class of carrier sense nultiple
access schenes whi ch incorporate the nonpersistent CSMA and | -persistent
CSMA schenes, both slotted and unslotted versions proposed by Kleinrock
and Tobagi [11] as its special cases. Although it does not incorporate
the p-persistent CSMA schemewhen p # 1, they are sinilar in the sense that
bot hschenmes are trying to reduce the interference anbng users sensing a

channel busy by approximately 1 ~ p. Hence, we refer to this new

cl ass of CSMA schenes as the nodified p-persistent CSMA schene or the MP—
persistent CSMA schene. It has the followi ng characteristics:
(1) Both slotted and unslotted versions of the M-persistent CSMVA
scheme lead to closed form expressions for throughput equations.
This makes the determination of optimum p to operate under a given

load a nuch simler task as conpared with that of the p-persistent

CSMA schene.

(ii) The optinmum unslotted M-persistent CSMA schene achieves |arger
channel capacity and snaller transmssion delay than both
nonpersi stent CSMA schene and |-persistent CSMA schene, the
two currently available unslotted CSMA schenes. Even without
varying p dynamically, we can choose appropriate p to
achieve larger channel capacity and smaller transmssion delay
than the nonpersistent CSMA schene.

(iii) The channel capacity of the optinum slotted M- persistent CSMVA

is larger than that of the optimm (slotted) p-persistent CSMA

13



However, its transmission delay may be inferior to that of the
optinmum (slotted) p-persistent schene.

Under the nonslotted M-persistent CSMA scherme, a ready user senses

thegn channel and cperates as fol | ows:

1. If the channel is sensed idle, it transnits the packet.

2. If the channel is sensed busy,then with probability (1-p), it schedules
the retransnission of the packet according to the retransnission
delay distribution and with probability p, it waits (i.e. persists
on sensing) until the channel goes idle and only then transnits
the packet.

Again, wc can have slotted version. In the slotted version, the

time axis is slotted and the slot size is taken to be a, the propagation

" del ay, :a’s in the slotted nonpersistent or slotted |-persistent CSMA schemes.
From the above definition, nonpersistent CSMA is a special case of

the Mp-persistent CSMA scheme when P = 0 and |-persistent CSMA is a speci al

case of the M-persistent CSMA scheme when P = 1, for both slotted and un-

slotted versions. Furthernore, since channel capacity of the optinmm p-

persistent CSMA scheme is smaller than that of the non-persistent CSMA

" scheme in the normal operation range of the CSMA schene (1], this expl ai ns

the first part of thc third characteristic of the M-persistent CSMA schene.

3.B Performance Analysis of the Slotted M-persistent CSMA Schenme Under
Packet Switching
In this sectior wWe examne the perfornmance of the slotted Mp-persis-
tent CSMA schene. The performance of the unslotted version will be exan ned

in the next subsection.

14



Let S and G be the steady state throughput and offered traffic as
before. The following theorem expresses the throughput in terns of offered

traffic for the slotted M-persistent CSMA schene.

Theorem 3-

For a given offered packet traffic G and a given value of the para-
meter p, the throughput equation for slotted Mp-persistent CSMA under

packet switching is:
5 = pG + aG - pGe—?F
(3.1)
a+ (1+a) (e(a + PG _ epG)

Pr oof

G denotes the arrival rate of new and reschedul ed packets. Only a
fraction of it constitutes the channel traffic, since a packet which finds
the channel busy is rescheduled with probability I[-p without being trans-
mtted. In this slotted version, if tw packets conflict, they will over-
lap conpletely. Consider the tine axis in Fig. 3.1 and let t be the start
of atime slot. Assume packets arrive during its preceeding sl ot which

isinan idle period

e
«— TP szﬂ
#L————-busy period

t

“

,idle busy
perl(adr d )

perio

Fig. 3.1 SLOTTED Mp PERSI STENT CSMA:  BUSY AND | DLE PERI CDS

An idle period is the period of time the channel is idle and consists

15



of at least one slot tinme, i.e. a units of time. A busy period is defined
to be the time between two successive idle periods. The new arrivals wl|
start transmissions at time t and a new busy period begins- At the end of

a trgnsmission period, there might be some packets pending for transmi ssion
if

(1) sonme packets arrive during (t + 1, t + 1 + a]

or
(2) some packets arrive during ( t, t + 1] and haven't been schedul ed
for retransmissioun.
The pending packets wll inmediately begin another transnission period at
the end of the current transmission period. If there is no pending packet,

a new idle period will begin. As we shall see the assunption that with
Probability' p the arrival packets which sense the channel busy will persist on
sensing is equivalent to replacing the arrival process in (t,t+1] by anot her

Poi sson process with rate pG. Hence, the total arrival rate per transnission
ﬁeriod is equal to (p+a)G. Simlar result is derived in theorem 3.3. V& postpone
the derivation since this general result is not needed in the proof of this

theorem Let N denote the nunber of packets accunulated at the end of a transm ssion
period and | et q. ) PriN=n} be the distrkbution of the nunber of packets
accumul ated.  The probability that the busy period will ternminate at the end of

the transmission period is given by
qO=Pr {no arr'ival during (t+1, t+l+a]} Pr {all packets arriving during

_ac © n (t,t+1] are reschedul ed)
= e at Z (l—p)n —nc-;—'— e—G
n=0 ’
w ok
Usi ng the fact that el =3 ?kr;-, after sinplification, we get
_ -(a+p)G k=0 (3.2)

g =
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In order to find the probability of success over a transmi ssion per-

. iod, Hi, one has to distinguish between two cases: i =1 and i # 1. W

first look at the case where i # 1. Oearly, the successful probability is

the probability of exactly one packet pending for transmission and is given

by

jo==|
n

( Pr {the Only pendi ng packet arrives before the last time slot of
*
the TP}

+ Pr {the only pending packet arrives during the last time slot of

the TP} ) / Pr {at |east one packet pending at the end of

the TP}
- n n
= -aG 2 n n-l G -G -aG ® n G -G
e Z,(1p(1-p) —ye taGe " r,(1-p) —ye
= 1—H0

Changing the index of summation and using the Taylor's series expansion of ex,

we get
I = (pta)G e“(aﬂ-p)G

1 1_8-(a+p)G

(3.3)

Furthernore, in the first transnission period, the successful pro-

bability is given by

Pr (exactly one arrival during the last time slot}

HV
1
Pr (at least one arrival during the last tine slot)

-aG
aGe

| - e 2 (3.4)

The length of each transmission period is always equal to 1 + a.

* . . .
transm ssion perli od
17



Since the traffic process is an independent one, the number of transm s-

sion periods in a busy period is geonetrically distributed with a nean

1
equal to E‘O' Simlarly, the nunber of slots in an idle period is also
geonetrically distributed with a nean equal to 1 Thus the
Ny 1 - e—aG .
average idle period, I , is given by
_ a
I = - (35)
1-e aG
and the average busy period, B , 1S given by
— (
B = (1 +a)e? TP (3.6)

Let U be the average time during a busy period that the channel is used

without conflicts, then
U=1'+ (= -1) T
1 q0 1

b

(3.7)
Substituting (3.2), (3.3), and (3.4) into (3.7) we get
_ aG
U = pg + L L ae (3.8)

Using renewal theory argunents, the average channel utilization is given

by [11] _
U

S = (3.9)

Finally, sutstituting (3.5), (3.6), ar}13d+(§. 8) into (3.9), we obtain (3.i)
after sinplification.

By settingp =1 and 0 in (3.1) we obtain equation (2.8) and (2.6),
t he throughput equations for the slotted |-persistent CSMA scheme and the
nonpersi stent CSMA scheme, respectively, as expected.

At this point, we proceed to investigate the average delay. Recall

our definition of Rgiven in (2.3). The following theorem gives the delay

18



equation of the slotted M- persistent

Theorem 3.2

For a given offered traffic G an

CSMA schene under packet switching

d a given value of parameter P, the

+ 1+ a

delay equation for slotted M-persistent CSMA under packet switching is
gi ven by
~7 G®, +P) G@A-Py~-P,)
I W - I W _
D= ( S - 1) (R+dy + s § + d
(3.10)
Vhere 3= a + (e2%-1) epG(a2 + (1+2a)p) (3.11)
s 2(a + (p+a)epc(eac—l)
p a + aepG(eaG—l)
I G, aG
a + (1+a)eP’(e"7-1) (3.12)
and
= . . ep%eacfi)
Yooa o+ (1+a)eP%(e2%-1) (3.13)
Pr oof
Consider the time axix in Fig. 3.1. Each transmssion period has the
sane length (1+a). An arrival packet may either be transmitted after a pre-

transm ssion delay or be scheduled for retransmssion if the channel is busy,
will be transnitted after a pretransmission delay if the channel is idle. The
probability that an arrival packet will detect the channel idle is
I+ %ba
PL= —
I+ B
From (3.2),(3.5), (3.6) and the above equation, we obtain (3.12). The
corresponding nean pretransm ssion delay is 5 -
The probability that an arrival packet will detect the channel busy and

persist on waiting is

p/q0

P =
W I+ B

From (3.2). (3.5), (3.6) and the above equation, we obtain (3.13).

19
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The corresponding mean pretransmission delay is (% + a). Hence the overall nean
pretransni ssion delay is

- PI a P 1
=53 2% p4p G+
I w I w

Comining (3.12), (3.13) and the above equation together, we get (3.11)

Since the delay before next channel sensing is

= ’ . . .
R 8 if the packet is resecheduled upon arrival

% {in-ﬁg if the packet is transmtted unsuccessfully

the retransmission delay is given by (3.10). Furthernore, if we choose
to treat all packet arrivals in a uniformway, Wwe may assume when a packet
is schedule for retransmssion upon arrival, it behaves as if it could
transmit and learned about its rescheduling only o units of time after

the end of its virtual transmssion. Wth this sinplification, the delay

equatioﬁlis given by the follow ng corollary.
Corollary 3.2

Under the above assunption, the delay equation for slotted Mp—persistent
* CSMA under packet switching is given by

D (S 1) (R+ ds) + ds+ l1+a (3.14)
wher e

I a2+(eac—l) ep(ia2+(l+2a)p)

(3. 15)
= 2(at(1+a)eP Y e3C-1))

In Fig. 3.2a and 3.3a, we plot, versus G the channel throughput, S,

of-the slotted N%-persistnet CSMA scheme for various values of p when a = 0.01
and 0.1, respectively. As we can see that the channel capacity achieves

its maximum value when p equals to zero and deteriorates as p increases.

In Fig. 3.2b and 3.3b, we plot the nunber of transm ssions per successfu
transmission, @GS, versus the arrival rate for various values of p when

a = 0.01 and 0.1, respectively. As we can see, for a given traffic |oad

20
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the nunber of retransmi ssions can be reduced by properly choosing p. By
varying p dynamcally according to the channel traffic to mininize the
delay or nunber of retransm ssions, we obtain the optimum slotted MP-persistent

CSMA schene.

. In Fig. 3.4a and 3.4b, we plot the nunber of transmi ssions per successful
packet of the optimmslotted Mp—persistent CSMA schene with that of slotted
MO- persi stent CSMA and sl otted Ml—persistent CSMA, for a=0.01 and 0.1,
respectively. As we can see the optinmumslotted Mp-persistent CSMA schene
achi eves the sane channel capacity as l\/b-persistent CSMA but with smaller
transm ssion delay or nunber of retransm ssions: per successful packet.
Al'though the reduction in delay nmay be less than that by optimm p persistent

CSMA, optinmum slotted Mp—persistent CSMA does achi eve | argerchannel capacity

hence better stability.

3.C Performance Analysis of the Unslotted M -persistent CSMA Schene
Under Packet Switching P

In this subsection, we analyze the performance of the unslotted
Mp—persistent CSMA scheme under packet switching. The follow ng theorem
expresses the throughput in terms of offered traffic for this schene.
Theorem 3. 3:

For a given offered packet traffic G and a given value of the paraneter
p, the throughput equation for unslotted Mp—persistent CSMA under packet

-switching is

o PP 61 6p(1-p)+(a(at1) 1-p)-1)e®2 APy 451 py e O PH) (aGp_ -aC)
. (1-p) ((1+22) G- (1-e72%) )+ (1-p) TP (2P pe 26 .
) G[1+G+ac(1+G+aG/2)]e'G(l+2a) et
6(1+2a) - (1-e~2%)+ (14aG)e ¢ (1F2) if p=1 (3.16)
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Proof:

Consider Fig. 3.5 and let t be the arrival time of a packet. The
channel is assumed to be idle at time t. The idle and busy periods are
defined as before. Since there is a propagation delay of length a, any
other packets arriving during [t,t+a] will sense the channel idle and
start& transnit. |If no other transmissions occur during [t,t+a], the
first packet will be successful. Let t+Y be the tinme of occurence of the
| ast packet arriving between t and t+a. Any packet arrives during (t+a,t+Y+ +a]
wi |l sense the channel busy and persist on waiting with probability p. W
now proceed to evaluate the probability distribution of the nunber of
packets pending for transmssion at the end of each transmission period,
which is equal to that of the nunber of arrivals which persist on waiting
in 1+Y units of tine. W will show the above distribution is a Possion
distribution. Let qk(y) be the probability of exactly k packets pending
at' the en‘fj’ of a transmission period whose durationis 1+y. Since the
arrival process is a Poisson process with arrival rate G

4, ) = nik(?ﬂ oK (1-ppk KG(l+y)%;e:E£iiZl

Changing the index of sunmmation

_ e e S T Gaup Pa-p®
qk(Y) = Kl z n!
' n=0 '
Using the fact that X = £ x" , we get
n=0 n!

. k -pG(1l+y)
qk(y) - _(PG(1+}ak)! e

This is exactly the Poisson distribution with parameter pG(l+y). That is

to say, the arrival process of the pending packets is a Poisson process wth

rate pG.

The distribution function for Y is

28
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29



R () & Priv <y

Pr {no arrival occurs in an interval of length a-y)

e—G(a—y) (y<a) (3.17)
Let Y be the average of Y, then
~aY =[5y dF(y)
0 Y
-aG

—a - %.(1-8 ) (3.18)

The Laplace transformof the probability density function of Y is

gi ven by
* é 00 -sy
FY(S) = fO e dFY(}’)
-as -aG
- oG, Gle —-e ) (3.19)
Gs

Since the Laplace transform of the density function of the sum of
two independent random variables is equal to the product of the Laplace
transfornms of the density functions of the individual random variables, we
obtain the Laplace transformof 2 é 1+Y as

s(e—aG + G(e Gs—e ) )

F;(s) = e (3.20)

Let q be the probability that m packets accurmulated at the end of a
transmission period and QQZ) be the generatine function of 4, defined by

éZqzm

m:Om

QA2)

From[1], we know if the arrival process is a Poisson process with rate G,

the generating function, Q2Zz), of the nunber of arrivals and the Laplace
transform F*(Z), of that observed period have the followi ng relationship:
Q(8) = F, (Gp(1-8)); (3.21)

From (3.20) and (3.21), we get
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aG(l-ptp?) _,
e

Gp(3-1) -aG
€ € 1 ptpz

Q&) = a*t )

The probability of having no packet accunulated at the end of a transm ssion

period is given by

ifp#1
. 1, = U@,
_ P AP e 3G (3.22)
1-P

if p=1 by L'Hospital rule

lim

- ¢~ C0%) a0 (3.23)

Let B and I denote the expected duration of the busy period and idle
period, respectively. W now consider the probability of success of an
arbitrary packet. If the packet arrives during an idle period it will be

-

successful if no other packets arrive during the next a units of tine.

aG. If the packet arrives during

Hence its probability of success is e
the mddle of a busy period excluding the first a units of tine of each
transmssion period, it will be successfully transnitted if it is the only
persistently waiting packet during the transm ssion period and no packet
arrives during its first a units of transnmission . Let B' denote
the time during a cycle that the channel is in its busy period excluding
the first a units of time of each transm ssion period. From[1], we know
“that conditioning on the fact that a packet arrives in B'this packet is
more likely to arrive in a longer transmssion period than a shorter one
Let % denote the length of the transm ssion period in which the assunmed

~

arrival occured, and dq be the probability that no pending arrival occurs in %,

aG

Then the probability of success of the packet is pqoe' If the packet
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arrives during the first a units of tine of a transmission period, it

definitely will not succeed. Hence,

o
]

< Pri{success}
T -aG B' ~ -aG
=—_—_ ¢ + T pqje (3.24)
o B+ I B+1I

It is clear that the average idle period is given by
T1=1/G (3.25)
since the arrival process is Poisson.
To find the average busy period, recall the nunmber of transm ssion
periods in a busy period is geonetrically distributed with nmean l/qO.

Hence, the average busy period is given by

F_1l+a +Y
d (3.26)
Simlarly
B'=(1+ Y)/q0 (3.27)

Finally, we proceed to evaluate qp- From (3.20), the density function
of Zis given by

£,G) = e 6(x-1) + G o~3G G(x-1)

1<x<1+a(3.28)
where §(x) is the inpulse function.

The probability density function of 2 is given by [1]

~ _ o oxf_(x)
EZ(X) = %

3
From (3.28),
e-aG Gxe-aG eG(x—l)
f;(x) = — §(x-1) + — 1 <x <1+ a(3.29)
1+Y 1+Y -

~

and the probibility of no pending arrivals during the interval Zis

~

- f1+a e—pr

4 1 f;(x) dx
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Substituting (3.29) into the above equation, after simplification, we obtain

e"G(a"'P) e P A TR
— (1-Gp(1-p) + (G(atl) (1-p) -1) ™" ") if p # 1
R (1+Y)G(1-p)
q =
0 ~G(1+a)
£ (1 + aG( + a/2))ifp=1 (3.30)
- 1+Y

Combining (3.25), (3.26), (3.27) and (3.24), we get

- "~ -aG -aG/
+ G
1+ pagye "fdp+e (3.31)

1+a+7Y) /qO+1/G

Finally, substituting the equations (3.18),(3.22) or (3.23) and (3.30) into
(3.31) and recalling that § = G pgs We obtain (3.16).

The following theorem gives the delay equation of unslotted Mp—persistent
CSMA scieme under packet switching.
Theorem 3.4:

For a given offered traffic G and a given value of the parameter p, the
delay equation for the unslotted Mp—persistent CSMA scheme under packet

switching is given by

G(p.+p_) _ G(l-p_-p ) _
D=(%—l)(R+d)+%é+d+l+a (3.32)
where
T p(G2(1 + a2) + 2 (G - 1)(aG - (1 - e 2%y
26(qy + a6 + Gp (1 + a) - p(L-e %)) (3.33)
4y + aG
P~ ~aC (3.34)
q0 + G(1 +2a) -(1 --e )

p(G(L + a) - (1 - e2%))
pw - -aG
q0 + G(1 + 2a) - (1 -e )

(3.35)

and 4, is given in (3.22) and (3.23)
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Proof:
Consider the time axis in Fig. 3.5. An arrival packet may either
be transmitted after a pretransmission delay or be scheduled for retransmission
if the channel is busy, and will be transmitted immediately without delay
if the channel is idle. The probability that an arrival packet will detect

the-¢hannel idle is

Combining (3.25), (3.26), (3.18) and the above equation together, we
obtain (3.34). The probability that an arrival packet will detect the

channel busy and persist on waiting is

p B'
I+B
Combining (3.25), (3.26), (3.27), (3.18) and the above equation together,

Pw =
we obtain (3.35). Since the length of a transmission period is a random
variable, the mean pretransmission delay in this case should be equal to the
residue life of a transmission period excluding the first a units of time

= A
and is given by Zz /2% under the Poisson assumption where 2 =1 + Y.

From the distribution frunction (3.20) of Z, we get

22 = 1+a%+2 (1 - % )y Y

Hence the overall mean pretransmission delay is,

- pw 22
d = —= —
pI pw 2 3
P 1+a’+20Q - %9 Y
= — — (3.36)
Py T Py 2 (1+7Y)

Combining (3.18), (3.34), (3.35) and (3.36) together, we obtain (3.33)

Since the delay before next channel sensing is
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R + d if the packet is transmitted unsuccessfully

. § if the packet is rescheduled upon arrival

. the retransmission delay is given by (3.32). Again, if we can assume when a
packet is scheduled for retransmission upon arrival, it behaves as if it
went through a virtual transmission. The simplified delay equation is

-~

given by the following corollary.

Corollary 3.4:

Under the above assumption, the delay equation for unslotted Mp—persistent

CSMA under packet switching is given by

D=(§-1) R+d) +d+1+a (3.37)
where
T . p(62(1 + a%) + 2(G-1) (a6 (1 - e~3%)))
26(q, + G(1 + 2a) - (1 - e 2C6yy (3.38)

=+ In Fig. 3.6, 3.7 and 3.8, we plot, versus G, the channel throughput,
S, of the unslotted Mp—persistent CSMA scheme for p = 0, 0.1, 0.4, 0.8 and 1
when a = 0.01, 0.05 and 0.1, respectively. 1In Fig. 3.9, we plot versus G
the channel throughput, S, of the unslotted Mp-persistent CSMA scheme for
p = 0, 0.001, 0.005, 0.01 when a = 0.0l. From the above figures, we observe
that we can either maximize the channel capacity or minimize the number of
transmissions per successful packet under a specific traffic level by
appropriately choosing p. Furthermore, setting p equal to zero does not
achieve maximum channel capacity as in the slotted case. In fact, if we
want to select a fixed p algorithm to operate for simplicity, we seem to
be able to choose a p which can lead to not only larger channel capacity
. but also smaller number of transmissions per successful packet than

M -persistent CSMA. For example, when a = 0.05 or 0.1, setting p = 0.1

0

will improve the performance over Mo—persistent CSMA.
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In Fig. 3.10a and 3.10b, we plot the number of transmissions per

successful packet of the optimum unslotted Mp—persistent CSMA with that of

unslotted M -persistent CSMA and unslotted M -persistent CSMA, for a = 0.01

0

and 0.1, respectively. As we can see the optimum unslotted Mp-persistent

1

CSMA shceme achieves better performance than the two currently available

A

CSMA schemes in both throughput and delay.

s
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4. PERFORVANCE ANALYSI'S UNDER MESSAGE SW TCHI NG
4. A Basic Assunptions
In this section, we analyze the performance of various random
access schemes under message switching and then conpare the perfornance
ﬁthh that under packet switching. As we shall see, the performance under
- message switching may be superior to or inferior to that under packet
swi t ching depending upon the random access schenme being used and the
distribution of message length for certain random access schemes. Random
access schenes bei ng exam ned incl ude Mp—persistent CSMA,  ALOHA and
dynami ¢ reservation schenes.

A nessage may consist of one or nore packets. Let (F(n), n>1} be the
distribution function of the number of packets contained in each nessage. Let
S* be the nmessage arrival rate and assume that the arrival process is a
Pofssion process. Then the arrival rate of nessages with length n wll
be S*(F(n)-F(n-1)) and the arrival proceses of different nessage | engths
form i ndependent Poi sson processes. Assune the total packet arrival rate
is S8'and the average nunber of packets contained in each message is L (>1),
then we have

L = ; n(F(n)-F(n-1))

n=|
and

S' =2 nS* (F(n)-F(n-1))
n=l

-Ls"
Let G* be the nmean offered message traffic which is the average traffic
offered to the channel from our collection of users and consists of not
only new messages but also previously collided nmessages

To nmake the problem analytically tractable, we nmake the follow ng

assunptions.
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Assunption 1: Each tine a nessage is transmtted or retransmtted
it chooses its length independently from the distribution
function F(n).

Assunption 2: The average retransmission delay is reasonably large, so
the probability of successive collisions is small.

Assunption 3: The interevent times of the point process defined by both
2 the start times of all the nessages and the retransm ssion
times are independent and exponentially distributed

Evidently, the length of a nmessage will not change upon retransmissiomus.
Neverthel ess, assunption 1 is just the message independent assunption [2]
adopted in nodeling a store and forward conputer commrunication network via
terrestrial links where message length is resanpled independently at each
node from a common distribution as the nessage hops through the network
As we shall see that in the CSMA schene |ong nessages are not discrimnated
Hence, the nessage independent assunption is very reasonable. But in the
ALCHA séﬂene, | ong nmessages are discrimnated. So the nessage independent
assunption will lead to nore optimstic performance prediction and will be
avoided if possible. The other assunptions have already been used in the
anal ysis of packet switching. Comments on the validities of these
assunptions can be found in [11] and [16], respectively. Some simulation
results on the slotted Mo-persistent CSMA schene under message switching
‘with assunptions 1 and 3 released are also included in this section. The
simulation results and analytic results are very close to each other as
expect ed.

Furthermore, we will not assume any specific distribution for the
nunber of packets contained in each nessage. That is to say (F(n) } can be
any general discrete distribution function

In the following discussion, unless specified as nmessage throughput

or nessage arrival rate, we will denote channel throughput in terms of
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equi val ent packet throughput and arrival rate in terms of equivalent packet

arrival rate. Simlar remarks hold for channel capacity and offered traffic.
~* 4.B The Mp—persistent CSMA Scheme

Fromthe definition of the Mp—persistent CSMA schene, it is clear
that the probability of conflict is the probability that nore than one
message starts to transnit at the beginning of a transm ssion period for
the slotted version or during the first a units of time in a transmssion
period for the unslotted version. Hence, the probability of conflict under

message switching is independent of the length of a nmessage. Furthernore,

the offered nessage traffic of nessage wth length n is equal to
G*”'("F(n)-F(n- 1)). That is to say the percentage of messages with length
n anong the messages waiting for retransmssions is the same as that anong
the new arrivals. This property has another inplication. It neans that
the average nunber of retransnissions per successful transmission is the
same for all nessages regardless of their length. Long nessages are not
discrimenated under the Mp—persistent CSMA schene.
W\ now exanine the case where p = 0. The slotted version will be

considered first. As we shall see, the performance of the slotted

. MO-persistent CSMA schere under nessage switching is superior to that under
packet switching. Not only the average nunber of retransn ssions per
successful nessage transmission is less than that per successful packet
transm ssion under packetswitching, but also the |ower bound of the channel
capacity under nessage switching is larger than the channel capacity under

packet switching. A simlar remark holds for the unslotted version. The
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following theorem derives the |ower bound and upper bound on the nessage
t hroughput under nessage switching for the slotted Mp—persistent CSMA
schene. The upper bound can be achi eved when every nessage contains
exactly L packets.
Theorem 4.1
~~For a given offered message traffic, G-, the bounds on nessage throughput

under nmessage swicching for the slotted My persistent CSMA schene is given

by * *
-aG * -aG
Ge < gt aCe (4.1)

1+Le = T a+1(-e?9)

Proof :

In this slotted version, if two nessages conflict, their start times
will coincide. Consider the time axis in Fig. 4.1 and let t be the start
of atime slot. Assune packets arrive during the previous slot which is
inanidle periodor is the last slot of a busy period. A busy period is
defined to be the tine between t and the end of the transmission of the
| ongest message starting at t. An idle period is defined to be the period

-of time between two successive busy periods and may be of zero duration

k—, -
a —

f%—-—-busy peri od H—dl e per i od*}
t

Fig. 4.1: Slotted Mo—persistent CSMA: Busy and I dl e Periods
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Let P denote the probability that exactly n nmessages start to

transmit at the beginning of a busy period, then

*
*n -
_ (aG )ne aG

n aG”®
(1-e" 7 )n! (4.2)
Now I et us consider the average |ength of a busy period conditioning
on n messages start to transmt at the beginning of the busy period. Let
Bn denote the length of this busy period, then
Bn = max (Tl' Tz" o
wher e Ti is the length of the i-th message. The Ti's are assuned to be

.T)+a
n

i ndependently and identically distributed. Let

B =B'+a
n n

H 1
i.e. Bn max (Tl, T . Tn)

9
then the distribution function of B' will be

F' (k) = (F(k))"
where F(k) is the distribution function of Ti'

By assunption the expected val ue of Ti is L. Cdearly, EI'I, t he
expected val ue of B'n, depends upon the distribution function of Ti and
cannot be determined by L alone. Nevertheless, wthout specifying the
distribution function of Ti explicitly, we can still obtain bounds on Er']
interms of L. Since

< B' =
T _Bn max(Tl, T

LT )Y <T, +T.+...+T
1 n’ -

20 1 2 n
we get

L < < nL (4.3)

n
We now proceed to eval uate bounds on average |ength of a busy period,

by renmoving the condition on the number of nmessages transmitting at the

begi nning of a busy period. Let B be the average length of a busy period,

t hen
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o© * n aG
B< a+t 3 a{28)e =
n=| ni(l-e )
© N
Using the fact that e” = ZAET , after sinplification, we get
n=03""
B< a+ Egik_é* (4.5)
- |-e 2

Simlarly, conbining (4.4), (4.2) and the left hand inequality of (4.3),
we get

B>a+L (4.6)

-~

" Since the traffic process in each slot is an independent one, the
average idle period, I, is given by

o * n *

T=azne?) q-e2%)
n=0

G*
_ ae’?
B -aG~¥ (4.7)

| -e

Let U* be the probability during a busy period that the channel is
used without conflicts, clearly
aG*e-aC?
-aG (4.8)

- —

| -e
Using renewal theory argunents, the average channel utilization is given
by

% ok
S = v

3+1 (4.9)

Finally, substituting (4.5) or (4.6), (4.7) and (4.8) into (4.9), we get
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Be examining the first and second derivatives of the |ower bound on

*
S, we find that the | ower bound achieves its maxi num val ue at

* _-a+ Va2+4aL

2aL

Cearly the maxi mum of the |ower bound on throughput is a |ower bound on
maxi mum achi evabl e throughput. In Table 4.1, we conpare the |ower bound on
channel capacity under message switching with the channel capacity under
packet switching for various value of a and L. The lower bound on the
channel capacity under message switching is always larger than the channel
capaci ty under packet switching for all cases shown. The longer the average
message length is, the larger the |ower bound on the channel capacity will
be. W can even achieve a reasonable perfornance when a is large, if the
average message length is quite |arge. The upper bound on the channel
~;:;atpacity under nessage switching is also shown on Table 4.1 for conparison.
Al though the |ower bound and upper bound are independent of the exact
di stribution of the number of packets in each nessage and depend only
upon the nean nunber of packets in each nmessage, they turn out to be
quite close to each other, expecially when a is snall.

Now | et us exam ne the asynptotic behavior of the nmessage throughput
S*, when aG* is small. The upper bound and |ower bound are extrenely close
to each other in this case.

Theorem 4. 2:

When g*= aG is small

* * *3 * * *3
aG (1-aG ) + g ) . ¢* . a6 (l-aG)+(3(g) .
- = * * *
a + LaG a+LaG ——I2i a2c" + 0(g ) (4.10)

under message switching.

The proof is straightforward and is omtted.
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P }

]

Corol larv 4. 2:

Wen aG is snall

* *
* < @- s - Ao sas

¢ _ 2a

under nessage switching.

Pr oof :

3

From (4.10), by negl ecting O(g), we obtain

* 5 aG (1 - aG)
o a + LaG

Multiplying both sides by (a + LaG), after

2
aG - (1 - SL) G + & >0

which is equivalent to

G >

* *
* 1- s 1) -Ié‘/(l—S*L)z—l#aS _
3 a

or

* * *
& Q-SsL) - /(1-5*1)%-4a8
— 2a

FromFig. 4.2 it is apparent that

* X *
& < (- s'L) /(1-5"1) 2-tas™
2a

is the correct solution

—_——
*

sinplification,

(4.11)

we get



Furthernore, let G be the offered packet traffic under packet switching,
and S be the corresponding throughput. By simlar argument, we can get
the asnpytotic behavior of throughput under packet switching when aG is
smal | .
Theprem 4. 3:

Wien aG is snall

aG(l - aG) + 0((aG)3)
aG+a —a2G2 + 0((aG)3)
2

S =

under packet switching

Corollary 4. 3:

When aG is small

o v (1) - Ja-s)2sa1-s

R 2a (1 - %) (4.12)
under packet switching.

Let us conpare the average nunber of retransm ssions per successful
message under nessage switching with that per successful packet under packet
switching. The follow ng theorem proves that before the channel throughput
under packet switching gets close to saturation, the average number of
retransm ssions per successful nmessage is snmaller than that per successful

packet under packet switching for the slotted M -persistent CSMA schene.

0
Theorem 4.4 :

For any arbitrary distribution of nessage length, before the channel

t hroughput S under packet switching gets close to saturation, i.e., when aG

and 9 is small, if the mean nunber of packets contained in each nessage

(1-5)
is larger than 2/(2-S), then the average number of retransmissions per

successful nessage under nessage switching is less than that per successful

packet under packet switching for slotted Mo—persistent CSMA.
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Proof :

Using the binom nal theorem

1 -x7=1d 0k
K
= l—%—x—%x2+ O(x3)
~—rX
we ol 2 2 2 3
s s
/(1-8)2- has(1-s/2)= (1-5) - 285 Q=30 _ 288 (A-5) p 2
1-S 3 (1-8)
(1-5) (4.13)

/&_—g))Z_AaS/L = (19 - - 2S5- 2a’s’ &)

LA-8)  (1-gy3L2 (1-5)°) (4. 14)

By assunption S = S*L, hence

* *

= - = i)
S S S S

Conbi ning (4.11), (4.12), (4.13) and (4.14) with the above equation, we get

-~

*
1
$-% 2 S5 0-3-p
S (1-8)
Using the fact that L > 2 i.e L 1 - s we get
g 25-1 &1 2
G G*
—_—- — > 0
*x
S S
which is equivalent to
G G*
(- -(C(%-1 >0
S S

If we assume when a nessage is scheduled for retransm ssion upon arriva
it behaves as if it could transmit and |earned about its rescheduling only
o units of time after the end of its virtual transmission as before, then
the transmi ssion delays under nessage switching and packet switching are

gi ven by

53




*
G '

del ay under nmessage switching: (-1 (L+R")+L+a+d (4.15)
S

G
del ay under packet switching: Lg-1) (1+R"'")+L+a+d+ (L-1) (2ata+d) (4.16)

> (G- (L+IR) +L+a+d
where R' = §+2a+a+d>1
*

. G .
and.xd is the pretransnission delay, respectively. Even if (= - 1) is larger
S

t han (g - 1), the transm ssion delay under nessage switching can still be

| ess than that under packet switching, if

*
G L + LR' G
(F- D Cogg) G0

*
G G
For exanple, when L = R =5, as long as (— - 1) < 3(5 - 1), nessage
S
switching will lead to smaller transnission delay. The condition being

*
proved, i.e. (G—* -1) < (—g— - 1) is a nmuch stronger condition than is needed

to assert thatsrressage switching leads to smaller transnission delay.

In ¥ig. 4.3a and 4.3b, we plot the upper bound and | ower bound on
t hr oughput , LS*, of the slotted I\/b-persistent CSMA schene under nessage
switching versus offered traffic, LG, for L = 15 and 5 when a = 0.01 and
* 0.1, respectively. The throughput under packet switching, i.e., when L=1, is also
shown. The closeness of the upper bound and |ower bound on throughput under
message switching is apparent. Hence, we can say that for the slotted
MO—persistent CSMA schene, the performance under nessage switching is minly
determned by the mean nunmber of packets contained in each nmessage and is
not sensitive to the exact distribution of the nunber of packets contained
in each message. Furthernore, when the utilization of the channel is |ow,

*

the val ue of (-G—* - 1), the nunber of retransmissions per successful message
under nessage switching, and the val ue of (%—l), the nunber of retransm ssions

per successful packet under packet switching, are quite close to each other.
*

Nevert hel ess, theorem 4.4 tells us that (g* -1) is slightly smaller than

54



JIld4Vdl 03484440

55

T T 11 I Nhﬂ._ﬁ_~_ I | Mﬁ_uu.m~4 L | O_O_.m“*_. T | .ﬂlﬁ_u_._ﬁﬁ [ NIO.ﬁOnO

i ]

- — ¢°0

— —vo o
) - =
- - S
o 109
— // | ] 3°0 .ﬂa
— \ — 80

- / anod m_uzo,_w ¢ -1 i

- / N0 ¥3ddN -

_ @nod 401 | o - _

— | _ annog mma%u | | — 07

(L0°0=V) VWS3 nmmmg W J3L1Z1S V'e'y "914




Jld4vVyl 0343440

~0T 01 Nl .0 e o)
_:_ T I Mlﬂ:w_ﬂ_ i _:_ﬂ_ﬂ _1d4_,_ OO
=
— c'0
l
—v0 3
)
-
Q)
I
H
— 90 3
esommmzo._ ) ]
%Ommmmm: — 80
annod ¥3moT | =1 .
ﬁ . aNN0g. ¥3ddn i
_:Z___; by H | _::_._ N

O V) VWSO S¥3d W 0311815 9+ 9 4

56




*

(%-l). As the utilization of the channel further increases, (-g—* -1) grows
much sl ower than (g— 1), and the reduction in the nunber of retransnissions
under nessage switching is apparent.

After analyzing the performance of the slotted MC persistent CSMA
scheme, we now proceed to study the performance of the unslotted M-persistent

-2 CSMA schene under message switching. The following theorem gives the |ower

bound and upper bound on nessage throughput. Again, the upper bound can be
achi eved when every message contains exactly L packets.
Theorem 4. 5:

For a given offered nessage traffic G-, the bounds on message throughput

under nessage switching for the unslotted MC persistent CSMA scheme is given by

* G*
Ge 2 * ce ®
* * * -aG® <s = * * —aGr (4.17)
2aG +LG (1+aG )+e 2aG +LG +e

Pr oof :

-

Consider the time axis in Fig. 4.4 and let t be the arrival tine of a
packet which starts a new busy period. The busy period and idle period are
defined as in theorem 4.1. Asin packet sw tching, messages arriving

during [t,t+a] will sense the channel idle and proceed to transmt.

i1
a a

1 —
13—

T, + W,

f— busy period- - A¢—idle period—3Y
t

Fig. 4.4: Unslotted Mo—persistent CSMA Under Message Switching: Busy and

idle periods
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If no other transmissions occur during [t,t+a], the first

message will be successful. Let t + Y be the time of occurence of the last
message that arrives between t and t + a. The case Y = 0 corresponds to the
situation where the first arfival is the only arrival during [t,t+a] and
occurs with probability e—aG . Furthermore, when Y =y > 0, let pn(y) be
the probability that exactly n messages arrive in (t,t+y), not counting the
first and last arrivals at t and t+y, respectively, and Bn(y) denote the

length of the corresponding busy period. Then

Bn(y) = Max (Tl’ T, + W vees T .+ W

>
2 2° n+l n+l’ Tn+2+ y) + a, fory 0

where Ti denotes the length of the i-th message arriving during [t,t+y]
(including the messages arriving at t and t+y) and t+Wi denotes the arrival
time of the i-th message with Wl= 0 and Wn+2=y .

All the Ti's are assumed to be independently and identically distributed,
Clearly;:the Wi's are dependent.

Obviously,

n+2

< < T, + >
a + Tn+2 + vy =< Bn(y) <a+ izl i y, for y 0

Let f;(y) be the average length of Bn(y) for a given n and y and recall L
is the average number of packets in each message. Then, taking expection

of the above inequality, we get

a+L+y<B(y)<a+(nt2)L +y
We now proceed to evaluate bounds on the average length of a busy
period, by first removing the condition on the number of arrivals during
(t,t+y). Let E(y) be average length of the busy period conditioning on the
last arrival before t+a occurs at Y = y. Since the arrival process is
a Poisson process, .
(yG*)ne—yG

y , for y >0
n!

pn(y) =
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Using the fact that

[e0]
B(y) = L p (y)B (), for y > 0
n n
n=0
we get
— *
a+L+y<B(y)a+2L+yGL+y , for y >0 (4.18)
Furthermore,

B(0) = a+ L (4.19)
Finally, we remove the condition on y. The distribution function of y is
*
* —(a-
given by (3.17) with G replaced by G, | . €. FY(y) = e (a y)G‘

Let B be the average length of a busy period

J’; B(y) dF, (y)

*

*
¢ 3% F(0) + foaﬁcy) e (aY)C dy

Combining with (4.18) and (4.19), after simplification, we get
_ — — *
a+L+Y<B<a+L+7Y+ale (4.20)

where Y is the mean length of Y and is given by

Y=a-1(1-2%) (4.21)
G

Since the arrival process is Poisson, the mean idle period is given by

- 1
I = (4.22)
G
Furthermore, let U* be the probability of success, then
G*
U* = 2 (4.23)
As before, the average message throughput is given by
. —
s = —2 (4.24)
B+ 1

Finally, combining (4.20), (4.21), (4.22), (4.23) and (4.24) together,

we obtain (4.17).
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Now | et us conpare the performance of message switching with that of
packet switching under unslotted Mo-persistent CSMA.  In Table 4.2, we
tabul ate the channel capacity under packet swtching and the upper bound and
| ower bound on channel capacity under nessage switching for various val ues of
a =id L. The |ower bound on channel capacity under nmessage switching is larger
than the channel capacity under packet switching in :all cases. The |ower
bound and upper bound are again quite close to each other. Furthernore,
conparing the results in Table 4.1 and 4.2, we find that under message

switching, the lower bound éu the channel capacity of slotted M —-persistent

0
CSMA is never less than the upper bound on the channel capacity of unslotted
CSMA for any a and L shown in the tables. That is to say, the channel

capacity of the slotted version is never less than that of the unslotted
version under message switching. This is also true for packet switching as
can be Séen from Table 4.1 and 4. 2.

Finally, let us conpare the average number of retransm ssions under
nessage switching with that under packet switching for the unslotted
Mo—persistent CSMA schene. Again, before the channel starts to get saturated
under packet switching, we can prove that the average nunber of retransm ssions
per successful nmessage under nessage switching is less than that per
successful packet under packet switching. The follow ng theorem establishes
this fact.

Theorem 4. 6:

For any arbitrary distribution of message |length, before the channel
t hroughput S under packet switching gets close to saturation, i.e. when
aG is small, the nmean nunber of retransm ssions per successful message under
nmessage switching is less than that per successful packet under packet

switching in unslotted Mo-persistent CSMA.
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Pr oof :
Using the fact that

X =1+ x+ 0D

the throughput equation wunder packet switching (2.5) reduces to

G(1-aG+0(a2) )
G(14+2a) + (1-aG + 0(a’))

m—— S =

(4.25)

where S and G are the packet throughput and offered traffic, respectively.
After sinplification and neglecting the O(az) terns, we find G

satisfies the followi ng quadratic equations

aG2 -~ (1-S-aS) G + S=0

Taking the smaller root, we get

G ~ (1-S-Sa) - x/(l—S—Sa)2—4aS
2a

(4.26)

Sim’larl?, the throughput equation for nessage swtching (4.16) reduces to

* S * * 2
S G él—aG +0(a™)) (4.27)

- * * * 2
2aG + LG (1+aG )+(1-aG +0(a"))

*
where S and G are the nessage throughput and offered nessage traffic,
respectively.

After sinplification and neglecting the O(a?‘) terns, we find &

-statisfies the follow ng inequality

* *2 %
(a +als ) G=- (1l -LS =-aSt) + S >0 (4.28)

* Using a simlar argunent as in lemma 3.2, we get

* * / * * 2 * *
G* < (1-LS-aS ) - v(1-LS -aS )"~ 4S (atals )
2(a + S*al)

(4.29)
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The root, y, of AXZ— BX+ C= 0 given by

_ B-V/ B~ 4AC
Y 2A

can be expanded by the fornula

1
(1-5)4=1-%z+0(zz) when Z is small,

After sinplification, we get

- L 2
y= 3 + 0(CH)

Appl yi ng the above result to (4.26) and (4.29), we get

~ S
¢~ Tass (4.30
and
*
S
G < * (4.31)
1-LS - aS*

By assunption S = S*L, from (4.30) and (4.31), we have

*
<—sq-l>-<9:-1>z as(l-1/L)
s* (1- (a+ ) S) (I - (a+L) S*)

(4.32)

The average transmission period for a successful nessage is (a + L)
under nessage switching. Hence, even if every nessage is successfully

transmtted at the first transm ssion, we nust have

(a+ L) S <1 (4.33)
under steady state. Since conflict is inevitable, we must have
(a+Ll) & <1
under steady state.
Simlarly, for packet sw tching, we nust have
(a+1) S<1 (4.34)

under steady state.

63



Since L>1
i.e. I-1/L>0 (4.35)

Using (4.33), (4.34) and (4.35), we can conclude from (4.32) that
*
E-v-&-1>0

..\ S*

In Fig. 4.5a and 4.5b, we plot the upper bound and | ower bound on the

t hr oughput of the unslotted MO

switching versus offered traffic for L = 15 and 5 when a = 0.01 and 0. 1,

-persistent CSMA scheme under nessage

respectively. The throughput of unslotted Mo—persistent CSMA under packet
switching, i.e. when L = 1, is also shown. The upper bound and | ower
bound are very close to each other as in the slotted case. Hence, we can say
that for unslotted MC-persistent CSMA, the performance under message switching
is again mainly determined by the mean nunber of packets contained in each message.
Furthernere, when the utilization of the channel is low, the nunber of
retransm ssions per successful message under message swithcing and that per
successful packet under packet switching are quite close to each other.
. Neverthel ess, theorem 4.6 proves that the nunber of retransnissions under
message switching is slightly smaller. As the utilization of the channel
further increases, the reduction in the nunber of retransnissions under message
switching is apparent.

Now | et us look at a specific exanple to gain some feeling on
the performance inprovenent under message switching. Here we use slotted
Mo—iaersistent CSMA as the random access schene. Assume that there are
Poi sson arrivals of both single packet and nultipacket messages at each
station. The message arrival rate is S* with a fraction h of single packets

and the remninder of nultipackets. Al nultipacket messages consist of

exactly eight packets. Hence the average nunmber of packets contained in
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each nmessage is given by
L=8-7h
For this distribution, we can obtain the average length of a
busy period. The distribution function of a busy period, Bn,conditi oni ng
~~*on n arrivals at the beginning of a busy period is given by
0 for k<1 + a

Fo(k)= {n" forl+a<k<8+a
1 for k > 8 + a

Furthernore, its mean is given by

B =8 -7n"+ a
n

Since the average length of a busy period is given by

*
G

o *n -a
B =% B (aG ) e
n=1 n!(l-e )

= R

After simplificaton, We get

*
7(e(h—l)aG _e-aC¥

ki3
l_eaG

)

B=8+a -

Conbining (4.7), (4.8), (4.9) and the above equation together, we get

*
S* - aG*e-aG
*
a+8 - 7eaG (h_l)-é-ac;k
2
Wien a is small, wusing the asynptotic expansion e¥ =1 +x+ §—+0(x3)
we get
* * 2 *x 3
s*= aG -(aG) + aG)

Z
a- (7h-8)aG'™- 1(7(h-1)*+1)a%c* +0( (a6 )
Solving the quadratic equation of G, and then taking the smaller root,

we obtain

*
s A-6-Ts-/T1-(8-7m5* 1% -4 (1-[7 (h-1) 2r1] Sy as™
G =

2(1—[7(h—1)2+1]S*/2)a
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Recal | under packet switching, from (3.13) the offered packet traffic

is given by
oo (19 _ /1-8)%-4a(1-8/2)5
2a(1-5/2)
Wl},?}'e S = (8-7h)S*
1

For the case h = a = 0.01, we tabulate the average number of
*

5:

retransm ssions per successful nmessage under message switching, (g; ~-1),

and that per successful packet under packet switching, cg -1),in Table
*

4-3 for slotted M,-persistent CSMA schene. The upper bound of (%? - 1)

given in corollary 4.2 is also shown in Table 4-3 and is clearly very

tight.

Finally, to check the validity of the assunptions made before, we

rel ease assunptions 1 and 3, i.e. the message independence assunption

-~

and thélassunption that interevent times anong the newy
arrivals and retransmssions are independent and exponentially distributed,
and conduct sinulations for the slotted M,-persistent CSMA schene. The
number of packets contained in each message is assumed to have the same
distribution as that in the previous exanple, i.e. half of the messages
is single packet messages, and the other half s eight packet nmessages
From Table 4.4 we can see that the sinulation results and the analytic
results obtained under the restricted assunptions are very close to each
ot her as expected.

After analyzing both the slotted and unslotted versions of the
Mo—persistent CSMA schene, let us proceed to consider the difficulties
encountered in the anal ysis of Mp—persistent CSMA under nessage switching

when p #0. In Fig. 4.6, we present a typical diagram of idle and

busy periods of slotted Mp—persistent CSMA.  Each busy period may consi st
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N upper bound
s | G/s-1 of ¢*/s'-1| @S
0.02 0. 099237 0. 099258 0. 100067
0.04 0. 220239 0. 220255 0. 222495
0.06 0. 371284 0. 371451 0. 375921
0.08 0. 565249 0. 565590 0.573930
- 0.10 0. 823418 0. 824288 0. 839650
0.12 1.184342 1.186421 1. 216000
0.14 1.725416 1. 730935 1.793737
0.16 2.630175 2. 647486 2.810375
0.18 4. 477025 4. 555560 5. 255877

where S* is the nessage arrival rate

(G*/S*—l) is the average nunber of retranm ssions per
successful nessage under message switching

(&@S-1) is the average number of retransm ssion per

]

successful packet under packet swithcing

Table 4.3: Conparison of Average Nunber of Retransm ssions
Under Packet and Message Switchings for Slotted
M _-persistent CSNVA

0
S* Gr(by simlation) G*(ﬁggggégciaszgghdgggsrassunption)
0.02 0. 0220 0. 0220
0. 04 0. 0486 0. 0488
0.06 0. 0816 0. 0823
0.08 0.130 0.125

Table 4.4. Conparison of Analytic Result and Simulation
Result on Ofered Channel Traffic for Slotted
My~ persi stnet CSMA

69



of one or nore transmission periods. The problemis that the |engths of
the consecutive transnission periods are dependent. The longer the trans-
mssion period is, the nore accunul ated nessages are lilely to occur at

the start of the next transnission period, hence the l|onger duration the
n&xt transnission period tends to be when nessages may consist of different
nunber of packets. Nevertheless, we wll study the slotted M-persistent
CSMA scheme to show the change in performance as p goes to the other
extrene by simulations. Again the distribution function of the nunber of

packets contained in each message is assumed to be

0 for k <1
F(k) = h for 1 <k <M
1 for k>M

Furthermore, let h =% and a = 0.01. Figure 4.7 shows the simulation
| r‘esults, indi cated by "X" and "#", on the average nunber of transm ssions
per successful message under nessage switching when L = 5 and 16, i.e.
M= 9 and 31, respectively. The average nunber of transm ssions per
packet under packet switching, i.e. when L = 1, is also plotted in

Figure 4.7 for conparison.

]

c__. Tz_......_>

¢ TPl Y TP2 *

idle
k———— busy period ———‘—"k‘p‘eriod——)

Figure 4.6. Busy and Idle Periods of Slotted Mp—persistent CSMA
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et

As we can see that under nessage switching not only the channel capacity
becones smaller, but also the number of transm ssions per successful
message is larger than that per successful packet under packet switching
for both cases. Although the transm ssion delay under message switching
may still be smaller than that under packet swi tching when the traffic
intensity is low, the unstableness or |ow channel capacity under message
swit chi ng makes packet switching nore favorable in both cases. In Figure
4.8, we plot the number of tranmsissions per successful transnission versus
the arrival rate when the nunmber of packets contained in each nessage is
fixed with length 5 and 16 which are the sane as the means in the previous
plot, respectively, for a = 0.1. The nunber of transm ssions per successful
packet under packet switching is again plotted for conparison. As we

can see that when the coefficient of variation of message length is zero,
i.(;. al | nessages have f(ixed | ength, the performance under message switching
isin fact better than that under packet switching in both throughput and
delay. As the coefficient of variation increases, the performance under
message switching may degrade and gradually become inferior to that under

packet switching. That is to say on contrary to the M -persistent CSMA

0

schene, the performance of the M -persistent CSMA schene under message

1
switching can not be determined by the mean nessage |ength al one. The
distribution of the number of packets contained in each message, or
the degree of variation around the nean will have strong effect on the
performance under message switching when the paraneter p of I\/‘D-persistent
CSMA goes to 1.

Based on the above analysis, we make the following remark. [If the

channel is highly utilized and our primary concern is to achieve |arger

channel capacity or inprove the channel stability, then nmessage switching
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with Nb-persistent CSMA or optinmum NL-persistent CSMA seems to be desirable
On the other hand, if the channel is not highly utilized, and the primary
concern is to reduce the number of transm ssions per successful trans-

m ssion or the transmssion delay, then packet switching with M

1
-
CSMA, or the other CSMA schenes such as optinun1Mp—persistent cswa, and optinum

~persistent

p-persistent CSMA which also provide better stability property, may be
desirable, especially if the receiving station is part of a store and

forward terrestrial network as we shall see in section 5

4.C The ALCHA Schene

In this subsection, we examine the perfornmance of the ALOHA schene
under nessage switching. The slotted version is first considered
In the sfotted ALCHA scheme, Messages are restricted to transnit at
the beginning of a slot whose length is equal to the transnission time
of a single packet. Let S, denote the message arrival rate of messages
with length i and Gi denote the corresponding offered nessage traffic
Furthernore, recall S and G is the overall message arrival rate and
of fered nmessage traffic and F(k) is the distribution function of the
nunber of packets contained in each nessage. A nessage of length k
beginning to transmt at time t which is the start of a time slot wll
be successful, if
(1) no new or retransm ssion nessages of length n occurs during the
interval (t-n, t+k-1) for 1 <n <o and n f k
(2) no other nessages of length k except the one cited above occurs
during the interval (t-k, t+k-1).

Both events are independent. The probability of occurrence of the first
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event is equal to I e_(n'{_k"l)Grl and that of the second event is equal
n=1
ntk
to e” DG \ence under steady state
s = g e_(Zk_l)Gk I e_(n+k_l)Gn
k Kk
n=1
n$k
-z (n+k-I)Gn
=G, e DT
k 00
Using the fact that G- = G after sinplification we get
n=1
[e e
* - 2.nG
_ -(k-1)G n=1 n
S, =G e e (4.36)

Under packet switching, the primary reason why slotted ALOHA can
achieve twice the channel capacity of pure ALOHA is that collisions
of packets occur only under conplete overlapping of packets in the slotted
ALOHA scheme. That is to say in slotted ALOHA the vulnerable interval
of any packet is the length of the packet under packet swithcing. Now,
under message switching the length of the vulnerable interval of any
message, i nstead of being equal to the length of the message, is equal
to the sumof its own length plus i-I with respect to nmessages with length
i. Hence the longer the nessage is, the harder the transmssion will be.
Long nmessages are discrininated in this case. Wen the arrival rate
i ncreases, Gn/Srl increases nore rapidly for large n. Since long messages
al so have a greater chance to conflict other nessages, the fast growing
of fered traffic of |ong messages will make the system nore susceptible
to saturation than before. It shouldn't be a surprise that the channel

. . . . -1
capacity of slotted ALOHA under nessage switching is less than e =, the
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channel capacity of slotted ALOHA under packet switching, if sonme nessages
contain nore than one packet. The follow ng theorem proves this fact

Theorem 4.7:

The channel capacity of slotted ALOHA under mnessage switching is
less, than e_l, if some messages contain nore than one packet
Proof:

Since

o]

L
ST = gk

Substituting (436)into the above equation, we get

- L.nG o
, n=l n -(k-1)G
S =e k§1 ka
*
Since e~ (-D)E < 1 and the equality only holds when k = 1, we get
= © ¢ glnGn

' < ((L,kG) e "

Due to the sinple fact that the maxi mumvalue of f(x) = xe T s
e'1 whi ch occurs at x=1 we concl ude t hat

S' < e—l

Hence, the channel capacity, the maximum achievable value of S, is
“less than 6.

For unslotted ALOHA, Ferguson [24][25]has studied its performance
under nessage switching using finite source mpbdel where nessage |ength
can have arbitrary distribution. The anslysis based on the nmessage
i ndependent assunption shows that the throughput under packet switching
is larger than that under nessage switching. Under our infinite source
nodel we can prove that the sane result holds for arbtitrary distribution

of the nunber of packets contained in each nessage
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By similar argument as in the slotted version, we obtain

o0}

* - ¥r.nG
s =G e o mlm (4.37)

Theorem 4. 8:

The channel capacity of pure ALOHA under message switching is |less
..a than or equal to lie'l, (The equality only holds for the case where each
message contains the same nunber of packets.)

Pr oof :

o

' =
8T = 1Sy

Substituting (4.37) into the above equation, we get

o - L.nG
-kG n=l""n
- 4.38
S (kglka e ) e ( )
Let
G
q .= —X (4. 39)
.. k,0 SRR
i=l i
then {qk 0} represents a discrete probability distribution.
Furthernore, et
! =
G' = 1L K6y
and
oo
h= ik 9 o
After sinple manipulation, we get
1)
h = EI (4. 40)
G

Since G' <1 under steady state, we get

1
G*_<_h
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Equation (4.38) can be rewitten in the following form

' ) —kG*
§ = CGe kélk qk,O e (4.41)

If all the probability nmass is concentrated at h,

© *
e ~hG
kE1® 9 0 © = he
-~

Otherwise, there will be some mass in both regions [1,h) and (h,®).
Let us nove the amount of mass y at m(>h) to h and al so the amount of
massx at n(<h) to h for sone m,n such that

(h-nmx = (mh)y

and
x = qn,O
v = qm,O
We refer to this new probability distribution after perturbation as
{qk,l} = Notice {qk,l} and {qk ,0} has the same nean, h.
Let
A ={h} U{k| k>0, k is an integer)
and
* ke© ke
£(y,6 )= Lkaq e -ILkaq e
KEA k 1 k=1 k,0
Cearly,
* h —hG* - G* m-h —nG*
f(y,G ) = h (1+ %1-_-‘) ye -mye g hop e
d o -
an £(y,0) = 0

0 Nk = - -
S f 0D g* o=y (mn) >0, for y >0

The curve of f(y,G) has the formshown in Fig. 4.9 for any y > 0.
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fm—h

f(}',%) = hy((1 + 'th'

)e_l— % e h_mh n ¢ p

-1

Using the fact that xe ~ <e = for x £ 1, we get

1 ~-h, -1 - - -
£(y,3) > hy(( + Bt TLomh oLy g

h-n ©
- Hence
* 1
f(y,G ) >0 for y >0, & <E
*
£(y,G )
h—l \/——
. *
Figure 4.9: f(y,G ) Versus G
Repeating the sane procedure, we can nove all the probability mass
not at h to h. Let {qk,i} be the discrete probability after the
*
i-th iteration. Then I k q _e—kG is a monotonically increasing function
keA 1k

of i and the final linit is he—hG‘ That is to say

o *
Ik 94 Oe- kG < he—hG
k=1 °’
Conbi ning the above inequality with (4.41) and (4.40), we get
* -2hG"
S <hGe

. . -2X . -1 .
Since the maxi num val ue of xe is e ~ which occurs at x =%, we get
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~ Using message independent assunption, we can obtain optimistic
| ower bound on channel capacity in sinple formfor both slotted and
unsl otted ALOHA. The throughput equation reduces to the following form

A

under message independent assunption

*
% - - -
Slotted ALOHA § = g ¢ @D Kp e kG
K21
GL kG
Unslotted ALOHA S = Ge kélkPk e

Let C be the squared coefficient of variation of the number of packets
contained in each message. The followi ng theorem gives the |ower bounds
on channel capacities of both slotted and unslotted versions, respectively
As we shall see the |ower bounds are al nbst inversely proportional to C
Furtherrﬁ)'re, under message i ndependent assunptions, we can prove the upper
bounds on channel capacities given in the previous two theorens are still
valid by simlar argunent.

Theorem 4. 9:

Usi ng nessage independent asunption, the |ower bounds on channel

capacity under nessage switching for the ALOHA scheme are

Sotted AR max § > e
G CH2-1/1L

Unslotted ALOHA max S > e'1

G 2
respectively.
Proof :
We only prove the unslotted case. The slotted case can be

proved by simlar argument.

80



. -G L ¥ -kG
S =G e k;lkPke
* kP *
-G L % k -kG
= LGe -Z-l T e
Let
- *
f(x) =e X¢
dzf(x)
Since f(x) is a convex function, i.e. 723_0, we can prove by
dx
i nduction
m m
k2 % FOq) 2 £G L ox)
m

for alla > iél a = 1

Letting o equal to kPkiL and Xy equal to k, we get

o) 2 *
EX o * ‘ -
> s o T RRSTE
k=1 L —
£
_ o (CGL
Hence
*
* -
g i LG e (C+2)G L
-1
max §' >
G* — C+2

4.D The Dynanic Reservation Schene [13]

In the dynamic reservation schene considered here, each user first
makes a request for service on the channel when it has a nessage packet
ready for transmission. After the request is accepted by the centra
station, the message will be scheduled for transmission. The central
station maintains a queue of requests and informs the user of its

position in the queue. Al though the conflicts between nessages have been
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avoided, the conflicts between requests are inevitable. Those random
access schemes nentioned in the previous section, e.g. slotted or pure
ALOHA, various CSMA schemes, can be used to nultiplex requestson the
channel . In order to prevent the conflicts between request and nessage
packets, the channel is either tine divided or frequency divided between
the two types of packets.

The reserved ALOHA schene [4] is a typical exanple of tine division
schene. The channel has two different states, ALOHA and RESERVED. On
start up and every tine thereafter when the reservation queue becomnes
empty, the channel is in the ALOHA state. In this state, all slots are
smal | and the ALOHA scherme is used for request transmissions. The first
successful reservation causes the RESERVED state to begin. However, after

every M RESERVED slots, one slot is subdivided into V small ALOHA slots.

‘Before a data packet is'transmtted, the user transmits a reservation in a

random y selected one of the V small slots in the next ALOHA group. Upon

seeing the reservation, each dser adds the number of slots requested
to a count which records the number of slots currently reserved. Thus,
there is a common queue for all users and by broadcasting reservations
they can claim space on the queue.

The frequency division scheme proposed by Kl einrock and Tobagi [13]
is called split channel reservation nultiple access (SRMA). Two versions
of-SRMA have been considered, i.e. the RAM and RM schemes. In the request
answer-to-request message (RAM scherme, the available bandwidth is divided
into three channels: one used to transnit requests, the second used to
transmt answers to requests, the third used for the messages thensel ves
The request channel will operate under random access node. When a user

has a message ready for transmission, it sends on the request channel a
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request packet containing information about the address of the user
and in the case of nultipacket nessages, the length of the nmessage. At
the correct reception of the request packet, the scheduling station will
conpute the time required to serve the backlog on the nessage channe
..nand then transnt back to the users, on the answer-to-request channel
an answer packet containing the address of the answered user and the
time at which it should start transm ssion. In the RM schene, the total
avai |l able bandwidth is divided into only two channels: the request channe
and the nmessage channel. Again, the request channel will operate under
random access node. Wien a user has a message ready for transmission,
it sends on the request channel a request packet. \Wen correctly received
by the scheduling station, the request joins the request queue. The
schedul ing station may adopt any priority schelduling al gorithm  Wen
. thezﬁessage channel becones avail able, an answer packet containing the
address of the next user istransmitted by the station on the nmessage
channel. After receiving the answer packet, the user starts to transmt
its nmessage on the nessage channel. If a user does not hear the answer
after a certain amount of tine, it will assume the previous request to be
unsuccessful and retransmt the request packet. Since the tine between
receiving and answering of a correctly received request is equal to the queueing
delay of the request packet in the request queue of the scheduling station
-- it is a randomvariable. Cearly the user may undertake some additiona
transmssions of a request after it is correctly received. The shorter
the time out period is, the larger the traffic is on the request channe
and hence, the smaller the probability of success. On the other hand, the
| onger the tine out period is, the smaller the traffic is on the request

channel but the longer the delay between retransmissions.

83



“In dynamc reservation schenme, priority scheduling nmay be enployed
either to reduce the nean queueing delay in the central station or give
higher priority to a certain class of nessages. As pointed out earlier

N
the RM schene might be incorporated with any priority scheduling. One
priority scheduling which is referred to as shortest processing tine (SPT)
scheduling [23] achieves the ninimum average waiting time among all the
nonpreenptive scheduling algorithm Under the shortest processing tine

discipline, the scheduling station always selects the shortest nessage

to transmt after the message channel is available. Notice this scheduling

algorithmis not a feasible CPU scheduling algorithm since the processing
time of each job is not known beforehand. It is usually used to obtain
a- | owner SBund on waiting' tine for evaluating the performance of other
practical sucheduling algorithnms. Under the RM scheme it is indeed
feasible, since the message length is contained in the request packet.
IThe priority scheduling may also be extended to other reservation schenes
under ground radio channel if we can ensure the high reliability of the
answer packet, i.e. when received correctly by any user to be received
correctly by all users. Robert [4] suggests one way to do this by
properly endcoding the reservation. The strategy uses the standard packet
sum check hardware, and sends three independently suncthecked copies of
the reservation data. The high reliability is assured even if the channe
error rate is high. Wth highly reliable answer packets the priority
scheduling can be inplenented in the followi ng way. Assune the answer
packet contains not only the address of the transmi ssion user but also

the length and the priority of the message. (Under the SPT
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scheduling, the priority of the nessage is in fact the length of the

nmessage and can be omitted in the answer packet.) After hearing the answer

packet, each user hawving a pending nessage will delay its nessage
transmission tine automatically by an amunt equal to the nessage |ength
specified in the answer packet if the priority specified in the answer
-#%acket is higher than that of its pending message. The user matching
the address specified in the answer packet will start to transmit the
nessage at the schedule tine if it does not hear anv answer packets of
messages with higher prioritfes before it starts to transmt its

message.

Now let us examine the available analytic results on various reservation
schemes. For the RAM scheme [13], the total delay can be deconposed into
two parts. The first part is the time required for a request packet
to Ee successfully received at the central station. The delay depends upon the
ran&om access scheme usea to reserve a request and is given in section 2
The second part is the time between reception of the request packet at
central station and the end of the message transnission. If the scheduling
discipline at the central station is first cone first served, the queueing
delay is exactly that of the MGI system If the scheduling discipline is
SPT, the average queueing delay is given in [23]. The maxi mum bandwi dth
utilization is determined by the fact that the throughput of the request
channel does not exceed its capacity and the utilization of the nessage
channel does not exceed one. The analytic result for the RM scheme is
hard to obtain but sinulation results have been obtained in [13] which shows
that the performance of the RM schene is conparable and even slightly
superior to the RAM scheme. In [4], the performance of reserved ALOHA

schene has been anal yzed. The transm ssion delay can be deconposed

into reservation delay, central queueing delay and propagation delay and
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eval uated separately.
In any reservation schene, the channel capacity under message sw tching

is larger than that under packet switching. Since under packet switching,

the request rate in the request channel is L times larger than that under

mesSage Switching, nore bandwi dth needs to be allocated to the

request channel. Let us consider the transm ssion delay when the channel

is not highly utilized. For the RAM schene, packet switching may lead to

smal l er transm ssion delay especially when FCFS discipline is adopted at

the central station. If the nessage channel has the sane bandw dth under
message switching and packet sw tching, the mean queueing delay at the central
station under nessage switching will be at least L times larger than that
under packet switching. This fact can be easily derived by conparing the
mean queueing tinme under MG and MD/| systems. On the other hand, the nean

reservation delay under packet switching is larger than that under nessage

switching and the nmean delay due to interpacket gapsunder packetswitchingwill
.be (L-1) times the mean reservation delay. Under packet swtching, usuallythe
bandwi dth allocated to message channel is snaller than that under message
switching, so the contention in the request channel can be alleviated and

the total delay may becone smaller. Nevertheless, priority scheduling

can be used in the central station to reduce the queueing del ay under

nessage switching. For the RM scheme, if the request for next packet trans-
mssion is not issued until the request for the previous packet is acknow edged,
packet switching will lead to larger transmission delay. For communications
via satellite channels, the propagation delay is very large. Hence, nessage
switching will lead to smaller transmission delay in reserved ALOHA schene.
General |y speaking, message switching is nore favorable in dynamc

reservation schemes.
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5. EXAME LE

In this section, we wll analyze the performance of the conputer
communi cation netwok shown in Fig. 5.1. The terrestrial network has
_the same topology as the communication network, ClGALE, within CYCLADES [20],
which is a general purpose conputer network being installed in France
The performance measure under investigation is the nean transm ssion
del ay of the nessages fromthe group of termnals indicated in the figure
to various stations in the network. The nessage transmi ssions between
the termnals and station A are via radio channel and the nessage trans-
m ssions between stations in the network are via terrestrial |inks
Furthernore, we assume the-access schenme enployed in transmitting the
nmessages fromthe terminals to station Ais slotted Mo—persistent CSMVA
- schéﬁe. Al the terristrial links are assumed to be full duplex. The
nunmbers on the terrestrial links represent servers and their queues. Thus
3 refers to the server which transfers nessages from node C to node A
and 2 refers to the server which transfers nmessages in the opposite direction
Traffic moving in the two oppisite directions along the same link is
assumed to be noninterfering. [Each station receives external traffic
which forns a Poisson process. W also assune that each message arriving
fromoutside to each station has equal probabilities of having any of the
- other 4 stations as its final destination. The routing algorithm of the
networks is assumed to be fixed and will be described later. Al the
above assunptions about the terrestrial network have been adopted by
Gel enbe [21] in nodeling a simlar network under packet switching
Let Ci be the channel capacity, the number of packets that can be

transmtted per second, of link i. The channel capacity of each link is
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indicated in Table 5.1a. The fixed routing algorithmis summarized in
Table 5.1b. The routes which are not shown in Table 5.1b are the |inks

which directly connect the source stations and destination stations.

Termnal s
/
X X
X X
X X
3 2
5 Gb 1
[
.

8\ 9 M2

p) 10 ‘111@

Y

Figure 5.1: NETWORK TOPOLOGY
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Li nk Ci(packet/sec)
1,12 50
2, 3 80
. § 4’ 9 70
5 6 45
7,8 50
10, 11 70

Table 5.1a: Channel Capacity of Each Link in the Terrestrial Network

Source Stations Destination Stations Route

2,4
2,5
12, 2
11,8
4,10
9,3
6,3
7,10

H B O Q W =B > >
w > > W m o m g

Table 5.1.b: Routing Table
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We first consider the mean transm ssions delay under nessage switching
In this case, the transmission delays from termnals to destination nodes
consi st of two parts. The first part of the delay denoted by T, i S the mean
transmission delay fromthe terninal to station A via radio channel. The
second part of the delay denoted by T2 i s the mean transmi ssion delay from
station A to the destination station via the terrestrial network. For
example, let the nunber of packets contained in each message have geonetric
distribution with mean five. The nessage arrival rate to each node is
indicated in Table 5.1.c. Since the mean pretransnission delay under slotted

M -persistent CSMA scheme is &, the nean transnission delay in (4.15)

0 2
becomnes
G* ! 3a
T, = (-1)(L+R )+ 5— + L
1 s* 2
wher e -
R' =1L+ ga + 8+ a
and
L = nmean nunber of packets contained in each nessage
(equi val ent)
node | message arrival rate packet arrival rate
A 12 60
B 16 80
C 16 80
D 16 80
E 16 80

Table 5.1c: External Arrival Rate (per second)
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*

By theorem 4.1, we can evaluate the upper bound and |ower bound of G/S*.

From the previous analysis, we know the upper bound and |ower bound of S*
is quite close to each other. Hence we will use the average value of the
upper bound and | ower bound as an approxi mattion of G/S . Let :s assunme

that a = 0.05, § = 0.5 and a =5. The ipproxi mate val ue of G/s* is 2.58

P}

and the upper bound and |ower bound of G/S* is 2.577 and 2.589, respectively,
when S* = 0.12. Furthernore, let us assune that the transmission time of
a packet via the radio channel is 10 nsec, then fromthe formula just
menti oned above we obtain that T1 is equal to 218.6 nsec.
To eval uate the del ay T, in the terrestrial network, we have two
alternatives. The first one is to approximate the geometric distribution
of message length by an exponential distribution with the same mean. The
problem now becones anal ytically tractable. By the Jackson theorem[I], we
can obtain the mean queue length in each queue and then by Little' s fornula,
we can get the mean response tine. The second nethod utilizes the fact
that the terrestrial network is congested and uses the diffusion approxination
techni que [22] to eval uate the mean queue length in each queue and again
by Little's formula to obtain the nean response time. In Table 5.2a we
tabul ate the delay T2 to each station in the network under both approxi mations.
The sinulation results which consist of not only the point estimations
. but also the half widths of the 95% confidence intervals are also included
in the same table. The diffusion approximtions are very close to the
simulation results and the exponential approximtions have about 10% errors.
Next, we consider the mean delay under packet switching. Here we

assune that at termnals nessages are transnitted packet by packet.

After the transmssion of the first packet, the termnal waits for the
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acknow edgenent for station A |f the packet is successfully transnitted
the termnal starts to schedule the transm ssion of the second packet of
the nessage, if any. O herwise, the termnal schedules the retransm ssion
of the first packet according to the retransmi ssion delay distribution. A
simt¥ar remark holds for the other packets of the nessage. Hence, the mean

total delay can be deconposed into two parts. The first part, % is the nean

1’
timein between a nmessage is ready on a termnal and the | ast
packet of the nessage has been accepted by station A The second part, %2, is the
nmean time required for the last packet to reach its destination station via

the terrestrial network.

From (4.16) and the fact d = %5 we get

LA G_ ' k] 3
Tl— L( 3 )@A+R") + ( 2a.+ oc)(L—l)+L-If2~cv.

wher e

R'=§a+a+6

Under the same assunption on the paraneters' values as before, we obtain

1 2
di f fusi on approxi mation. Since we assunme that each packet has fixed length

N _ n, .
that T, is equal to 713.3 nmsec. Again, T, can be evaluated using the

using an exponential distribution of the same mean to approxi mate the distribution
of nessage | ength does not seemto be a very sound approach. Note that the
squared coefficient of variation of an exponential distribution is 1 but that of a
constant distribution is O. In Table 5.2b, we conpare the sinulation results
obtained under diffusion approximation and exponential approximtion. As
expected, the results under diffusion approximtion are very close to the
simulation results and the results under exponential approximtion are very
inaccurate in this case. The sinulation results consist of both the point
estimations and the half widths of the 95% confidence intervals as before
Conparing the relative performance of packet switching and nessage

switching, it appears that nmessage switching has smaller delay via the radio
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.
ey

mean nessage delay time T2 (msec)
exponential approxinmation | diffusion approximtion [simlation
T‘zm 138.6 142.9 142.9 (exact)
Tﬁ‘c 333.3 303. 6 200.7 ¥ 5.6
+
TéD 666. 7 609. 6 604.8 - 13.0
T?E 833.4 762.1 760. 5 pa 16.5
Table 5.2a: ’1‘2 for each destination node when node A is the source
node (nessage switching)

mean packet delay tine "}‘2 (msec)

i sxponential approximation Jdiffusion approximation | simulation
¥ 28. 57 24. 29 24.29 (exact:
e 66.7 36. 92 36.89 ¥ 1.45
'ﬂ‘:";D 133.3 76. 31 76.27 ¥ 2.56
o 166. 7 95. 49 94.84 ¥ 3.26

Tabl e 5.2b: '1\." for each destination node

2

node (packet switching)
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channel and larger delay via the terrestrial network. A better approach

in this case seems to be a mxture of the two, i.e. to use message switching
for transm ssions between terminals and station A via radio channel, then

chop each message into packets after it is received by station A and use packet
swit.s}'\\ing for transmission via terrestrial links. The mean total transnission
delay in this case will be T, + %2 + (L - 1) 'I'3 wher e T3 is the mean trans-

m ssion tine of a packet over the first link in the route and (L - 1) T3

is equal to 57.5 msec in this case.

If we keep the topology of the network unchanged and reduce the service
rate of each channel and external arrival rate to each station by one half,
the utilization of each link in the terrestrial network is unchanged but the
utilization of the radio channel will be reduced by one half. Now the radio
channel is only under low utilization and the probability of conflict is
greatly reduced. Hence, the peroformance under nessage switching and packet
switching via radio channels becomes closer. The del ay T, under nessage

switching is 97.5 msec and the delay i under packet switching is 180.8 nsec.

1

“The delay over the terrestrial network is tabulated in Table 5.3 and 5.4
. . n . : .
for T2 under nessage sw tching and T2 under packet switching, respectively.
As pointed out before, the nean total transm ssion delay of the m xed

strategy is equal to Tl + % + (L-1) T Now t he val ue of (L - 1) T3

2 3
is 115 nsec. Hence, the performance of packet switching is in fact better
than-that of the nmixed strategy in this case. That is to say if the

utilization of the channel is |ow, packet switching should be used through
out the transm ssion. In fact, we can use the slotted Ml—persistent CSMVA
scheme to reduce mean transmission delay fromternminals down to 89.4 msec
under packet switching. The transmi ssion delay can be further reduced by

using a smaller o, nean retransnission delay, as long as we are certain that
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mean nessage delay tinme T2 (nsec)
exponential approximtion di ffusion approximation | sinulation
TAB
2 277.1 285.7 285.7 (exact)
Tt 666. 7 607. 2 599.3 T 11.3
T5D 1333 1219 1210 T 2
Al 1667 1524 1521 T 33

Table 5.3: T

for each destination node when node A is the source

2

node (nmessage switching)

mean packet delay tine 'Tz (msec)

exponential approximation | diffusion approximation |sinulation
AB
Ty 57. 14 48. 57 48.57 (exact)
T4¢ 133.3 73.83 73.78 T 2.90
P 266. 7 152. 6 152.5 ¥ 5.1
TE 333.3 191.0 189.7 ¥ 6.5

Tabl e 5. 4: % for each destination node when node A is the source

2

node (packet switching)
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the channel is in low utilization.
Wth the insight from performance analysis, it is quite clear what is
the appropriate strategy to be taken in order to inprove the performance of the
network under a given load, e.g. mixed strategy should be used when the radio
channel is highly utilized and packet switching should be used when the radio
channel is not highly utilized. As pointed out earlier, one of the nice
R

impacts of performance analysis is that it often l[eads to better control

strategy.
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6.  CONCLUSI ON

Conmput er conmuni cation networks have increased in utility in
recent years. One way to communicate is via nultiaccess broadcast channels
Bot h packet switching and message switching can be enployed to transmit

-~7nfornation. A new class of random access schemes referred to as the

Mp-persistent CSMA scheme is proposed. The Mp—persistent CSMA schene
i ncorporates the nonpersistent CSMA schene and the |-persistent CSMA schene,
both slotted and unslotted versions, as its special cases with p = 0 and 1
respectively. It is simlar to p-persistent CSMA in the sense that they
both try to reduce the interference due to terminals sensing the channel busy
by approximately (1- p), when a is snmall. Both slotted and unslotted versions
of Mp—persistent CSMA lead to closed formexpressions for throughput equations
under. packet switching and make the determination of the optimump to operate
an easy task. Under packet switching, the unslotted version of optinum
Mp—persistent CSMA achi eves |arger channel capacity and smaller transm ssion
delay than the currently available unslotted CSMA schenes and the slotted
version achieves larger channel capacity than the optinmm p-persistent CSMVA
schene.

Furthernore, the performance of various random access schemes is
exam ned and conpared with that under packet switching. W first analyze

the performance of M_-persistent CSMA under nessage switching and obtain

0
tight upper bound and |ower bound on throughput without any specific assunption
on the distribution of the nunber of packets contained in each nessage. In

both slotted and unslotted versions of M. -persistent CSMA, the performance

0
under nessage switching is superior to that under packet switching in the

sense that not only the channel capacity is larger but also the average nunber
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of retransm ssions per successful message under message switching is snaller
than that per successful packet under packet switching. In dynanmic reservation
schenes, nessage switching leads to larger channel capacity. A unique feature
of dynamic reservation schemes is that priority scheduling can often be
emplgged to give short nessages higher priorities and reduce the overal

transmi ssion delay under nmessage switching. However, in both slotted and
unslotted versions of the ALOHA scheme, the channel capacity is reduced when
message switching is used instead of packet switching. It is interesting

to note that the |ower bound of the channel capacity under message switching
is alnost inversely proportional to the squared coefficient of variation of
message length. The reduction in channel capacity under nessage switching

may al so happen in the NL-persistent CSMA schenme as p deviates fromO0 to 1

for certain distributions of nmessage | ength. Hence, the performance under
nmessage & tching via random access channels may be superior to or inferior

to that under packet switching depending upon the random access scheme being

used and the distributions of message length for certain random access schemes--
inthis case, usually a large coefficient of variation of nessage |length
inplies large degradation in channel capacity. Nevertheless, nessage

switching can increase the channel cpaacity of radio channels if appropriate
CSMA schemes have been chosen. If the terminal access networks of a store

and forward conputer conmunication network comrunicate via random access

radi o channels, a mxed strategy which uses nessage switching via radio
channel s and packet switching via terrestrial links of the network will |ead

to better performance when the radio channels are highly utilized
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