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ABSTRACT

This report summarizes the research carried out in the Digital Systems
Laboratory at Stanford University during the period August 1976 through
July 1977.

Research investigations were concentrated in the following areas:

Computer Reliability and Testing, including detection of intermittent fail-

ures, testing for sequential circuits, self-checking linear feedback shift
registers, simulation analysis of high-reliability systems, effects of

failures on gracefully degradable systems, performance-related reliability
measures, verifiably reliable computer systems, fault diagnosis in digital

systems, and software reliability; Critical Fault-Pattern Determination;

Computer Architecture, including trace facility, memory interleaving, and

monitors for signal activity; Organization of Computer Systems, including

an emulation research laboratory, emulators, and memory performance; Fea-

sibility of Real-Time Emulation, including directly executable languages;

Distributed Data Processing for Ballistic Missile Defense; Description

Languages and Design for General-Purpose Computer Architectures, including

evaluation of existing hardware description languages, development of a



structural description language, applications of the structural design
language, bounds for maximal parallelism, and parallel information pro-

cessing in biological systems; Computer Networks, including broadcast

protocols in packet-switched computer networks and the optimal placement
of dynamic-recovery checkpoints in recoverable computer systems; Design

and Verification of Reliable Software including specifications and proofs

for abstract data types in concurrent programs, specification and verifi-

cation of monitors, and operating system design; Design Automation, includ-

ing a language for describing the structure of digital systems, the SPRINT
printed-circuit design system, computer-aided layout of large-scale inte-
grated circuits, and an interactive system for design capture; Database,
including studies in distributed processing and problem solving, a database
matinenance system, and the implementation of database in medicine; and

Digital Incremental Computers.
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E. J. M uskey

NSF G ants MCS76-05327 and MCS76-05327-A01
Contract AFOSR 77-3325

1. Optimal Strategy for Detection of Intermttent Failures
(J. Savir)

Intermttent failures are physical failures that appear and
di sappear apparently at random In integrated circuits, overspreading
or loose particles of eutectic solder can make tenporary faulty contacts
on the silicon die. Another comon type of intermittent failure is pro-
duced by weak bonding between the leads and circuit. Stresses break open
the bonding, but a tenmporary contact can be reestablished by vibrations
or simlar effects.

Such failures in digital systems are especially difficult to
detect because the periods during which they occur are unknown. A de-
tailed analysis of the problemled to an optimal strategy to test com
binational circuits for possible intermttent failures. The best test
is designed to minimze the conditional probability that an intermttent
failure escapes detection. A relatively sinple procedure that deter-
mnes the optinmal strategy produces the set of input vectors for detec-
tion plus the relative frequencies with which these input vectors nust
be applied. Optimal testing is far more efficient than the nore intui-
tive approach which consists of repeating n tinmes the test for the

permanent faults.

2. Random Conpact Testing for Sequential Grcuits (J. Losq)

Wth the increasing conplexity of digital circuitry, the test-
i ng problem has becone correspondingly nore difficult and time-consumi ng
The methods that produce test sets by quickly analyzing the effects of



every possible failure on the circuit becone prohibitively expensive.
For large printed circuit boards with several hundred 1ICs, such met hods
may require a great deal of computer tine to produce test sets that
cover dpproximately 90 percent of all single failures. One nethod to
overcome this conplexity, known as random conpact testing, uses random
inputs as test vectors. The testing sequence is based on a long se-
guence of randominput vectors; however, instead of keeping the conplete
out put sequence (which may be several nmillion characters), the output
stream is conpacted. Counting the nunber of logic 1's in the output
sequence or the nunmber of transitions are exanples of types of conpac-
tion. The result, called the signature, is then used to detect the
presence or absence of failures; the rationale is that faulty circuits
will yield a different signature than fault-free circuits.

It has been denopnstrated that conpact testing detects nost
failures in conbinational circuits. The goal of this research was to
investigate its efficiency in detecting failures in sequential circuits
which are far nore difficult to test. The initial state, synchronizing
sequences, and propagation of internal failures to the outputs were
problens to be considered. The initial-state problem can be overcone
simply because a | ong sequence of randominputs is sufficient for ini-
tialization. Most failures inside the nenory elenments can be detected
by conpact testing, and, nost failures in the conbinational |ogic that
synt hesi zes the nenory excitations and the outputs will change the cir-
cuit signature. The ability to detect small variations in signatures
is directly dependent on the Iength of the test sequence. A |longer se-
quence produces better detection.

As a result, conpaction is believed to be an efficient and
sinmple nethod for testing sequential circuits. The current enphasis of
this work is oriented toward the determination of the best conpaction
scheme. Transition counting, |'s counting, and conpaction by means of
a linear feedback shift register are being considered. It is hoped that
such a study will provide a general and sinple approach to achieving
good fault detection (over 90 percent coverage) w thout the need for

complex circuit analysis



3. Sel f - Checki ng Linear Feedback Shift Registers (D. J. Lu)

In the application of cyclic redundancy codes, linear feedback
shift registers (LFSRs) perform data encoding and error detection and
correction functions. In testing digital systens, LFSRs are used to
conpact long data streans into short easily conmpared digital signatures;
they al so have applications as counters and pseudo-random sequence gen-
erators.

Because LFSRs are responsible for the integrity of data or
test results, the proper operation of these circuits is very inportant.
Anal ysis of the behavior of faulty LFSRs reveal ed that they are not
sel f - checki ng. For certain stuck-at faults, the typical LFSR was ob-
served to be neither fault-secure nor self-testing. Even for the ap-
plication of cyclic redundancy code checkers, it becane evident that
t he basic LFSR provides inadequate distinction between code data errors
and circuit faults.

The inplenmentation of totally self-checking LFSRs by duplica-
tion was investigated. The fault-secure property was verified, and the
self-testing capabilities were evaluated on a quantitative scale. To
reduce hardware and tine-delay requirements in the conparison logic, the
possibilities of reducing the nunber of conparison points were exam ned.
It was discovered that, given a reasonable single-fault assunption, the
conparison logic could be elimnated and that the totally self-checking

LFSR can be inplenented in two LSI chips.

4. Sinmul ation Analysis of H gh-Reliability Systens
(P. A. Thonpson)

In previous work, a sinulation technique was devel oped to eval -
uate the reliability of redundant digital systems. The behavior of the
systemin the presence of faults was configured into a sinulation node
into which randomy occurring faults could be injected. The eval uation
process for one systemrequired the sinulation of many missions, with
one mission determined to be all the events fromtine = 0 until the tine
at which the system fails. By obtaining the tine-to-failure for many
m ssions, an estinmate of systemreliability as a function of tine could
be conputed. Unfortunately, this nethod is prohibitively expensive if



reliability is too close to 1.0 during the time interval being consid-
ered. For exanple, the values of reliability were so high in the dua
conputer system that approxinately 109 m ssions would be required to
obtain reasonably accurate results.

A nethod of estimation was devel oped, which greatly reduces
t he number of mnissions needed to achieve the desired accuracy in the
reliability function. By taking advantage of several statistically
stationary properties (such as the constant failure rates and system
response to faults), it was possible to consider one sinulated long (in
time) mission as the probabilistic equivalent of many shorter m ssions.
An unbi ased estimator of the reliability function has been obtained for
this method. An upper bound on the variance has been derived so that
t he m ni mum nunber of missions required for the desired |evel of accu-
racy can be conputed

This method of estimation was applied in the analysis of a
dual conputer systemwith a lo-hour reliability of approximately 1 to
10-? It reduced the total number of required mssions and the cost of

simulation by a factor of 2 X 103.

5. Ef fects of Failures on Gacefully Degradable Systens (J. Losq)

Graceful ly degradabl e systens are nultiprocessors that can
continue to operate even after failure occurrences. \Wwen a failure is
detected, the remmining fault-free subsystem takes the necessary recovery
steps to stop the propagation of errors and proceeds to reconfigure the
remai ni ng systemso that the faulty part can be isolated and nornal com
putation can resunme. The economic interest of gracefully degradable
systens is self-evident--continuous service to the system users

Many architectures have achieved graceful degradation, and
wi del y diverse systens have been designed. A very general nodel was
devel oped to evaluate the effects of failures on system perfornance.

The nodel considers hardware, software, detection-recovery capabilities,
and the type of applications for which these systens are used. Failures

are classified according to their effects. Safe failures are inmedi-

ately detected before the errors propagate; unsafe failures nay produce

errors for sone tine before they are detected. Consequently, recovery



fromunsafe failures is far nore difficult and, depending on the criti-
cality of the application, it may be necessary to recheck every action
taken by the system before the detection occurred.

The nodel partitions gracefully degradable systems into re-
sources. Each resource, whether hardware or software, perforns a given
type of service. Resources are formed by functionally equival ent ele-
ments; processors for the processing resource is an exanple. For the
system to be operational, each resource nust provide a miniml |evel of
service, and failures in the elenents will decrease that |level. Unsafe
failures incapacitate the resource during the time required for detec-
tion and recovery. Total system performance depends directly on the
state of the resources

Using this nodel, it was possible to evaluate the sensitivity
of systemperformance to failures. The nerits of hardware- vs software-
i npl emented faul t-detection nechani sms were al so conpared. Mny of the
trade-offs and optim zation problens have been docunented. The i npor-
tance of the software unreliability factor in the overall perfornmance
equation has led to a refocusing of our work toward nodeling software-

i nduced failures.

6. Performance-Rel ated Reliability Measures (D. Beaudry)

Reliability measures for distributed or multiprocessor conput-
ing systens should consider total system performance. Traditional reli-
ability calculations are applicable when redundancy is used to achieve
fault tolerance. These measures, however, do not address the problens
of di m nished perfornmance caused by the failure-induced degradation of
system resources. Several neasures have been devel oped that take into
account the systenis capacity to execute its computing t asks. ! These
measures, obtained by neans of a Markov nodel of the system can be ap-
plied to conpare and eval uate conmputer-system architectures with differ-

ent reliability and performance characteristics.

TM D. Beaudry, "Performance-Related Reliability Measures for Computing
Systens," Tech. Note No. 101, Digital Systens Laboratory, Stanford Uni-
versity, Stanford, calif., 1977.



1. Verifiably Reliable Conputer Systems (P. A Thonpson)

When designing conmputer systens for critical applications, it
is necessary to be able to determine accurately the overall reliability
of the system Know edge of reliability and mssion tinmes nmakes it eas-
ier to select the best design alternative anong a |arge nunber of candi-
dat es. It is also often necessary to denonstrate with a given |evel of
confidence that a conpl ex redundant system neets the reliability crite-
ria specified in the devel opment contract. Unfortunately, the lack of
accurate failure-rate data for conponents makes it inmpossible to obtain
precise estimates of their reliability in nost systens that use redun-
dancy to enhance reliability. As a result, it would be useful to know
for which redundant structures a precise determnation can still be ob-
tained without accurate data relating to failure and repair rates. Gven
a particular redundant system how it should be partitioned (into nodul es
or conponents) nust also be determ ned so that knowi ng the function of
each section guarantees, in theory, a possible estimation of overal
system reliability.

The initial approach to this problem has assumed a digital
system containing a fixed nunber of identically designed redundant nod-
ules. System behavior in the presence of any possible fault is known,
as is the reliability function for each of the nodules. It is further
assuned that the failure/repair probability distributions associated
with each type of fault that may occur within a nodule are not precisely
known. It is desirable to identify the necessary and sufficient system
characteristics so that the reliability of the whole system can be ex-
actly determ ned under these constraints.

In systenms with no nore than two identical nodules, it has
been proved that, generally, it is inpossible to exactly determi ne the
overall reliability function. The study of systens with three or nore
identical nodules is not yet conplete, but intuitive arguments are based
on the extension of this result to any nunber of nodules. It is not
known how additional assunptions, such as assuming constant (in tine)
failure rates, will affect this result

Al though it may never be possible to obtain the exact relia-

bility function for a system perhaps sone redundant configurations wll



produce better estimations than others. Future work will investigate
the theoretical limts on the precision of such estimations, based on

inconplete failure/repair data

8. Fault Diagnosis in Digital Systems (M. L. Blount)

The problem of fault diagnosis in nmultiunit digital systens,
particularly mnultiprocessor conputers, has been investigated. Two nod-
el s of systemlevel diagnosis in digital systens have appeared in the
literature--the Preparata and the Kinme nodels. In both, sonme idealistic
assunptions were made concerning tests and the testing process.

A new general nodel for systemlevel diagnosis, called the
probabilistic nodel, has been proposed in which the outcones of tests
are considered to be randomrather than fully determnistic events. Com
pared to the Preparata and Kine nodels, the probabilistic nodel has the

foll owing advantages.

e The restriction that all tests nust be conplete tests is
r enoved

e Intraunit tests can be devel oped

e |t is possible to determine the extent to which faults in
the testing units affect the test results and the effects
of transient faults on the diagnostic procedure.

e The diagnosability measure is nore general

In addition, a diagnosis strategy has been derived to optimze this nea-
sure.

The probabilistic nodel is being used in a study of diagnostic
strategies enployed in high-availability multiprocessors. The goal is to
conpare the various strategies in terns of their effectiveness.

Research is also directed toward an efficient inplenentation
of a diagnostic facility for high-availability mltiprocessors. A dis-
tributed mcrocomputer-based design has been proposed. The facility al so
appears to be capable of handling the error-detection nonitoring, retry,

and reconfiguration required in a high-availability system



9. Software Reliability (D. Beaudry)

Because software failures are a significant source of system
failures in conplex conputing systens, they nust be included in nodels
devel oped to evaluate systemreliability and perfornmance characteristics.
A statistical analysis of failure data obtained fromthe Stanford Linear
Accel erator Center nultiprocessor system reveal ed that software and hard-
ware failures have different characteristics and cannot be nobdeled in the
same may.* If variations in the demand for system resources (especially
the operating system) are taken into account, however, a tractable nodel
for software-induced system failures can be defined. This type of anal-
ysis can be used to evaluate the effects of changes in hardware or soft-

ware system resources.

B. CRI TI CAL FAULT- PATTERN DETERM NATI ON
E. J. M uskey

NASA G ant NSG 1410

A study has been undertaken to devel op nmethods for determ ning al
the fault patterns that can cause a highly reliable conputer systemto
fail. For critical applications (such as airplane automatic flight con-
trol or landing), conputer systems have been made highly reliable through
the use of such redundancy techniques as triple nodular redundancy. These
hi ghly redundant systens will recover fromnost failures, and only a few
failures or a conbination of failures (called fault patterns) wll result
in a systemcrash. Reliability-evaluation techniques based on a statis-
tical evaluation of these critical fault patterns do not produce accurate
results. The population of critical fault-patterns is generallytoosmall

or too poorly behaved to enabl e neaningful statistical approaches.

fM D. Beaudry, "A Statistical Analysis of Service Interruptions in the
SLAC Mul tiprocessor," Tech. Rept. No. 141, in preparation.



Conpl ete enuneration of the critical fault patterns produces much
nore useful information for inproving and validating highly reliable
systens. Three approaches are being investigated--penetration, simula-
tion, and analytical nethods

The penetration nethod takes advantage of the superior hunan abil -
ity to pinpoint potential problens. By analogy wth code-breaking tech-
ni ques, a careful exam nation of such a highly reliable (and critical)
conputer can lead to very significant savings in tinme after the system
is simulated or nodeled. Many error-prone areas (such as specification
conpl eteness or timng problens) are extrenmely difficult to manage by

si mul ati on.
Sinul ation can determine the effects of failures on system behavi or

A general simulator intended for reliability analysis has been devel oped
at the Center for Reliable Conputing, based on sinulating the effects of
each possible fault pattern to determne the critical ones. Because of
the large anount of conputing time required for such a global sinulation
it is highly desirable to use it in interaction with the penetration ap-
proach. Because the sinulator does not require that all parts of the
system be described with the same level of detail, the nost critica
parts of the systemcan be defined in greater detail.

Investigation of an analytical approach is under way. By accurate
modeling, it should be possible to identify the possible states of the
system following a failure. The systemw |l be represented by a graph
where the nodes are the states and the edges correspond to failures. The
critical fault patterns will correspond to a sequence of edges (failure
occurrences)'that take the systemfroma fault-free state to a failed
state. Such an approach overcones the need to enunerate all possible
fault patterns. The single failures that cause system crashes are the
paths of length 1 between the fault-free and the failed state, the crit-
ical double failures are the paths of length 2, and so on

Because of the different but conplementary advantages (and draw
backs) of these three approaches, the best solution may involve an in-
teraction between the analytical and simulation approaches. Human in-
telligence will close the |oop.



C. COVPUTER ARCHI TECTURE

E. J. MCuskey and S. S. Owicki

Contract N00014-67-A-0112-0601

1. Trace Facility (D.J. Rossetti)

The STRAP/ 370 instruction tracing facility is producing data
for various studies in the areas of performance, architecture, and oper-
ating systems. A paper entitled, "The Design and Inplementation of an
Operating System Tracer," has been subnitted for publication in the Com
muni cations of the Association for Conputing Machinery. It describes
the uni que aspects of the tracer, provides exanples of its use, and rec-
ommends further applications of the data and technique.

Cur approach is being extended into the microprocessor area;
nost of the desirable features of the original technique will be re-
tained. Conputer architectures will be evaluated fromthe standpoint

of devel opment and progranm ng ease as opposed to processing speed be-
cause software devel opnent has becone a major cost in mcroprocessor
use. The principal tool is a detailed-level instruction tracer having

the following characteristics.

e |t is independent of the program being measured to the
extent that one microprocessor can be used to nmeasure

anot her.

e The instruction streamis sanpled in bursts at a rate
determined by the user.

e Mnimal perturbation is introduced into the neasured
system because the trace is collected with hardware
assi stance and not by interpretation.

e Actual systems and progranms can be neasured, including
input/output and interrupts. The trace is not gathered
inan artificial environment, such as a simulator

The tracer is an extension and adaptation of the work of a
graduate student. It has been used to obtain instruction frequency data
for application prograns in our microprocessor |aboratory. Current plans

are to collect extensive trace data for studies in architecture

10



eval uation and to gain understanding of mcroprocessor program and in-

put/out put behavi or.

2. Menory Interleaving (F. W Terman)

Model s of interleaved nenory systens have been investigated
by neans of a trace-driven simulation. The basic model extends the one
devel oped by Burnett and Coffman+ to the architecture of the IBM 360/
370 with its variable-length instructions and operands. This basic sim
ulation nmodel also includes nultibyte transfers per nenory access and
facilitates the study of the effects of channel interference, data-re-
quest reordering, and data queue enptying

Menory requests for the sinulation are obtained fromtwo sets
of instruction-by-instruction trace records. The first set, produced
by the program TRACE/360, traces the problem state conponent of typica
prograns running on the |IBM 360/370. The second set, produced by the
program STRAP/370, traces sanples of the total activity of the CPU, in-
cludi ng the supervisor and probl em states.

The theoretical predictions of Burnett and Coffrman for the
increase in nmenory bandwidth as a result of interleaving are found to
fit well with the simulation results obtained for the fetching of in-
structions. The usefulness of fetching instructions in blocks is Iim
ited by the relatively high frequency of branches on the |IBM 360/370.
Consequently, an active channel has relatively little effect (less than
10 percent degradation) on the fetching of instructions froman inter-
| eaved menory.

For the transfer of operands to and from memory, the sinula-
tion results reveal only one-half the increase in menory bandwi dth pre-
dicted by Burnett and Coffman, which indicates that data references on
the 1 BM 360/370 are not random The effect of an active channel is
again small because of the number of idle nodules in a typical menmory
cycle. A larger degradation (10 to 20 percent) occurs if the data

*G . Burnett and E G Cof fman, Jr., "A Study of Interleaved Menory
Systens,” Proc. AFIPS Spring Joint Conputer Conf., 36, AFIPS Press,
Montvale, N.J., 1970, pp. 467-474.

1



requests are forced to "catch up" with the instruction requests before
a successful branch is executed. This is a reasonable restriction be-
cause the branch address cannot be calculated with certainty until the
val ues of the general -purpose registers are known. On the other hand
a significant inprovement (15 to 30 percent) in the menory bandwi dth
can be obtained by allowi ng the data requests to be filled out of order
These effects are being investigated in detail and conpared to the pre-
dictions of other theoretical nodels.

This analysis is being extended to include the effects of in-
terference between nmultiple CkJs. The effects of the interdependencies
bet ween instructions and operands and between the operands thensel ves

will also be exam ned

3. Monitors for Signal Activity (R C.  Qgus)

Probabilistic nodel s have been developedt to describe logic
circuits where a probability can be assigned to a signal line that in-
dicates that the signal is a logic "1" given the probability of the in-
puts of the circuit is a "1." Al gorithms have been devel oped to derive
the signal -probability expressions as functions of input signal proba-
bilities. Signal probability is of value in conputing the probability
of detecting faulty behavior in circuits and in the cal culation of the
signal reliability of a circuit (the probability that the circuit output
is correct). In addition, a scheme to select efficient test sets from
random i nputs has been described® wherein the effect on a circuit out put
of exercising any input variable nust be measured. In this way, the in-
puts can be weighted according to their inportance. This requires nea-
suring both the input and output signal probabilities. This scheme can
also be applied in error-latency studies and in systemtesting.

Tk P. Parker and E. J. Md uskey, "Analysis of Logic Circuits with
Faults Using Input Signal Probabilities,"” IEEE Trans. on Conputers,
C 24, 5, My 1975, pp. 573-578.

#H. D. Schnurmann, E. Lindbloom and R G Carpenter, "The Wi ghted
Random Test Pattern Cenerator," |EEE Trans. on Conputers, C 24, 7
Jul 1975, pp. 695-700.
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Because, in many cases, circuits are too large for analytica
analysis, it is desirable to develop a hardware nonitor unit that can

actual |y nmeasure signal activity and display the signal probability.
Two noni tor designs have been proposed. The first is a sinple stand-
al one single probe that can directly measure and display the probabil -
ity of a "1" on a signal line. The second is a nore conplex processor
that can insert a nunber of probes into a circuit and neasure the sig-
nal probabilities of the lines and al so process the information to re-
late to a particular application

A prototype of the first nonitor has been constructed and is
bei ng exercised. The second design would be inplenmented on an | BM Sys-
tem 7 conputer. These tools should be useful augnentations to the other
nonitors described above and should prove valuable in such applications

as test generation and actual circuit testing.

D. ORGANI ZATI ON OF COVPUTER SYSTEMS
M J. Flynn
ERDA Contract EY76-S-03-0326 PA39

This project is directed toward general studies of the organization
of conputing machines, including parallel processors that attenpt to
manage a | arge number of data, logical resources, and/or tasks sinulta-

neously. Detailed investigations of computer systens include
e computer-systemresource use and specification by genera
model s and sinul ation
e conmparative study and eval uation of systemdesign archi-

tectures and concepts, including parallel and mcropro-
grammed processors

1. Emul ati on Research Laboratory (c. J. Neuhauser)

The primary mission of the Stanford Enul ati on Laboratory is to
study the processor instruction execution as it is represented by both

physical and conceptual processors. A facility has been devel oped that
may replace (or enulate) the instruction-processing activity of an
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arbitrary machine. At the center of this facility is an interpretively
programed host processor. Wen properly programred, it will exactly
enul ate the instruction fetching, decoding, and execution of a selected
target machine (conceptual or physical). The software-oriented process
of organi zing the host-processor resources for a particular target-na-
chine emulation is referred to as "microprogrammed interpretation.”

The Emul ation Laboratory is divided into two cooperating but
i ndependent subsystens--the enul ation and experiment-control systens.
The emrul ati on system contains a special -purpose "host" (or interpretive)
processor, control storage, main storage, and a common bus. To enulate
a particular target nmachine, a mcroprograminterpretation of this ma-
chine is constructed and | oaded into the control store of the host pro-
cessor. During emulation, the control store and physical resources of
the host processor serve as the data storage and mani pul ati on resources
of the target machine. The main nenory systemis simlarly configured
to represent the main nenory systemof the target nmachine. The experi-
ment -control system consists of | ow speed user-oriented I/O devices
clustered around a general - purpose processor

The two | aboratory systens are coupled via the common bus and
are organi zed so that the experiment-control system has direct access to
the data storage of the host processor. This provides a convenient neth-
od of direct observation and control of the enulation experinent.

Host - machi ne microprograns are witten in one of two especially

devel oped | anguages.

2. Enul ators (C. J. Neuhauser)

Several emrulators have been witten to interpret the codes of
traditional machines. An enul ator capable of processing the conplete
I BM 360 basic instruction set has been witten. For typical instruction
sequences, approximately 100,000 target-machine instructions are executed
per second, which indicates that the enulator is operating at 70 percent
of an actual IBM 360 Mbdel 50. Conparable execution rates may be ex-
pected for similar second- and third-generation physical processors.
Studies are under way to extend the 360 emulator so that detailed re-
sour ce-usage statistics can be obtained during the emul ation process.

14



W have witten emulators for the PDP-11, CDC-6400/6600, RC-
4000, and Intel-8080. These systens interpret target codes at 50 to
100, 000 target-machine instructions per second. The |ower performance
is the result of machines with data paths in excess of 32 bits or that
use conplex register interpretation. W are continuing to expand the
number of architectures we interpret and to obtain usage statistics
from each of these machines

3. Menory Performance (B. R Rau)

The performance of the menory systemis central to the per-
formance of the entire conputer systemand, of the factors that affect
menory performance, program behavior is, perhaps, the nost inportant
The performance of the menory systemis best measured by two figures of
merit --access time and bandwidth. Accordingly, our work has concen-
trated on studying the effect of program behavior onthesetwo neasures.

The nost cost-effective way of reducing access tinme is to
structure the nenory hierarchically with a nunber of |evels, each one
faster and smaller than the one belowit. Two aspects of program be-
havior that nmost directly inpact the effectiveness of a nenmory hierarchy
are tenporal and spatial locality. The least-recently-used stack node
(LRUSM) is a good nodel of tenporal locality, but its analysis has been
negl ected; however, we have devel oped sone properties and applications
for it. Spatial locality is nodeled by the spatial locality function
based on the LRUSM and is observed to be invariant with the level in
the hierarchy at which it is neasured. This property is utilized in
devel oping a procedure for analyzing multilevel menmory hierarchy. The
string of operand requests possesses sequentiality in a generalized
sense, and this can be exploited to enhance performance at the very
hi ghest | evel of the hierarchy.

The cost-effective approach for increasing the bandwidth is
to interleave the menory in a loworder manner. The LRUSMis an ade-
quate nodel of program behavior in this context and can be used to ana-
lyze the bandwi dth obtained with a highly overlapped uniprocessor. The
bandwi dth in a nmultiprocessor systemis also being studied under fairly
general assunptions concerning program behavi or
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The fundanental issue of how program behavi or shoul d be nod-
el ed and anal yzed is being examned in sone detail. It is argued that
the nmost successful approach is to permt a judicious choice of approx-
imations and to balance the errors incurred in devel oping the nodel and

in analyzing it subsequently.

E. FEASI Bl LI TY OF REAL-TI ME EMJLATI ON
M J. Flynn
Contract DAAG29-76-G-0001

The enphasis of this study is focused on the feasibility of ad-
vanced and more powerful host processors capable of processing 1 to 5

M PS of target machine instruction

Directly Executable Languages (L. W Hoevel)

A DEL is an intermediate |anguage tailored to a specific conbina-
tion of source |anguage, host machine, and user comunity. User-written
source progranms are generally evaluated by translating theminto an
equi val ent DEL "surrogate" and then submitting them for execution, in
pl ace of the original source version, as often as a user desired. The
DEL thus occupies the sane place in a conputing systemas a traditiona
machi ne | anguage; however, because it is specifically designed to cou-
ple well with the given constraints, the resulting system should be far
more efficient.

W have been studying the potential space-tine advantage of DEL~
based systens for high-1level source |anguage/nicroprogrameabl e host-
machi ne constraint conbinations. |In particular, we have devel oped an
internediate text for a basic FORTRAN EMW system that results in an
average reduction factor of 7.5 in both space and time. This [|anguage,

cal l ed DELtran,+ has the followi ng interesting properties.

fTechnicaI Notes 108 and 130, Digital Systems Laboratory, Stanford El ec-
tronics Laboratories, Stanford University, Stanford, Calif.
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e It is "invertible"; the original source text can be deduced
fromits DELtran surrogate and static synbol table--at |east
up to the level of redundant bl anks and parent heses.

.« No menory accessing "overhead" instructions need be inserted
into the DELtran instruction stream (approxinmately three
such "overhead" instructions are present in 370 instruction
streans for each functional instruction).

« The result of any intermediate computations is pushed onto
an internal LIFO evaluation stack; however, only internedi-

ate val ues are pushed onto this stack, never the val ues of
atonic variabl es.

F. DI STRI BUTED DATA PROCESSI NG FOR BALLI STIC M SSI LE DEFENSE
M J. Flynn

Cont ract DASG60-77-G~0073

The enphasis of this study is focused on the feasibility of advanced

conputer architecture by use of distributed computing el enents.

Distributed Conputer Systens (P.s. Yu)

Few areas of current and future architecture research and devel op-
ment hold as nuch potential promise for BVD applications as distributed
data processing. The possibilities in terns of performance, systens in-
tegrity, and extensibility, if realized, nmay significantly inpact overal
BMD systen}inp[enentation phi | osophy.

To support ongoing BMD research in DDP, the objectives of the pro-

posed research are

. devel opment of analytical tools to evaluate the performance
of distributed networks of conputers

. devel opment of analytical tools to evaluate the performance
of nodal architectures (nethods for evaluating and deternmn-

ing the performance of various configurations of processor
architectures located at a geographically common site)

e investigation of novel approaches to distributed nodal com
puter architectures
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The enphasis of this research is twofold: (1) to derive mat hemati cal

nodel s to determ ne the performance of existing distributed data-proces-
sing approaches at both the network and nodal levels and (2) to initiate
an investigation of novel approaches to the structure of such DDP archi-

tectures.

G DESCRI PTI ON LANGUAGES AND DESI GN FOR GENERAL- PURPOSE COWPUTER
ARCHI TECTURES

M J. Flynn, W M vanCleemput
Contract N00014-75-C-0601

The purpose of this study is to devel op description |anguages to
describe computer architectures and to develop a basis for understanding
the limts of the design of such architectures (to establish the fastest

speed of execution of a progran.

1. Eval uation of Existing Hardware Description Languages
(D. Hanson, W vanCleemput)

To evaluate the feasibility of describing conputer architec-
tures by neans of a hardware description |anguage, several of these |an-
guages were analyzed. Three were selected for further study, based on
the availability of a working conpiler and simulator and on the suita-
bility of the language for the nultilevel description of digital systens.
Compilers for the CDL (Chu, University of Mryland) and the CASSANDRE
(Mermet, University of Genoble, France) |anguages were inplenented, and
t hese | anguages were conpared in ternms of their descriptive power. A
conpiler for the DDL | anguage (Dietneyer, University of Wsconsin) was

obtained and is being adapted for use on the |IBM 370.

2. Devel opnent of a Structural Description Language
(W. vanCleemput)

Most of the currently existing hardware description |anguages
enphasi ze a behavi oral description and neglect the structural aspects of
a design. A behavioral description is often nore than sufficient to de-

scribe an existing architecture. To aid in the design process, however
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it IS necessary to obtain all available information (structure and

intended behavior). The SDL | anguage was devel oped to identify the
structural properties of the system and a conpiler for the |anguage
is operational. A special characteristic of SDL is that it is hier-

ar chi cal

3. Applications of the Structural Design Language (T. Bennett,
J. Hupp, K Stevens, W vanCleemput)

One of the obvious applications of a structural design |an-
guage is to serve as the input mediumfor a physical design system
Such a system may consist of several subsystens for performng such
tasks as printed-circuit layout, integrated-circuit |ayout, gate-leve
logic sinulation, circuit-level simulation, fault test generation, and
automated | ogi c diagram generation. A printed-circuit |ayout system
is being inplemented, and a prototype systemw || soon be operational
An integrated-circuit layout systemis in the design phase. Interfaces
between the SDL | anguage and several logic-level and circuit level sim

ulators are in the planning stage.

4. Bounds for Maxinal Parallelism (R. Lee, M Flynn)

This is a study of the performance linmts of a single program
executing on a large nunber of identical processors operating in par-
allel inan MM (rmultiple instruction-nultiple data) organization. Wth
the rapidly decreasing cost of LSI microprocessors, it is now econonm -
cally feasible to consider a whole arny of processors within the computer
architecture to speed up a conputation, even at the reduced efficiency
of each conponent processor. The processor is no longer the hall owed
CPU or the nost valuable resource to be utilized with the greatest ef-
ficiency. Some "acceptable" |evel of efficiency should be obtained,;
however, we nust determ ne the type of speedup that can be expected by
i ncreasi ng the nunber of processors even if the problens of control and
conmmuni cation are ignored

W first defined a general nodel conputation on a p-parallel
processor and di stingui shed between the |ogical parallelism (p* pro-

cesses) inherent in a conputation and the physical parallelism (p
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processes) available in the conputer organization. W then identified
such performance neasures as execution time, speedup, efficiency, and
space-time product from which we can evaluate the performance inprove-
ments (if any) of p-parallel processor systens over uni processor Sys-
tems. W observe that performance generally depends on both conputer
architecture and conputation.

W derived the necessary and sufficient conditions for the
mexi mum attai nabl e speedup of a p-parallel processor over a uniproces-

sor as

*
: P p
s, <mn (lnp'ln p*)

Despite the many views concerning the potential speedup of parallel
processor systens, this bound has never before been established. In
addition, wth sufficient processors (p > p*), the conditions under
whi ch the maxi num attai nabl e speedup of a conputation is p*/iln p*,
maxi mum efficiency is 1/ln p*, mininumexecution tine is T1 .1np*/
p¥, and the nini mum space-tine product is Ty *1ln p* (where Tl is
the execution time of the computation on a uniprocessor). The enpir-

i cal speedups obtained for a large nunber of different types of conpu-
tations revealed that 80 percent of all progranms exam ned satisfied
these conditions and had maxi mum speedups of |ess than p*/1n p*.

5. Parallel Information Processing in Biological Systens
(S. Wakefield, M Flynn)

The interconnections and types of synapses between units of
a particular neural subsystem (the stonmatogastric ganglion of the |ob-
ster) have been extensively determ ned by biologists, as have the ste-
reotyped nmotor patterns it produces. The exact nechani sns and sequence
and duration bounds of inpulse bursts that nust underly the production
of the coordinated nuscle-activation patterns, however, are unknown.
Such a mechani sm woul d be anal ogous to the switching network responsi-
ble for the traversal of states in a digital sequential circuit. Be-
cause of this analogy, this and other similar sinple biological infor-
mat i on- processi ng subsystenms are being investigated. In addition, the
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speed, power requirenments, size, and information capacity of individua
neurons are being conpared to those of electronic information-processing

conponents.

H. COVPUTER NETWORKS
V. Cerf

G ant MDA903-76-C-0093, ARPA Order No. 2494

1. Broadcast Protocols in Packet-Sw tched Conputer Networks
(Y. K Dalal)

This study investigates the design and anal ysis of broadcast-
routing algorithnms for store-and-forward packet-switched computer net-
works. Broadcast routing is defined here as nultidestination routing
in which a packet is delivered to all destinations rather than to some

subset
W have examined five alternatives to transmtting separately

addressed packets fromthe source to the destinations. The algorithns
are conpared qualitatively in ternms of nmenory requirenments, ease of im
pl enentation, adaptiveness to changing network conditions, and reliabil-
ity, they are also conpared quantitatively in ternms of the nunmber of
packet copies generated to perform broadcast and the delays to propagate
the packet to all destinations. Lower bounds on the performance neasures
are determ ned by exam ning regul ar graphs.

Protocols that provide reliable conmmunication using broadcast
routing (such as broadcast protocols) are anal ogous to interprocess com
muni cation protocols except that conmunication is between one and many
processes. The design of broadcast protocols is faced with problens
simlar to those in the design of interprocess communication protocols--
addressing, sequencing, duplicate detection, and guarantee of delivery.
This area presents many subjects for future research.

W have denonstrated how the catalog of a distributed file
system coul d be structured sinply if the system could nake use of effi-
cient reliable broadcast protocols. The properties of such protocols at
the host level are based on their applications and on the reliability of
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the routing algorithms. W have examined the trade-offs between gl oba
and subgroup broadcast routing. One conclusion is that conmunication
subnets shoul d support both capabilities in the formof nultidestination
addressi ng and reverse-path forwarding, respectively.

An outcone of this investigation is the fornulation of two
distributed (parallel) algorithnms for constructing mniml spanning
trees. W believe that these algorithns are the first of their kind.
They can be used in broadcast routing and in such networks as the Packet
Radi 0 Network

2, The Optinal Placenent of Dynami c-Recovery Checkpoints in
Recoverabl e Computer Systems (W. A Warren- Angel ucci)

Reliability is a major factor in any computer system because,
no matter how carefully designed and constructed, these systens wll
fail. The rapid and systenatic restoration of service after an error
or nmalfunction is a significant design and operational goal. This study
has devel oped a recovery nmethod that guarantees that the conputer sys-
tem its associated data bases, and communication transactions wll be
restored to an operational and consistent state within a given tinme and
cost bound after the occurrence of a failure.

W have considered the optimzation of a specific software
strategy--roll back and recovery--within the framework of a graph node
of program flow that enconpasses conmmuni cation interfaces and data-base
transactions. Al gorithnms have been formulated that optimze the place-
ment of dynamic-recovery checkpoints, and a run-tinme technique has been
devel oped to determine the optinmal placement of these checkpoints. A
met hod has al so been presented for statically precomputing a set of op-

timal decision paraneters for the associated program nodel

DESI GN AND VERI FI CATI ON OF RELI ABLE SOFTWARE
S. S Owicki

Contract F49620-77-C~-0045
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1. Speci fications and Proofs for Abstract Data Types in
Concurrent Prograns (S. S. Owi cki)

Shared abstract data types, such as queues and buffers, are
useful tools for building well-structured concurrent prograns. This
study has devel oped a nmethod for specifying shared types to sinplify
concurrent-program verification. The specifications describe the oper-
ations of the shared type in terns of their effect on variables of the
process invoking the operation. This makes it possible to verify the
processes independently, thereby reducing the conplexity of the proof.
The key to defining such specifications is the concept of a private
variable--a variable that is part of a shared object but belongs to
just one process. Shared types can be inplenented through an extended
form of nonitors, and proof rules will verify that a nmonitor correctly
inmplenments its specifications. Concurrent progranms can be verified us-

ing the specifications of their shared types.

2., Specification and Verification of Mnitors (s.S. Owcki)

A nonitor is a programming |anguage construction that defines
a logically related group of shared data itens and a set of operations
on those items. The operations are the only neans by which programs my
access the shared data, and the nonitor includes synchronization to en-
sure that processes do not interfere with each other as they perform
operations. This limted access sinplifies the verification task.

A nonitor is specified by listing the shared data itens and
their initial values, plus the effects of each operation. \Verifi-
cation of programs that use the nonitor is sinplified by describing the
operations in terms of variables that are private to the program i nvok-
ing the operation. The relationship between the private and shared va-
riables is expressed by an invariant relation which is true for the ini-
tial monitor values and is preserved by each operation

There are two steps in verifying systens that use nonitors.
The first is proving that the nonitor satisfied its specifications (that
the operations preserve the invariant and have the required effect on
private variables). The second is verifying the processes that call the

nonitor by using the specifications of the nonitor operations. |n sone
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i nstances, the correct behavior of one process depends on the actions
of another; here, it is convenient to use a process invariant--an in-
variant relation on the private process variables. These tools appear
to be powerful enough for nost applications of concurrent progranmr ng
with nonitors. Further work is required to develop nethods for treat-
ing dynamically allocated resources that do not fit the nmonitor pattern

3. Operating System Design (A Spector)

W have focused on the design of a paging interactive tine-
sharing system suitable for such conputers as a PDP-11/70. Al though we
do not expect to include very conplex I/O or protection nechanisns in
our design, we are attenpting to achieve a realistically usable system

The systemwill be a hierarchy consisting of two |evels--the
kernel and the supervisor. The kernel is the nore primtive and is the
run-tine support systemthat inplements the basic operations of the
hi gh-1 evel programm ng | anguage used by the supervisor. Mre specifi-
cally, it contains the independent procedures of the machi ne-dependent
operating systemso as to provide concurrent processes and nonitors. It
al so translates certain privileged hardware operations to |anguage-Ievel
primtives. For exanple, because supervisor processes use nmonitors to
communi cate, the kernel nust nmintain the queues necessary to support
critical sections and wait and signal primtives. An unusual feature

is that the kernel maintains detailed per-process state information that
can be used by such supervisor routines as scheduling and accounting.

Al though the nucleus is snall and can be considered a single
entity, the supervisor perfornms many conplex functions and is best
thought of as a hierarchy. For exanple, the long-term process schedul er
is aprimtive operation of the supervisor and underlies the operation
of the whole system Qur design requires this process to run synchro-
nously and to communicate periodically to the kernel a set of processes
that can be executed in some ensuing interval. The nenory-allocation
process (also one of the basic operations) contains the logic to allo-
cate physical nmenory to processes and to support shared and nonshared
pages. Scheduling and nmenory-allocation decisions can be nmade, based
on state infornmation recorded by the kernel and on data contained in
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certain supervisor monitors. Hi gher |evels of the supervisor hierarchy
i nclude sections to support 1/0 and user program calls.

The principal enphasis of our work has been directed toward
the design of the nost primitive portions of the system W believe
that the accurate assignment of neanings to |anguage prinmitives and the
proper definition of the boundary between the kernel and supervisor will
have great influence on the outcome of our project. As a result, we are
proceeding with great caution in the hope of preparing a sound base on
which to build a carefully structured and verified system

J. DESI GN AUTOVATI ON
W M vanCleemput

1. A Language for Describing the Structure of Digital Systemns
(W. M vanCleemput)

A large nunmber of |anguages have been devel oped for the de-
scription of digital systems; however, nost of these describe only the

behavior of a system not its physical structure. The purpose of this
research is to develop a powerful |anguage for describing the physica

structure of a digital system Such a | anguage can be used as the in-
put to nmany design automation tools such as logic simulators, fault
simulation, printed-circuit |ayout systens, automated |ogic diagram
generators. A conpiler has been devel oped to test the useful ness and

feasibility of this |anguage.

2. The SPRINT Printed-Circuit Design System (W M vanCleemput,
K. Stevens, T. Bennett, J. Hupp, N Yamada)

The objective of this systemis to develop an interactive com
put er-assi sted design of printed-circuit boards. The SPRINT allows for
the manual placenent of critical conponents and for automatic placenent
of other conponents such as 14- and 16-pin dual in-line packages. The
i nterconnection routing nodule manual ly routes critical connections and
automatically routes noncritical connections. The systemis linted to

two signal layers; however, expansion to nultilayer boards is planned
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The input to the SPRINT is the SDL (structural description
| anguage). In the future, the SDL description will also be used as the
input to a logic sinulator, a fault test generation/simnulation system
and an autonatic |ogic diagram generation

The current systemis inplenmented in MORTRAN and FORTRAN |V
on the IBM 370 at SLAC and makes use of a Tektroni x 4013 term nal, and
the SDL conpiler is inplenmented in a SNOBOL dialect called SPITBOL. The
out put of the systemis a CalComp plot in which the artwork nmust be gen-

erated manual ly.

3. Conput er- Ai ded Layout of Large-Scale Integrated Circuits
(W. M vanCleemput, E. Slutz)

Al though several systems exist for the autonated |ayout of ISI
circuitry, none of themobtains one that is conparable to a manual ly de-
signed layout. The objective of this project is to design and inplenent
a system based on al gorithmc approaches wherein certain decisions be-
come the responsibility of the human designer. It is expected that this
systemw || reduce design tine considerably, wthout the penalty of ex-
cessive silicon real estate, and will be able to make use of the hier-

archical nature of a system

4, Interactive System for Design Capture (W. M vanCleemput)

In the current design system all input is in the formof the
SDL (structural design |anguage); however, designers often prefer to use
schematic diagrans. A systemis being developed that will take as its
input a schematic drawing froman interactive graphics termnal and wll
output an SDL description ready for further processing by the design-

automati on prograns.

K. DATABASE
G Wederhold

Contract DAHC15-73-C-0435
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1. Studies in Distributed Processing and Probl em Sol ving
(G Wederhold, K. Knutsen, H Garcia-Mlina, E. G lbert
R G Snith)

a. Techni cal Goal s

The objective of this research is the devel opnment of an
under standi ng and a met hodol ogy for the analysis of alternatives in dis-
tributed processing and problemsolving. One of the primary reasons for
interest in this area is its potential to break through the speed-lim -
tation barrier found in uniprocessing systems. |If such a breakthrough
can be achieved, the viability of the nmethods bei ng devel oped by ot her
projects using the SUVEX- Al Mresource will be enhanced.

The rapid growth of microprocessor and communi cati ons
technol ogy has resulted in an increased nunber of proposed inplenenta-
tions of networks enploying nultiple processors. The conputations to
whi ch these distributed systens are to be applied include heuristic de-
ci si on-maki ng problens, mathematical nodeling, data reduction, searching
through |arge databases, and general-purpose multiaccess conputing
There is, however, a lack of an adequate gl obal understanding of the
conputational trade-offs inplied by network architectures.

To conpl ement the experimental results of other investi-
gators and to broaden their applicability to the systemdesign decision-
meking process, we are devel oping a general framework of conputation for
the study of processor interaction. This framework consists of rules to
obtain paraneters from progranms that specify the conputations, rules to
paraneterize descriptions of networks of processors, and procedures to
cal cul ate expected system performance fromthese parameter sets. The
procedures may be based on rel ationshi ps between descriptive and outcone
vari abl es devel oped through the use of simulation of network nodels at a
suitably high level of abstraction. The franework is to be sufficiently
powerful so that, when it is validated, the methods will be able to as-
sist inthe a priori assessnment of the potential performance of new sys-
temalternatives or of systems with inproved conmponents.

A nunber of large conputational applications are being
anal yzed so as to assess their potential for deconposition into nodul es

for distributed processing. The current candidate applications are
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e prograns based on heuristic nmethods in decision making

e prograns using multifaceted databases to retrieve and
abstract information

« prograns that acquire data frommultiple (possibly dis-
simlar) sensors and attenpt to reduce these data to
si nmpl er hypot heses

e prograns that solve large nunerical problens

The first two applications have been investigated through sinmulations,
and the results are being anal yzed.

Sinmulation is not the end-product of this study but is a
nmeans to devel op and assess the validity of our nodel of the interaction
of conputations and processor-network architecture. \Were possible,
mat henatical results will be used to verify the validity of mpdel sinu-

lations. Parameters used to describe the conputations include

e conputational kernel size--cycle and nenory demand of a
conput ational unit between interprocessor reference re-

qui renent s

e conmputation definition nessage size--anmount of data re-
quired to transmt sufficient information to initiate a
conput ati onal kerne

. dat abase size--amunt of data or program text required
to sustain a conputational kernel and its availability
and residence in the network

The behavior of the system can be varied through the ad-
justnent of other paraneters that nmay be set to reflect the architecture
of specific hardware systems or may be varied to obtain optiml perfor-
mance. In addition to obvious paraneters (as the number and power of
the processors), we expect the following factors to be significant in
devel opi ng an understandi ng of the spectrum of multiprocessor architec-

tures.

e Interconnection density--as the density decreases, nes-
sage delay and congestion will increase. This paraneter
will provide a high-level abstraction of multiprocessor
connectivity schenmes. Geographical distribution wll
i ncrease nmessage delay and transm ssion cost.
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o Conputational locality--a high degree of locality (of
dat abase or procedural information in the network) wll

enhance the probability that relevant know edge exists
in closely linked nodes, thus counteracting the effects
of a low interconnection density.

e Database viscosity--a database, including the prograns
required to carry out the conputations at a node, may
be nore or less fixed to one specific node. This, there-
fore, encourages the use of certain nodes for specific
functions. Many current nultiprocessor networks are
conpletely rigid, and an optimal initial program and
dat abase of dynami c-resource allocation are required
to cope with changing |oads and to enhance reliability.
For this reason, this paranmeter nust be included.

e Redundancy--to assess the cost and benefits in terns of
responsi veness and reliability, the redundancy of the
dat abase and conputations will be nade a parameter. To
utilize the redundancy well, the conputational resources
(prograns or data) that affect system performance nust
be identifiable

e FError rate--to test the effectiveness of reliability
strategies, node failures will be sinulated based on
probability distributions.

An inportant aspect of this nodel is that we intend to maintain the ab-
stractions at a sufficiently high level to allow analytical and intui-
tive verification of model behavior when applied to well-understood
conput ati ons. Conput ati ons have been mapped into specific parallel
machi nes, but these results are not easily transferred into new archi-
tectures. The nultiprocessor systens now being built may have charac-
teristics with unpredicted effects on system behavior. W expect to be
able to use the nodel to determ ne potential bottlenecks, which then
will define areas where additional design attention has a high payoff.

b. bong- Term (bjectives

We do not intend to build hardware based on the abstract
model. We would like to verify our results using existing multiprocessor
systens and, assuming that our nodel (with appropriate paraneters de-
scribing load and architecture) matches the given system we hope to be
able to advise on systemutilization and devel opment. A |ocal resource
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may be the Stanford | processor now being built under ERDA sponsorship. t
If we determine that a certain architecture appears to be promsing, we

woul d Iike to encourage and participate in its inplenmentation.

c. Si gni ficance

A broad nodel adequate for the prediction of approxinate
system perfornmance when distributed techniques are applied to large com
putational applications will sinplify decision making and reduce the
time and work spent on approaches that are not likely to provide signif-
icant benefits. System devel opnment can be better directed toward spe-

cific applications.

2. Dat abase Mi ntenance System (p. Borel, G W ederhol d)

A system (DBMINS) has been devel oped that uses an external
specification of a database to control database-integrity auditing. In
addition, DBMINS will advise maintenance personnel concerning bypassing

or repair of integrity failures.

3. | npl enentation of Database in Medicine (G. W ederhol d,
G Purdy et al.)

A session of the 1977 National Conputer Conference was orga-
nized to bring together personnel who follow two conpeting database ap-
proaches used in medicine (MIMPS and CODASGE.). A descriptive technique
was used to illustrate communalities and differences. It is intended
that the conclusions reached will be published in tutorial formin the

ACM Si gbi o Newsletter.

1‘F. Baskett, McWilliams, and C. Wddoes, "Stanford-l; Miltiprocessor
Prelimnary Design," Artificial Intelligence Internal Report, Stanford
University, Stanford, cCalif., Oct 1976.
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