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Abstract

Wave-pipelining is a circuit design technique which allows digital synchronous systems to
be clocked at rates higher than can be achieved with conventional pipelining techniques.

Wave-pipelining has been successfully applied to the design of SSI processor functional
units[l],  a Bipolar Population Counter[S],  a CMOS adder[lO],  CMOS multipliers[3]  [8],  and
several simple CMOS circuits. For controlled operating environments, speed-ups of 2 to 10
have been reported for these designs.

This report details the effects of temperature variation, supply voltage variation, and process
variation on wave-pipelined static CMOS designs, derives limits for the performance of wave-
pipelined circuits due to these variations, and compares the performance effects with those
of traditional pipelined circuits.

This study finds that wave-pipelined circuits designed for commercial operating environ-
ments are limited to 2 to 3 waves per pipeline stage when clocked from a fixed frequency
source. Variable rate, internal clocking can approach the theoretical limit of waves at a cost
of interface complexity.
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1 Background

Wave-pipelining is a circuit design technique which allows digital synchronous systems to
be clocked at rates higher than can be achieved with conventional pipelining techniques.
Wave-pipelining relies on the finite propagation delay of a combinational digital circuit to
store data. Rather than allowing data to propagate from a synchronizing element, latch
or register, through the combinational network to another synchronizing element prior to
initiating the subsequent data transfer, wave-pipelined designs apply subsequent data to
the network as soon as i t  can be guaranteed that i t  will  not interfere with the current
data wave. In this manner, multiple waves of data are simultaneously propagating through
distinct regions of the logic network.

_ _

Wave-pipelining has been successfully applied to the design of SSI processor functional
units[l],  a Bipolar Population Counter[S], a CMOS adder[lO],  CMOS multipliers[3]  [8],  and
several simple CMOS circuits. These designs have demonstrated speed-ups of 2 to 10 over
their non-pipelined counterparts.

Several formalizations of the constraints on clocking of wave-pipelined circuits have been
published[9]  [7]  [20]  [la]. T his analysis applies these constraints to CMOS systems to arrive
at, practical limitations on the design and performance of wave-pipelining in CMOS.

This report details the effects of temperature variation, supply voltage variation, and pro-
cess variation on wave-pipelined static CMOS designs, derives limits for the performance of
wave-pipelined circuits due to these variations, and compares the performance effects with
those of traditional pipelined circuits. CMOS logic propagation delay models and HSPICE
simulations are used to determine the performance impact of temperature and supply vari-
ation on wave-pipelined CMOS circuits. Simulations based upon parameters from a variety
of fabrication runs and on specified corner parameters are used to assess the effect of process
variation on the design of wave-pipelined circuits.

2 Wave-Pipeline Circuit Model

To improve throughput, a logic network can be partitioned into pipeline stages, each of
which operates upon data computed in the previous cycle by the previous pipeline stage.
When a logic network is pipelined, synchronizing elements, either latches or registers, are
inserted to partition the network into stages. These synchronizing elements increase the
network area, power, and latency.

Wave-pipelining is a design style which allows overlapped execution of multiple operations
without using synchronizing elements. Rather, a knowledge of the signal propagation delay
through the network is used to ensure that operations do not interfere with their predecessor
nor successor data values.



Figure 1 is a block diagram of an nonpipelined circuit, a pipelined version of the same
circuit, and a wave-pipelined equivalent.

For this analysis, the following nomenclature is used:

G-La,(V, T, q Maximum propagation delay from combinational network
inputs to given node in network. Function of supply voltage,
temperature, and fabrication process.
Minimum propagation delay.
Minimum rise or fall delay of shortest path in network.
Maximum rise or fall delay of longest path in network.
Maximum unintentional clock skew.
Maximum intentional clock skew of output synchronizer clock
with respect to input synchronizer clock.
Minimum setup time.
Minimum hold time.
Clock Period. May or may not be a function of supply voltage,
temperature, and fabrication process.
Time during which latches are transparent.
Propagation delay through synchronizing elements.

Traditional pipelined synchronous circuits must meet race-through and long-path timing
constraints. The race-through constraint requires that in the same clock cycle data cannot
propagate out of a synchronizing element, through the combinational network, and into the
next synchronizing element. Thus the minimum propagation time though the synchronizing
element,  through the network, to the next synchronizing element is less that the time
from the output initiating edge to the latching edge of the same cycle. Thus the data
resulting from the current input data cannot int,crfere  with the previous results in t,he next
synchronizing element.

Long-path constraint requires that the results from the current cycle’s inputs are valid at
the next synchronizing element prior to the next cycle.  Thus the propagation from the
synchronizing element, through the data network, to the next synchronizing element is less
than the time from the initiating edge of the current clock cycle to the latching edge of the
next clock cycle.

In addition to meeting the race-through and long-path constraints, wave-pipelined circuits
require that waves of data do not interfere with each other at the output synchronizing
element. This constraint result in the following inequality:

Tclk > Tmaz - Tm;n + 2aC +  Ts +  Th +
RKn;n  + RKnaz

2
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Figure 1: Circuit model



In addition to the output constraint, wave-pipelined circuits can not allow wave interference
at any point in the network. This can be represented by the following:

Tclk > Tmaz - Tmin+nC+Tms  +
RFmin + RFmaz

2

where Tms is the minimum amount of time a node voltage must be stable to ensure the
subsequent level of logic operates correctly.

Details of the timing constraints for pipelined and wave-pipelined circuits are found in [9].

For wave-pipelined circuits in which the output is latched using the same clock which enables
the inputs, the combinational network must hold an integral number of waves. Thus: [20]

where N is the number of waves of data propagating concurrently through the network.

This inequality ensures that a wave has sufficient time to propagate to the output synchro-
nizing element prior to being latched. In addition, the subsequent wave must not reach the
synchronizer prior to the synchronizing clock edge. For edge-triggered registers as synchro-
nizing elements:

(N - 1 )  * Tclk + SCi, <  Tm;n - AC - Th - F +  Tsynch

For transparent latches as synchronizing elements:

(N - 1) * Tclk + Ttrans + SC;, < Tmin - AC - F + Tsynch

3 Effects of environmental variation on propagation delay

We now look at how variations in the environment affect the operation of the network and
in turn, the wave-pipelining constraints.

The clock rate of wave-pipelined circuits is constrained by the worst-case variation of prop-
agation delay through the network. The sources of variation in the network are:

1. Variations due to differences in propagation of signals along different paths.

2. Variations due to differences in the state of network node voltages (data dependencies.)

4



3. Variations due to changes in operating temperature.

4. Variations due to supply voltage drift and noise.

5. Variations due to fabrication process variations.

6. Variations due to signal noise.

The variation in propagation delay due to path length differences and data dependencies
are discussed in detail in [9] [2]. T hese studies have shown that in CMOS circuits, by using
delay balancing techniques, path length differences variation can be minimized.

By implementing functions in relatively input pattern insensitive logic such as NAND2/INV
static CMOS, delay variation can be limited to less than 10% for a 4-bit  CLA. [2]

This study focuses upon the limitations of wave-pipelined circuits due to the device oper-
ating temperature, supply voltage, and fabrication process.

3.1 Propagat ion  De lay

For simplicity, we define propagation delay as the time from the controlling input reaching
50% of its terminal value to the output reaching 50% of its terminal value.

We use an Elmore  Model for the delay of the network [ll] . In this model, the propagation
delay along a path in a logic network is the sum of the step-input delays of the individual
gates along the path.

The step-input propagation delay of a CMOS gate, Tpd, consists of the time it takes for a
load capacitance to be charged or discharged from its initial voltage to 50

where Cl is the total load capacitance, r
guishes the fabrication process.

represents operating temperature,  and P  distin-

To estimate T.d,  gates are represented as a single transistor, sized so as to match the current
carrying capacity of the complex gate, charging or discharging a fixed load capacitance.

Using long-channel MOS current equations, we can derive equations for propagation delay
for low-going outputs assuming step input:[5]

Tp,v = h + t2 (7)

5



For short-channel MOS devices, where velocity saturation limits channel current, the prop-
agation delay for low-going outputs assuming step input is:

if Vdmaz > Vdd/%

TphZ  =  h +  t2 (10)

t
1

= 2cZ (Vdd  - Vdmm)

KtV~max
(11)

else,

Tphl =
ClVdd

Ii’ v2
n  d m a x

where,

L * Vsat
Kat = ~

Pn

Vdmax = vsat[(l +
2(&d - ht) 0.5

V
> - 11

sat

03)

and W is channel width, L is channel length, pn is electron channel mobility, C,, is per
area oxide capacitance, v,,t is the saturation velocity, and Vtn is nmos threshold.

Corresponding equations for the propagation from low to high can be derived by substituting
p-channel th reshold and gain for the n-channel parameters.

Because wave-pipelining is constrained by relative differences in propagation delay rather
than maximum propagation delay, we need only derive ratios of propagation delays to those
at nominal operating conditions.

6



3.2 Temperature Variation

Temperature variation is both spatial and temporal. As a transistor conducts current, heat
is conducted through the surrounding die area resulting in changes in local temperature.

The variation in propagation delay due to temperature is primarily the result of the variation
of the channel current of the conducting MOS device. The variation of channel current with
temperature is strongly related to the change in channel carrier mobility. Therefore, we will
model the variations in propagation delay as a function of variations in mobility. Secondary
effects such as threshold reduction and junction capacitance variation are ignored for this
analysis.

-

Empirical studies [13]  [6] h ave shown that the temperature dependence of channel carriers
can be represented by:

(17)

where fV and fh represent degradation factors in the vertical and horizontal directions,
respectively.

The t,emperat,ure  dep~~nclc~nce  of the low-field mobility, ~0, is;

po@2) = po(r1)  * @2/4-
M (18)

where M is an empirical constant between 1.5 and 2. HSPICE uses M = 1.5 for level 3 IDS
MOS device modeling[  161. ~1 and r2 are absolute temperatures.

Figure 2 shows the ratio of channel carrier low-field mobility at 25 C to that for temperatures
from 25 C to 125 C as derived from the above mobility formula with M=1.5.

The variation of mobility results in a corresponding variation in channel current, and in
turn, propagation delay. Ignoring the secondary temperature effects, and concentrating on
the mobility variation, the propagation delay through a network of long-channel devices
at a given temperature to that at the nominal temperature should be the inverse of the
mobility ratio as suggested by the propagation delay equations in section 3.1.

Figure 2 data suggests that propagation delays of CMOS logic structures can be as much
as 50 to 60% slower at 125C than at 25C due to the differences in mobility.

Figure 3 shows HSPICE simulations of propagation delay of two chains of 50 CMOS inverters
over a temperature range of 25 C to 125 C. The short-channel chain consists of inverters
with 1.5~/0.8~  nmos transistors and 3.5~/0.8~  pmos transistors. The long-channel chain
consists of inverters with 9p/3p  nmos transistors and 21,~/3~  pmos transistors.

7
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Figure 2: Relative carrier mobilities vs. temperature

Figure 4 shows the ratio of propagation delay of the inverter chains for temperatures from
25 C to 125 C to the propagation delay at 25 C. Superimposed on figure 4 is the ratio
of mobilities as given previously. The mobility approximation to relative propagation de-
lay becomes less accurate as temperature is increased due to the assumption of constant
thresholds.

Based upon the models of CMOS device behavior and SPICE simulations, the propagation
delay of a CMOS network at temperature r2 can be approximated by:

r2 1.5
zrLa~(~2)  = cmi+l) * (-1

Tl

r2 1.5
T,;7L(7-2)  = T,in(~l)  * (->

Tl

(19)

(20)

For short-channel devices, velocity saturation limits the channel current. Because temper-
ature affects the saturation voltage, the expression for relative propagation delay is more
complicated:

8
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r2 1 5
T,,,(~2)  = T,&l) * (-1 * * (

vd?-m&l) 2

Tl Vdmaz  (T2)
>

r2 1.5
T-rL;,(rz)  = c-r-Lin(~l)  * (-1 * (

Vdmaa(~l)  2

Tl vdma.2 (T2)
>

Thus, propagation along a given path for a CMOS network will be as much as 50% slower
at 125 C than at room temperature.

3.3 Supply Voltage Variation

Supply voltage variation affects propagation delay by altering the channel current and signal
voltage swing. Using the delay expressions from section 3.1 for the propagation delay of a
capacitor discharging through an n-channel device and charging through a p-channel device,
we can derive a first-order expression for the ratio of propagation dclav at a given supply
voltage to the propagation delay at the nominal supply voltage.
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Figure 4: Relative propagation delay vs. temperature

For the simulated process, the model parameters are given in table 1.

Figure 5 shows the propagation delay of a capacitor being driven high and low through a
pmos and nmos device, respectively, for a range of supply voltages, relative to the nominal
5v supply.

In the Elmore  delay model, the propagation delay through a logic network is the sum of
the individual delays. Thus, the ratio of the propagation delays for the network should lie
within the charging and discharging ratios.

Figure 6 shows the simulated propagation delay of a minimum-sized balanced inverter driv-
ing an identical inverter high and low versus supply voltage.

Figure 7 compares the computed relative propagation delay ratios for rising and falling
outputs versus supply voltage. Also included in this figure is the simulated ratios for the
short-channel chain of 50 inverters. Figure 8 is a plot of simulated propagation delay verses
supply voltage for a nominal supply of 3.3V.

These figures show that propagation delay is less sensitive to fluctuations in supply voltage

10



Parameter
Vtn
KP
Vdd

PnO

PPO

co x

vsatn

vsatw

Value
0.71v
-0.9ov

5 v
572 cm2/Vs
178 cm2/Vs
192 nE/cm2
1980 cm/s
3690 cm/s

Table 1: Simulated process parameters

than temperature in the operating ranges. As a first-order approximation the variation in
propagation delay due to supply voltage drift is linearly related to the supply voltage. Thus:

T,ax(vZ)  z Tmax(K)  * 2

T,;,(h) FZ T,in(K) * 2

(23)

(24)

The propagation delay of a network shows a variation of 5% to 10% with respect to nominal
over an operating supply voltage range of -4.5 to 5.5V.

In addition to dc variations, dynamic power fluctuations have an effect on the propagation
delay of CMOS circuits. Supply dI/dt noise due to on-chip circuitry is minimal; however,
driver dI/dt noise can have a significant impact on the delay of the driver [19].

With separate power distribution networks, the delay variation is isolated to the driver.
Thus, the relative delay variation of a CMOS circuit path due to driver dI/dt noise can
be estimated by multiplying the relative delay factor of the driver by the fraction of the
nominal delay of the path due to the nominal driver delay.

3.4 Fabrication Process Variation

Fabrication process variation strongly influences the propagation delay of a circuit. For this
study, we will characterize process as nominal and corner. Nominal process is the expected
process. Corner processes are the limits of acceptable process variation.

Table 2 shows the simulated propagation delay of a chain of 50 inverters for the fabrication
corners of a 2 micron MOSIS process[l7].  Over these limits, fabrication process variation
affects propagation delay by +16%  to -19%.

11
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Figure 9 is a diagram of simulated propagation delay of a chain of 50 inverters for seven
MOSIS 0.8 micron fabrication runs. For these runs, the maximum propagation delay is
longer than the minimum by a factor of 1.35. When compared to the arithmetic average,
the variation is +ll% to -18%.

Fan, et. al.[lO]  per ormed fabrication process sensitivity analysis on a wave-pipelined adderf
design. They found delay to be most sensitive to variations in channel oxide thickness,
transistor geometry, and device transconductance. Citing Glasser[G],  they concluded that
the process parameters may be treated as constant within a chip.

We have shown that for static CMOS logic networks temperature variations of from 25 C
to 125 C can increase nominal propagation delay by a factor of 1.3 to 1.5, supply voltage
variations from 4.5 V to 5.5 V can alter propagation delay by a factor of 0.9 to 1.1, and
process can alter nominal delays by a factor of 0.8 to 1.2. We now examine the wave-pipeline
performance limits imposed by these variation of propagation delay.
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4 Fixed Frequency Clocked Wave-Pipelined Systems

In an fixed frequency clocked synchronous system, a clock with fixed period Tclk  is supplied
to the device. The clock frequency is not a function of chip supply voltage, temperature, or
fabrication process. Systems with external clock generation, systems with external clocks
which provide timing reference for internally generated clocks, and systems with tempera-
ture and supply voltage compensating on-chip VCOs are included in this category. Figure
10 is a block diagram of a synchronous system with an externally supplied clock.

Propagation Delay (ns)

Table 2: Simulated process corner propagation delays
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Figure 7: Relative propagation delay vs. supply voltage

For an fixed frequency clocked traditional pipelined system to operate properly, the worst
case maximum propagation delay determines the clock rate:

T m a x  + RF,ax/2 +  Ts +  AC < Tclk +  SCio (25)

T max 7 RFmax 7 Ts, AC and SC;, are voltage,  temperature,  and process dependent.  Tclk  is
voltage, temperature, and process independent.

For an fixed frequency clocked wave-pipelined circuit to operate properly, the following two
inequalities must hold for edge-triggered registers:

T m a x  +  RFmax/2 +  Ts +  AC +  Tsynch - SCio <

N

T Ik
C (26)

T min - RF,;, 1‘2 - Th - AC + Tsynch - SC;0

N - l > Tcrk (27)

For flow latches, the following inequalities must hold:

14



2
0" 1.10
Q
2
a
z. -
%
2 l-O5

1.00

0.95

0.90
2.9 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7

Supply Voltage (V)

Figure 8: Relative propagation delay vs. supply voltage

Tmax + EzF,ax/2  + Ts + AC + Tsynch - SCio
N < Tclrc (28)

Tmin - RF,;,/2 - Th - AC + Tsynch  - SC;0
N - l > Tel/c + Ttrans (29)

Tmax7 Trnin 7 RF, Tsynch 7 T, and Th are voltage, temperature, and process dependent. TClk
and Gram are voltage, temperature, and process independent.

Deviation of process parameters from their nominal values are relatively time invariant and
relatively uniform across an entire die [6]. Thus, once a device is fabricated, its Tax, ~0,
Vtn, Vtp, etc. can be determined, and an appropriate clock period can be chosen.

Since, however, the particular operating temperature and supply voltage are not known
a priori, a clock period and an integer number of waves must be specified which satisfy
the above inequalities for all valid values of supply voltage and temperature. For the first
inequality,  the worst condition is minimum supply voltage and maximum temperature.
For the second inequality, the worst condition is maximum supply voltage and minimum
temperature.

15
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The longest path in the network is some factor greater than the shortest path in the network
for a given temperature and voltage. This factor, which we define as a, is due t,o pat,h length
differences and data dependent delay variations in the network.

Because the relative variation in propagation delay due to temperature and voltage variation
is to first order independent of absolute propagation delay, QC is a good approximation of
the relative path length difference in the network for any temperature and voltage.

The worst-case wave-pipeline timing constraints become:

al-+; + RFk1,“;/2  + TiEoW + ACslOw + T;;;yh - bCf;Ow
N

< Tclk (31)

Tf ast _ RFf (qstj2 _ T.f ast _ Ac.f aSt + Tf ast
man man h synch

_ JCfast
20

N - l
> Tclk (32)
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where slow signifies operating conditions (Vmin,  rmax,  P) and fast signifies operating con-
ditions (l&ax, Tmin, I’).

The propagation delay at worst case operating temperature, supply voltage, and process
will be some factor larger than the best case propagation delay. If we define ,B as:

p = Tmin(Vminv  rrnax,  J’)

Tm;n(Vmax,  Trnin, P>

From section 3 data:

(33)

If it is assumed that setup, hold, rise and fall, synchronizer delay, and skew times scale as
propagation delay with temperature and voltage, the worst case timing inequalities become:

apTf fst + /jRFf ad
mzn ma5 I

2 + /jTf ad + @Cfast _ /&jCf cwt
S i o  +  pT!y:cfh

N < Tcuc (35)

Tz$ _ Rj7’?~“/a  - Thfast - Acfast - &Ctst + Tiy-ih

N - l > Tclrc (36)

Combining the constraints to solve for N, the number of waves in the wave-pipelined circuit:

OJ~TL:~~  + Hmax - /3GC;foaSt
N < (CUP  - l)TAyit + Hmax  + Hm;n - (p - I)SC,f,““”

(37)

17



where,

Hma2
z @-@a”t/2  +  pTfast +  @Cfast +  pTfast

m a x S synch

Hm i n =  RF;;;“/2 +  Thfast +  ACfast  - Tiy;ih

(38)

(39)

If Tzit > > RF, Ts, Th, AC, Tsynch and the clocks are not intentionally skewed, SC’;, = 0,
then:

QPN<-
CYp  - 1

In a perfectly balanced network CL = 1, thus:

P
N</3-1

(40)

Figure 11 gives the maximum number of waves through a wave-pipelined network versus
the environmental delay variation factor, ,0, for several practical values of the path length
variation factor, o.

Table 3 gives the simulated results for the maximum number of waves achievable for the
chain of 50 inverters for a range of temperatures and voltages.

Temp Range Voltage Range CY p M a x  W a v e s
25C 5 v 1 1 6
25C 4.5-5.5v 1 1.2 4

25-125C 5 v 1 1.4 2
25-125C 4.5-5.5v 1 1.7 2

Table 3: Inverter chain simulated maximum number of waves

There are two important implications from equation 40. First ,  based upon data from
section 3.2 and section 3.3 values of p for temperature ranges of 25-125 C and voltage
ranges of 4.5-5.5 V for CMOS circuits will be 1.4 to 1.7. Therefore, the number of waves in
a static CMOS wave-pipelined logic network, independent of its absolute propagation delay,
is three or less. Second, because operating environment changes result in significant changes
in propagation delay, extremely accurate path-length balancing may not be necessary to
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Figure 11: Maximum waves vs. ,0

achieve the maximum number of waves. For instance, if temperature and supply changes
results in a relative propagation delay variation of 60%,  i .e.  ,8 = 1.6,  the path lengths
through the network can differ by as much as 25% for two concurrent waves.

4.1 Environmental Impact Comparison

In this section, we compare the effects of environmental and process variation on traditional
pipelines to wave-pipelines with fixed frequency clocking.

For a traditional pipeline, the minimum clock period over all acceptable temperatures and
voltages is determined by the maximum propagation delay through the network. Thus:

T$“(W v’r, P) = ~Tcz/c(%,  ~0, P) (42)

where,

1 9



T m a x (Vmin I
Y= T

rmax7 p>

m a x

and,

1lrlP

T$” (W, ‘d’r,  P)

T&6, ~0, P) =
Y

This factor represents t,he maximum throughput’ lost hy environmental variation.

For a wave-pipeline,

(43)

(44)

(45)

T min(Vo,  ~0, P) = Tmax(Vo,  ~-0, P)  - Tmin(%, ‘07 ‘)elk (46)

T,I’;“i:“(W,  ‘d/r, P) = apTmin(Vmax,  Tminy P) - Tmin(Vmax,  Trnin, P) (47)

assuming,

T maxc,  Tmin > > AC, Tsy Th, RFrnin, RFmax

Thus,

TTin (W, ‘d’r,  P) ap - 1

T,T;“(vO,  ~0, P> =Lp-p

(48)

(49)

Figure 12 plots the degradation factors for both traditional and wave pipelines versus y. It
is assumed that for this figure any propagation delay through the network at the nominal
environment is approximately equal to the propagation delay at  maximum voltage and
minimum temperature (i .e.  y E /?.) Figure 12 is evidence of the need for minimization of
environmental fluctuations for wave-pipelined design.

A strategy for maximizing the performance of externally-clocked wave pipelined circuits is
tightly controlling the drift of the external power supply and minimizing Vdd and GND noise
with numerous supply pins, filter capacitors on the die, and current-limiting I/O drivers.
Temperature variation can be minimized by lowering the maximum junction temperature
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with low thermal resistivity packaging. Analysis of heat generation and flow could be
used in the design process to provide tighter bounds on the expected temporal and spatial
propagation delay variation. Lee has suggested integrating thermal analysis in a design
environment for improved reliabili ty and performance [14].  Temporal variation can be
decreased by raising the minimum operating temperature with “warm-up” cycles.

Without tight controls on temperature and voltage, wave-pipelined fixed-clock circuits are
limited to 2-3 waves per stage.

For designs in which full commercial operation is required and tight environmental and
process control are not practical, it is unreasonable to expect greater than two waves per
wave-pipelined logic block. A useful strategy in this case is to partition the logic into the
smallest number of pipeline stages, k, such that inequality 4 with N = 2 is satisfied for each
section. In this manner, each pipeline stage will be the minimum delay which holds two
simultaneous waves. Therefore, the maximum speed-up over a nonpipelined circuit becomes
2 * Ic and the increase in latency will be minimized. Klass[4] analyzes pipelines in which
each pipeline stage is in-turn wave-pipelined.
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5 Variable Frequency Clocked Systems

In an variable frequency clocked synchronous system, the clock period, Tclk, varies so as
to match the propagation delay of the logic network.

The clock can be produced by a ring oscillator or voltage controlled ring oscillator. The
clock frequency is a function of supply voltage, temperature, or fabrication process. VCOs
which compensate for variations in supply voltage and temperature were analyzed with
fixed frequency clocked systems. Figure 13 is a block diagram of a synchronous system with
an internally generated, variable frequency clock.

External Clock Tclk(V,T,P)

:
:
:.
:
:
:
:
:
:
:
:
:
:

- Clnck Distrihlltinn

tltl q  i
;
:
:
:
:
:

1 :::..::::.:.:::..::period Tclk(V,T,P)

Figure 13: Internally generated variable frequency clocked
system

A ring oscillator design and a voltage-controlled ring oscillator design are shown in figure
14.

For a variable frequency clocked traditional pipelined system to operate properly, the worst
case maximum propagation delay determines the clock rate:

T max + RFmax +  Ts +  AC < Tcllc (50)

T max 7 RFmax 7 Ts, and AC are voltage,  temperature,  and process dependent.  Tclk  is  also
voltage, temperature, and process dependent.

For a variable frequency clocked wave-pipelined circuit to operate properly, the following
two inequalities must hold for edge-triggered registers:
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(51)

(52)

For flow latches, the

T max +  RFmax /2 +  Ts +  AC +  Tsynch

N
< Tclrc

T min - RF,in/2  - Th - AC + Tsynch

N - l
> Tcllc

following inequalities must hold:

T max +  RFmax/2 +  Ts +  AC +  Tsynch

N
< Tcirc (53)

T min - RFmin/2 - Th - AC + Tsynch

N - l
> Tclk + Ttrans (54)

Tma27 Tmin, RF, Tsynch, T, and Th are voltage, temperature, and process dependent. TClk
and Grans are also voltage, temperature, and process dependent.

The period of oscillation of a ring oscillator is determined by the propagation delay through
the ring. Thus if the temperature, voltage, and process were constant across the device, TClk
will vary as the combinational network propagation delay. According to Glasser[G]  process
parameters can be approximated as constant across a die. Surface temperature profiles of a
die tend to be a superposition of a baseline temperature due to average die power dissipa-
tion and ambient temperature and hot-spots due to localized device power dissipation[l8].
Thus, there is a spatially independent component and a spatially dependent component of
temperature variation. For non-uniformly distributed heat sources, the spatially dependent
component dominates.

Power supply low frequency voltage variation is also time dependent due to supply drift
and spatially dependent due to IR drops across the power distribution network.

Figure 15 compares the variation in propagation delay of a chain of inverters with the
variation in clock period for a clock generated by an on-chip ring oscillator. This figure
shows that inverter chain propagation delay and the ring oscillator period track if  the
temperature is spatially uniform.

Figure 16 compares the variation in propagation delay of the inverter chain with variation
in period of an on-chip voltage-controlled ring-oscillator for spatially uniform temperature.

Spatial temperature variation depends upon power consumption, device placement, switch-
ing behavior, and package design. In the absence of heat flow analysis, worst case spatial
temperature variation should be assumed.

With internally generated clocks, the clock frequency is a function of temperature and
voltage, and is therefore not time invariant. This may present problems in interfacing a
device to other devices in a system.
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An additional problem for on-chip ring-oscillators is frequency jitter due to noise. Because
the clocks used in wave-pipelined circuits are constrained to a range of valid frequencies
which becomes increasingly narrow as the number of waves through the logic increases[7],
a high degree of clock frequency stability is necessary. This jitter must be included in the
AC factor in the constraint equations. Low-jitter voltage and current-controlled oscilla-
tors minimize jitter through precise capacitance, current, and noise control. Jitter of less
than 160 ppm is achievable for on-chip precision CMOS oscillator circuits [15].  They are,
however, subject to frequency variation due to supply voltage and temperature changes.
Further analysis of the impact of low jitter on-chip oscillators on wave- pipelined designs is
warranted.

5.1 Environmental Impact Comparison

In this section, we compare the effects of environmental and process variation on traditional
pipelines to wave-pipelines with variable frequency clocking.
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For a traditional pipeline, the minimum clock period over all acceptable temperatures and
voltages is determined by the worst-cast maximum propagation delay through the network.
Thus:

where,

y = T,ax(Vmin,  rrnax,  ‘>

Tmax(J’b, ‘07 f’>
(56)

(55)

and,
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T’fiz”” (W, b-, P)
=

T min (vo, To, q
Y

elk
(58)

This factor represents the maximum throughput lost by environmental variation.

For a wave-pipeline,

T min(Vg,  ~0, P) = Tmax(l/oy ~0, J’) - Tmin(l/o, ~0, P)elk

T$” (VV, ‘VT, P) = a/3Tmin(V,ax,  Trnin, P) - PTmin (Knax, Tmin, ‘1

(59)

(60)

assuming,

T Tminmaxc, >> Ac,T.,Th,RFmin,RFrnax (61)

Thus,

Tzjn (‘W, ‘d’r,  P)
=

T min (vo,  To, q
Y

elk
(62)

For variable frequency clocking with a uniform surface distribution of supply voltage and
temperature, the impact of environmental and process variation affect traditional and wave-
pipelines equally. For these circuiis.  speed-ups like those reported in [3] [lo] [8] [la]  of 2-10
are achievable.

For non-uniform surface temperature and supply voltage, wave-pipelined circuits with variable-
frequency on-chip clocks are subject to the performance constraints of section 4 where ,0 is
due to the worst-case spatial variation of environmental conditions.

6 Conclusions

We have shown that temperature, voltage, and process variation can result in much higher
performance degradation in wave-pipelined circuits than traditional pipelined equivalents.

We have shown that for fixed-frequency, externally clocked wave-pipelined circuits, the
number of waves in the circuit is limited to a maximum of two to three when temperature
and supply voltage fluctuations are accounted for.
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We suggest several methods of minimizing the performance degradation of wave-pipelined
circuits: 1) strict control of operating temperature, voltage, and process; 2) voltage, tem-
perature, and process dependent on-chip clock generation; and 3) partitioning of a wave-
pipelined design using traditional pipelining techniques.

The results presented suggest additional research in low-jitter on-chip clock generation,
variable clock rate system design, and temperature compensation of logic for CMOS wave-
pipelining.
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