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Abstract

Multimedia applications place new requirements on networks as compared to traditional

data applications: (i) they require relatively high bandwidths on a continuous basis for long

periods of time; (ii) involve multipoint communications and thus are expected to make heavy

use of multicasting; and (iii) tend to be interactive and thus require low latency. These re-

quirements must be taken into account when routing multimedia tra�c in a network. This

report presents a performance evaluation of routing algorithms in the multimedia environ-

ment, where the requirements of multipoint communications, bandwidth and latency must

be satis�ed. We present an exact solution to the optimum multicast routing problem, based

on integer programming, and use this solution as a benchmark to evaluate existing heuristic

algorithms, considering both performance and cost of implementation (as measured by the

average run time), under realistic network and tra�c scenarios.

Key Words and Phrases: multicast routing, audio and video streams, multimedia, linear

programming, shortest path routing, minimum cost routing.
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1 Introduction

Multimedia represents the integration of a variety of media, such as data, video, audio

and still images. The tra�c underlying networked multimedia applications has di�erent

requirements than that underlying traditional data applications. These di�erences pertain

to three aspects; namely:

Bandwidth - multimedia streams use relatively high bandwidth on a continuous basis for

long periods of time, while the average bandwidth used by data applications is low.

For example, a high-quality compressed video stream can use anywhere from 1.5 to

8 Mb/s for extended periods of time, while the average bandwidth used by typical data

applications can be well below 1 Mb/s.

Multipoint Communications - it is expected that a signi�cant fraction of the multimedia

tra�c will be multipoint. Examples are videoconferencing, one-way video distribution

and collaborative computing. Data applications, on the other hand, typically make

only occasional use of multicasting.

Low Latency (on the order of 100-200 ms end-to-end), required for some applications (such

as videoconferencing or collaborative computing) that provide interactive communica-

tions. Data applications typically do not have latency constraints.

A stream is a continuous 
ow of information (i.e., video frames or audio samples) that

has to be delivered in a timely fashion. Some video/audio encoders produce constant bit-rate

streams; others produce variable bit rate streams. However, even variable bit-rate streams are

not as bursty as data tra�c; both for constant bit rate and for variable bit rate streams one

can de�ne a certain bandwidth requirement to transport the stream. In a computer network,

streams are divided into packets for transmission. Several streams can be multiplexed in

time and sent through a channel, each stream using a fraction of the channel's bandwidth.

A multicast stream is a stream with one source and multiple destinations.
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Applications generate streams in sessions. A session is composed of one or more streams

which are logically related. For example, a videoconference with P participants can be seen

as a session composed of P multicast streams, from each of the participants to the other

P � 1 conferees. The transport layer can treat a multicast stream either as a set of unicasts

or as a single multicast communication. In the former case, network resources will be wasted

because multiple copies of the same information are sent over some links; this waste can be

especially severe for high-bandwidth streams. However, if the network is able to replicate

the information at appropriate locations, and the transport layer at the source node takes

advantage of this feature, at most one copy of the stream is transmitted over any given link.

The routing algorithm is responsible for computing the routes for a session, and, in the

case of multicast streams, for deciding where the stream should be replicated to reach all

destinations. For traditional data applications, there are no bandwidth or latency require-

ments (in fact, the bandwidth is not even known); routing is done from a topological point

of view, with little regard for the usage of the path selected. In addition, multicasts happen

only occasionally; it is not very important to route them e�ciently. On the other hand,

multimedia applications require a multicast routing algorithm that can take into account

the bandwidth and latency requirements when routing the stream. Moreover, due to the

relatively high bandwidths involved, the algorithm has to be e�cient. Existing routing al-

gorithms do not directly take into account the bandwidth and latency requirements when

computing the routes, and can route only one stream at a time; an algorithm that can simul-

taneously route a number of streams can potentially optimize better the usage of network

resources.

In this report, we present an evaluation of routing algorithms for multicast streams,

taking into account their bandwidth and latency requirements, under realistic tra�c and

network scenarios. In section 2, we formally de�ne the problem, discuss the existing rout-

ing algorithms, and present an integer programming formulation for the optimum multicast

stream routing problem, which will be used as a benchmark for the existing algorithms. In

section 3, we discuss the previous work in evaluating multicast routing algorithms, which
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has been mostly limited to considering a single multicast in an empty network, where the

bandwidth constraints do not come into play. In section 4, we present an evaluation of the

optimum multicast routing algorithm and of the existing algorithms, both from a perfor-

mance point of view and an implementation cost point of view, under realistic network and

tra�c scenarios. Finally, in section 5, we present our conclusions.

2 Multicast Routing Algorithms

When an application generates a multicast, the multicast routing algorithm is responsible

for �nding routes for each of its component streams; each route should have enough free

bandwidth to support the stream, and should not exceed its latency constraint. If there are

multiple routes that satisfy the requirements for a given stream, the routing algorithm will

choose one so as to optimize a certain objective function. In this section, we formulate the

routing problem, discuss the existing routing algorithms, and present an optimum routing

algorithm that is able to address all the requirements of a multicast session.

2.1 Problem Formulation

The network is described by a set of N nodes and K links, interconnected according to a

certain topology. Each of the links has an available bandwidth of V bits/second, and a

cost of C $/bit. Additionally, each bit transmitted through the link will su�er a delay of

D milliseconds; since streams have priority over data, we consider that D is not a function

of the tra�c in the link. For a given multicast stream, we de�ne the Multicast Path to be

the tree formed by merging the paths from the source to each of the destinations. The Cost

of a multicast path is de�ned to be the sum of the costs of the links it uses, weighted by

the stream bandwidth; the Delay of a multicast path is de�ned to be the maximum over the

delays between the source and each of the destinations.

Formally, the problem can be stated as: \Given the network and a session composed

of T multicast streams, with multicast i, i = 1; : : : ; T , being characterized by its source si,
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its set of ni destinations fdi1; : : : ; dini
g, its maximum delay constraint Li and its bandwidth

request ri, �nd the set of multicast paths that satis�es the bandwidth and delay constraints

for each stream and minimizes an arbitrary linear combination of the costs and delays of

each multicast stream."

2.2 Existing Routing Algorithms

Current multicast routing algorithms have the following limitations: (i) they are able to

route only a single multicast; (ii) most do not directly take into account the bandwidth

and latency constraints of the streams; and (iii) the structure of the algorithm de�nes the

optimization criterion, which is either cost or delay. To compute the routes for a multiple-

multicast session, these algorithms have to be applied sequentially to each multicast in the

session, in a given order (and the routes found will be function of the order used). For

each multicast in the session, in order to take the bandwidth requirements into account, the

network topology must be temporarily pruned of the links not having enough free bandwidth

to support the stream, prior to routing it. Finally, after the route has been computed, its

delay has to be checked against the latency constraint; if the constraint is not satis�ed, the

algorithm fails.

As far as the objective function is concerned, existing algorithms can be classi�ed into:

(i) Shortest-Path Algorithms; and (ii) Minimum-Cost Algorithms:

Shortest Path Algorithms: The routes are computed independently from the source to

each destination, using the shortest path; the paths are then merged in a single tree.

There are several exact algorithms available to compute the shortest path [1]. If the link

labels used in the routing are the link delays, this approach will yield the minimum

delay routing from the source to each of the destinations. Other measures, such as

cost, can also be used for link labels. This algorithm is used in [2] and in the Multicast

OSPF routing protocol [3] (where the link labels can be set arbitrarily by the network

administrator). In this report, we consider the shortest path algorithm with the link
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delays as labels, which we denote by SP/delay, and with the link costs as labels,

which we denote by SP/cost.

Minimum Cost Algorithms: The routing is done so as to minimize the sum of the labels

of the links used; if the link labels are set to the link costs, this approach will lead to the

minimum cost multicast routing. This is the well-known problem of �nding minimum-

cost Steiner trees in graphs, which is known to be NP-complete [4]. Many exact

solutions (with exponential worst-case run times) and heuristics have been proposed

to address this problem; see [5] for a comprehensive survey of the �eld. The most

important heuristic solutions are the algorithms by Kou, Markowsky and Berman [6]

(which we will refer to as KMB), Rayward-Smith [7] (which we will refer to as RS)

and Takahashi and Matsuyama [8] (TM). It has been shown that the cost of the

trees found by these heuristics is at most twice the cost of the minimum cost tree.

These heuristics, however, were designed for undirected graphs; but since multicasts

are essentially directed, when the links with not enough free bandwidth are pruned

from the network, the resulting graph is in general directed. We have modi�ed the

KMB heuristic to take into account the direction of the links [9]; in the evaluation,

we will denote this algorithm by KMB. Kompella et al [10] proposed a variation of

the KMB heuristic to compute minimum-cost routes with a delay constraint in an

undirected graph; the link delays are assumed to belong to a discrete set.

2.3 The Optimum Multicast Routing Algorithm

The problem de�ned in section 2.1 can be formulated as an integer programming problem,

which can be solved exactly. The problem is NP-complete, and the worst case run time is

exponential, but the solution can serve as a benchmark for the heuristic algorithms. De�ning:

N : Number of nodes in the network.

K : Number of (directed) links in the network.
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A : N�K network topology matrix; Aij = 1 if node i is the source of link j, Aij = �1

if node i is the destination of link j, and Aij = 0 if link j is not connected to

node i.

C : 1 �K cost vector.

D : 1 �K delay vector.

V : K � 1 available capacity vector.

T : Number of multicast streams.

si : Source node for multicast i

ni : Number of destinations for multicast i

fdikg : Set of destinations for multicast i, k = 1; : : : ; ni

ri : Bandwidth requirement for multicast i

X i : K � ni multicast routing matrix for multicast stream i. X i

jk
= 1 if link j is used

in the multicast path for stream i to reach destination dik, otherwise X i

jk
= 0,

k = 1; : : : ; ni.

Y i : K�1 multicast path vector for stream i. Y i

j
= 1 if link j is in the multicast path

for stream i, otherwise Y i

j
= 0.

Mi : Delay for multicast request i.

Li : Latency constraint for multicast request i.

Bi : N � ni source-destination matrix for multicast stream i; Bi

jk
= 1 if j = si,

Bi

jk
= �1 if j = dik, and B

i

jk
= 0 otherwise, k = 1; : : : ; ni.

�c : Weight of the cost in the optimization.

�d : Weight of the delay in the optimization.

The optimum routing problem can be formulated as follows:

GIVEN: A;C;D;V ; N;K; T;Bi; ri;L; �c; �d

MINIMIZE:
TX
i=1

ri (�cCY i + �dMi) (1)

WITH RESPECT TO: X i; Y i;Mi; i = 1; : : : ; T
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UNDER CONSTRAINTS:

(k = 1; : : : ; ni; j = 1; : : : ;K; i = 1; : : : ; T )

1. There must be a path from the source to each of the destinations for all the streams:

AX i = Bi (2)

2. The multicast path is formed by merging the unicast routes:

X i

jk
� Y i

j
� 1 (3)

3. The delay for a multicast is the delay to the farthest destination:

Mi �
KX
j=1

DjX
i

jk
� 0 (4)

4. There is a maximum delay constraint for each of the multicast streams:

Mi � Li (5)

5. The total 
ow through a link cannot exceed its bandwidth:

TX
i=1

riY
i � V ; (6)

6. No bifurcation of 
ow:

X; Y are binary: (7)

Constraints (1) to (6) de�ne a linear programming problem, which can be solved by

the simplex method. When constraint (7) is included, the problem becomes an integer
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programming problem1. In [9, 11] we present an e�cient solution method for this integer

problem, based on the well-known branch-and-bound method [12], which has two parts:

� For the linear relaxation of the problem (excluding constraint 7), we proposed two

successive decompositions: the �rst one decomposes the problem of routing a multicast

session with T multicast streams into T single-multicast routing problems, and the

second one further decomposes each of these single-multicast routing problems into ni

unicast routing problems.

� Enhanced value-�xing rules based on the structure of the problem to prune the search

space for the integer problem.

Di�erent choices of �c and �d in equation (1) lead to di�erent optimizations. In this

paper, we consider the following cases:

� �d = 0; �c > 0: Cost minimization. We denote routing solutions using these values by

Optimum/cost.

� �c � �d > 0: Cost minimization, with delay as a secondary objective; denoted by

Optimum/cost/delay.

� �d � �c > 0: Delay minimization, with cost as a secondary objective; denoted by

Optimum/delay/cost.

The case �c = 0; �d > 0, which would correspond to delay minimization without regard to

cost, will not be considered because: (i) for a single multicast, this problem can be solved

exactly using the shortest path algorithm, and the optimum will not make any di�erence;

and (ii) constraints (2) to (7) do not guarantee that there will be no loops in the route2; when

�c = 0, additional equations would have to be added to the constraint set to avoid routing

1In a packet-switched network, it is conceivable that bifurcation of 
ow could be allowed. In this case,

constraint (7) does not apply, and the problem is no longer NP-complete.

2This is not needed when �c > 0 because the cost minimization will guarantee that loops do not exist.
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loops (or the �nal solution would have to be pruned). Therefore, there is no advantage in

using this objective function. On the other hand, for single-multicast sessions, the multicast

path found by setting �d � �c > 0 (minimize delay, with cost as a secondary objective) will

have the same delay as a multicast path found using the shortest path algorithm. However,

this only means that the routes used in both cases to reach the farthest destination will be

the same (or have the same delay). The shortest path algorithm will also minimize the delay

to the other destinations; the integer programming solution, on the other hand, is able to

make use of the fact that the only constraint on the routes to the other destinations is that

their delay should not exceed the delay to the farthest destination to further minimize the

cost of the multicast, while still achieving the minimum delay.

It should be noted that this integer programming formulation solves the optimum static

routing problem; in other words, given the network and the session, it will �nd the best

routes (as de�ned by the objective function) without any regard for the future sessions; the

success of the routing computation (i.e., the feasibility of the problem) is independent both of

the particular objective function used and of the costs and delays of the links. In a dynamic

scenario, where sessions arrive, are routed (or blocked), exist in the network for a certain

time (if accepted), and terminate, the routing algorithm is executed for each session arriving,

and decides whether it can be accepted or not, and if accepted, which routes to use. The

optimum routing algorithm described here takes the best decision for each session, but there

is no guarantee that the sequence of decisions is optimal in any sense. A true optimum

routing algorithm for this scenario should try to optimize also the sequence of decisions,

based on the network topology and in the tra�c statistics, which is a much more complex

problem.

9



3 Previous Work in Evaluation of Multicast Routing

Algorithms

The algorithms described in section 2.2 have been studied in the context of multicast routing

by a number of researchers. In most cases, they studied the routing of a single multicast in

an empty network, and the performance measures were the multicast costs and delays.

Kumar and Ja�e [13] compared a number of minimum delay and minimum cost algo-

rithms when the link cost and delay weights are the same and derived analytical bounds in

cost/delay under that assumption. They also proposed a general algorithm that is able to

\trade o�" cost and delay, by initially performing a minimum cost routing, and then replac-

ing individual paths with excessive delay with the shortest path; the trade-o� is controlled

by the number of paths that are replaced. They evaluated numerically costs, delays and run

times for routing a single multicast on an empty network, using the algorithms discussed in

their paper. For the evaluation, they used both an earlier version of the NSFNet topology,

and randomly-generated topologies of di�erent sizes and node degrees3. The random topolo-

gies were generated by starting with a ring and adding links (uniformly) at random, until the

desired degree is reached. The link labels (used both for cost and delay) were set to unity

in some cases, and chosen at random between f1; 2; 3; 4g in others. Their main conclusions

were:

� In general, algorithms that minimize cost take about one order of magnitude more

time to run than algorithms that minimize delay.

� The di�erences in cost/delay between the algorithms evaluated are in the order of

30-40%.

� Results for the NSFNet and for random topologies of the same size are similar.

Waxman [14] studied the problem of dynamically adding and removing destinations on a

single multicast that had been already routed in an empty network. Waxman studied the RS

3Ratio between the number of links and the number of nodes.
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and KMB heuristics, together with a dynamic algorithm he proposed to add the routes to the

new destinations joining the multicast. He used randomly-generated network topologies that

are supposed to \resemble" actual networks. The algorithm to generate random topologies

resembling actual networks Waxman proposed is based on the observation that, in actual

networks, links are more likely to exist between nodes that are located closely together than

between nodes that are far apart. To generate the topologies, the nodes are �rst distributed

at random over a rectangular grid. For every pair of nodes (u; v) introduce a link with

probability:

P (fu; vg) = � exp

"
�d(u; v)

L�

#
(8)

where � and � are parameters in the range (0; 1], d(u; v) is the Euclidean distance between

u and v and L is the maximum distance between two nodes. The parameter � controls the

degree of the graph, and the parameter � the density of \short" links in relation to \long"

links. Note that this method does not guarantee that the network generated is connected. In

all cases, the link labels (costs) were set to the distance between the nodes. Waxman found

that, in the average, the RS and KMB heuristics �nd solutions which are very close to the

optimum minimum cost, and the worst case cost (observed) is about 35% higher than the

minimum. When the destination set changes, if one is not allowed to re-route the existing

multicast, the cost of the new multicast (using his routing algorithm) can be up to 2-4 times

the minimum in the worst case.

Doar and Leslie [15] also studied the problem of adding and removing destinations to

an existing multicast. They used Waxman's method for generating the network topology,

but scaling the link existence probability in equation (8) by kd=N , where N is the number

of nodes, d is the average degree of a node, and k is an experimental factor found to be

about 0.25, to keep the node degree constant as the network size is changed. They evaluated

the use of the shortest path algorithm to add the routes to the nodes that have joined the

multicast, and compared the resulting cost to the minimum cost for that multicast (obtained

by applying the KMB algorithm). They found that the di�erence in cost can be as large as
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2-3 times, for networks of 50 nodes.

Leung and Yum [16] proposed a number of minimum-cost heuristic algorithms, and com-

pared their performance with the RS algorithm for routing a single multicast over an empty

network. Their algorithms are applicable to directed graphs as well, although this aspect

is not explored in their paper. One of their algorithms is actually a variation on the basic

TM algorithm (and was also given by Chow [17]). They evaluate the algorithms using two

networks: one is an early version of the ARPANET and the other is random; the main

conclusion is that there is very little di�erence between the cost achieved by the heuristics

and the optimum.

Chow [17] explicitly studies the case of single multicasts in directed graphs, and proposes a

minimumcost heuristic algorithm for the case where not all nodes are capable of multicasting.

He uses the exact minimumcost algorithm proposed by Dreyfus and Wagner [18] to compute

the optimum solution, and compares the cost of this solution with the cost obtained by his

heuristics. He �nds that there is very little di�erence between the costs of the optimum

solution and the heuristic solution, but the optimum takes much more time to run.

Ammar et al [19] studied the minimum cost routing under a variety of additional con-

straints using a non-linear integer programming formulation. They used a 16-node irregular

network, and reported the costs for the multicasts under various scenarios.

Kompella et al [10] studied the case of minimum-cost routing under maximum delay

constraints. They assumed both unit and random link costs, random (integer) link delays,

undirected links, and gave a variation of the KMB heuristic to compute a sub-optimal so-

lution in the case where the latency constraints belong to a discrete set of values. The

worst-case run time of their algorithm is exponential. They evaluated their algorithm using

random networks; the only constraint imposed in the network topology was that at least one

solution to the routing problem under consideration must exist. Their tra�c model was a

single multicast being routed over an empty network. The main results were: (i) the cost

of their heuristic is about 10% higher than the cost of the optimum solution (obtained by

exhaustive search); (ii) the cost of using the shortest path algorithm in the same scenarios is
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about 70-80% higher than the optimum; these results have little dependency with the values

of the link costs.

Table 1: Summary of previous work in evaluation of multicast routing algorithms

Paper Objective

Function

Direction

of Flow

Number of

Requests

Algorithms Network

Topologies

Kumar and

Ja�e [22, 13]

Cost Full-Duplex Single Steiner tree

heuristics;

Shortest Path

ARPANET;

random

Waxman [14] Cost Full-Duplex Single Minimum

Steiner tree

(KMB, RS)

Random

Ammar et al

[19]

Cost Full-Duplex Single Heuristic

based on

simplex

16-node

irregular

topology

McKinley

and Liu [20]

Cost Full-Duplex Single Extension to

KMB;

set-covering

Mesh of buses;

grid of buses

Jiang [21] Cost Full-Duplex Single

Conferences

Extensions to

KMB and RS

Random

Leung and

Yum [16]

Cost Full-Duplex Single Heuristics for

the minimum

Steiner tree

ARPANET;

single random

network

Chow [17] Cost Half-Duplex Single Optimal;

Takahashi

Matsuyama

heuristic

Speci�c

regular

topologies

Kompella et

al [10]

Cost with

Delay

Limit

Full-Duplex Single Extension to

the KMB

heuristic

Random

Doar and

Leslie [15]

Cost Full-Duplex Single Shortest-Path,

KMB

Random

McKinley and Liu [20] considered the problem of routing a single multicast in a network

composed of a mesh of buses; each bus is a shared channel providing broadcast to all nodes

connected to it. They propose a number of algorithms for routing in this scenario, and

compare their costs (measured in number of buses used to establish a multicast). They also

13



give an exact algorithm when the topology is a regular grid.

Jiang [21] considered the problem of establishing video-conferences; a video-conference

with P participants is established as P multicasts, from each conferee to all other members of

the conference. He proposed variations to the KMB and RS algorithms to take into account

the link bandwidths. Links are undirected, with the bandwidth available in any direction.

For the evaluation, he used Waxman's algorithm to generate the network graph, and assigned

the capacities of 10, 30 and 100 Mb/s to the links at random, with probabilities 0.6, 0.3 and

0.1 respectively. He assumed that 75% of the capacity of each link was reserved for stream

tra�c, and that each stream used 3 Mb/s. He reported on the session blocking probability

for single video-conference sessions over empty networks, for several di�erent variations of

the RS and KMB heuristics.

In summary, most of the previous work in this �eld has focused on proposing and evaluat-

ing minimum-cost heuristic algorithms for routing a single multicast, usually on undirected

graphs generated at random (see table 1). None of them has evaluated the performance of

the routing algorithm in a realistic scenario, where streams are established, exist for a period

of time, and terminate. In such a scenario, the blocking probability (i.e., the probability that

a session arrives and cannot be routed) is the basic performance measure, instead of just

cost or delay.

4 Evaluation of the algorithms

In this section, we present an evaluation of the various multicast routing algorithms. The

evaluation has two parts: (i) a performance evaluation, where the results of the di�erent

algorithms are compared, and (ii) an implementation cost evaluation, where the average run

times of the algorithms are compared.

The �rst step is to compare the cost and delay results when routing a single-multicast

session in an empty network, as it was done in much of the previous work in the area. The

purpose of this step is to compare the cost/delay characteristics of the heuristic algorithms
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with the optimum, when the cost and delay of each link are independent measures.

The next step in the evaluation is determining the e�ect of the network topology; it is

our objective to evaluate the algorithms under realistic conditions. Therefore, we determine

what properties make a network \realistic". We then characterize the algorithms in a baseline

case, using the \realistic" topologies, and show how variations in this baseline case a�ect the

results. We also investigate how the performance changes as the bandwidth of the network

is upgraded, and what is the best way to increase the capacity of a network. Finally, we

characterize the cost of the di�erent algorithms, as measured by their average run times.

4.1 The Evaluation Scenarios

The evaluation scenarios have two parts: (i) the tra�c model, and (ii) the network scenario.

In this section, we describe both parts of the scenario.

The Tra�c Model

We consider that all multicasts in a session arrive and depart simultaneously. The ses-

sion arrivals form a Poisson process, with rate �, and the session duration is exponentially

distributed, with rate �. We assume that sources and destinations are uniformly distributed

over the network, and that the set of destinations is �xed for the duration of the session

(i.e., no destinations join or leave the multicast while it is in progress). In some cases, we

consider the problem of routing a single multicast session in an empty network; this would

correspond to a very small �=�. The following kinds of sessions are considered:

� Single-Multicast Sessions: Each session is composed of a single multicast, whose num-

ber of destinations is chosen at random, uniformly between 1 and nmax; the value of

nmax is chosen depending on the number of nodes in the network under evaluation.

� Videoconference Sessions: Each session has P multicasts and corresponds to a video-

conference with P participants. P is chosen at random between 2 and 4.

We consider that all streams in a session have the same bandwidth requirement; the exact

value depends on the particular evaluation scenario being considered. We also assume that
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blocked sessions are lost, and our primary performance measure is the overall session blocking

probability. Given the tra�c characteristics, we de�ne the network capacity for a certain

blocking probability as the load (�=�) for which that blocking probability is reached.

The Network Model

The network model is characterized by the following parameters:

Size: Number of nodes (N) and links (K) in the network.

Topology: Interconnection pattern between the nodes and links.

Link Parameters: Link costs, delays and capacities.

For this evaluation, we consider that the capacities of all links in the network are equal, and

therefore can be normalized to 1. Moreover, we set all the link costs to 1; this way, the cost

of a multicast is proportional to its usage of network resources.

For the network topology, we consider: (i) topologies drawn from existing networks,

to evaluate the performance of the algorithms under realistic scenarios; and (ii) topologies

generated at random, to test the algorithms over a broad range of topologies. For topologies

drawn from existing networks, the link delays are set to the propagation delays in the nodes.

For random topologies, the nodes are distributed at random over a rectangle, and the link

delays are set to the cartesian distance between the endpoints of the link. For this evaluation,

we consider the nodes placed in a rectangle with dimensions 15 ms by 10 ms, roughly

equivalent to the dimensions of the United States. Additionally, we restrict our attention to

random topologies which are strongly connected4.

We consider the following kinds of random topologies:

Completely Random Topologies: Nodes are interconnected at random.

Random Topologies, Short Links: In \actual" networks, links are more likely to exist

between nodes that are \closely located" than between nodes that are \far apart". In

this kind of topology, links are more likely to connect nodes that are close.

4A strongly connected network has at least one path between any pair of nodes.

16



Two-Connected Topologies: Existing networks are usually two-connected5; this kind of

random topologies is restricted to two-connected topologies.

The algorithms used to generate these random topologies are described in the Appendix.

4.2 Evaluation of Costs and Delays

In this section, we evaluate the costs and delays of the various algorithms for a single-

multicast session being routed over an empty network. This is what was done in much of

the previous work in this �eld; therefore, we limit ourselves to a single network scenario,

and perform the evaluation only to compare the cost/delay results of the optimummulticast

routing algorithm with the heuristics.

For the network scenario, we chose a simpli�ed version of the NSFNet T3 backbone, shown

in �gure 1; the numbers next to the links represent the propagation delays in milliseconds

over the link. We set all the link costs to 1.
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Figure 1: The NSFNet T3 backbone (simpli�ed)

Figure 2 shows the average cost for a single multicast, in hops, as a function of the

number of destinations, for the various multicast routing algorithms. We observe that, as

expected (and reported by others), the cost obtained by the KMB algorithm is very close to

the optimum. The costs for the routes computed by the algorithms which minimize delay

5Have at least two paths between any pair of nodes.
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are 0.5 to 1 hop higher than those of the optimum, and the di�erence increases with increasing

number of destinations. Figure 3 shows the average delays as a function of the number of

destinations in the same scenario; we see that, when one compares the di�erent solutions,

the small improvement in cost of the minimum-cost algorithms over the minimum-delay

algorithms is \paid for" with a larger (in relative terms) di�erence in delay. For example,

for a 9-destination multicast, the di�erence in cost between the shortest-path and the KMB

algorithms is about 1 hop for a total cost of 9 hops, or about 11%, while the di�erence in

delay is 9 ms for a total delay of 23 ms, or 39%.
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Figure 2: Cost of the multicast as a function of the number of destinations in the NSFNet

T3 backbone

It should be stressed that the cost/delay results cannot be directly used to predict the

network performance on a dynamic environment, where sessions compete for the resources.

In general, all one can say is that \low cost" is a desirable property, because lower-cost routes

will use less network resources (if the costs are set correctly) and thus reduce the probability

that an incoming session is blocked, but at the price of a higher delay. It is still necessary

to numerically assess the e�ect of the routing algorithms in such environments, in terms of

session blocking probability and network capacity, which are really the measures of interest.

18



16

18

20

22

24

26

28

30

32

34

2 3 4 5 6 7 8 9
Number of Destinations

D
el

ay
 (

m
s)

NSF backbone, single-multicast sessions

KMB

Optimum/cost/delay

Optimum/delay/cost
SP/delay
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4.3 E�ect of the Network Topology

One of our goals is to evaluate the algorithms under realistic network scenarios. Existing

networks are usually two-connected, and, as observed by Waxman, links are more likely to

exist between \close" nodes than between nodes that are \far apart" (i.e., they are \biased"

towards short links). In order to evaluate the e�ect of the kind of topology in the results,

we considered �rst the problem of routing a single multicast session in an empty network.

The evaluation scenarios were:

Network: (i) a simpli�ed version of the NSFNet T3 backbone, shown in �gure 1; (ii) two-

connected topologies, generated at random; (iii) random topologies, biased towards

short links; and (iv) completely random topologies. The random topologies are of the

same size as the NSFNet (12 nodes, 15 full-duplex links); all the links have the same

capacity, the node positions are generated at random in an area similar to that of the

United States, and the link delays are set proportional to the distances. All topologies

are at least strongly-connected.

Tra�c: One multicast session, composed of 5 multicasts, each with 5 destinations; the

bandwidth of each stream was generated at random, using a bimodal distribution,
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with varying average.

Experiment: Start with an empty network; for a given average stream bandwidth, try to

route the session and record the number of cases where routing was successful, as a

function of the average stream bandwidth.

Routing Algorithm: Optimum routing algorithm (the objective function is irrelevant, as

we are dealing with a single session and recording only the number of successful routes).
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Figure 4: Fraction of successful routes for di�erent kinds of topologies, using the optimum

routing algorithm

The results of this experiment are shown in �gure 4, and indicate that the performance

is much better for the two-connected networks (both existing - NSFNet - and generated at

random). The plot also con�rms that what is important when generating a random topology

that \resembles" an actual topology is to make it two-connected, and not bias it towards

short links; the performance of the routing algorithm in the NSFNet and in the random

two-connected networks is essentially the same. Two-connected networks have higher per-

formance due to the larger number of independent paths; networks that do not have this

property will have a link that, if congested, \divides" the network into two disconnected sub-

networks, causing all subsequent sessions with members in both subnetworks to be blocked.
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In this kind of network, the performance is essentially dictated by the network itself, not

by the particular routing algorithm used; our simulations have con�rmed this observation.

It is interesting to note that Kumar and Ja�e [13] evaluated the cost and delay of several

multicast routing algorithms, using both an early version of the ARPANET (a precursor of

the NSFNet) and random topologies with the same number of nodes, and seem surprised to

�nd that, for a given routing algorithm, the performance was essentially the same in both

scenarios. The ARPANET was designed to be two-connected for reliability purposes; the

algorithm used by Kumar and Ja�e to generate the random topologies, described in [22],

also generates two connected networks by construction, since it starts with a ring. Our result

explains their observation; random topologies and existing topologies of the same size will

yield similar results provided that they are two-connected; otherwise, the results will be very

di�erent, as indicated by �gure 4.

Random Two-Connected

1 2 6 7

3 4 8 9

5 10

Figure 5: Random network topologies used in the evaluation

In order to con�rm these results in a more general dynamic environment, where sessions

come and go, we generated at random ten topologies, all with 12 nodes and 15 full-duplex

links, which are shown in �gure 5. Half of the topologies were completely random (topologies

1 to 5), and the other half (6 to 10) was composed of two-connected topologies. We obtained
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the blocking probability in each of the networks, for each of the algorithms. We also repeated

the same process for the NSFNet T3 backbone (also with 12 nodes and 15 links), shown in

�gure 1. The tra�c was composed of single-multicast sessions, with a random number of

destinations between 1 and 10 and exponential duration and interarrival times. The session

blocking probability results for each of the topologies, using the Optimum/cost routing

algorithm, are shown in �gure 6; similar results were observed for the other algorithms. The

main observation is that the blocking probability is much higher in the completely random

topologies, and con�rms our conclusions from the single-session evaluation.
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Figure 6: Blocking probability in random topologies and two-connected topologies

For the remainder of this report, we consider only two-connected networks.

4.4 The Baseline Case

In this section, we present a baseline case, and characterize its performance. We then discuss

how the results change as the tra�c scenario changes from the baseline case. The baseline

case corresponds to two-connected topologies, with 12 nodes and 15 links (same size as

the NSFNet); tra�c is composed of single-multicast sessions, with a random number of

destinations between 1 and 10. The sessions arrive according to a Poisson process, and stay

in the network for an exponential amount of time. Each stream requires 10% of the link

bandwidth and there is no latency constraint.

22



In �gure 7 we plot the overall blocking probability, averaged over a large number of

two-connected topologies, as a function of the o�ered load (�=�), for all algorithms. The

�gure indicates that, as expected, the blocking probability for the cost-based algorithms

(Optimum/cost, Optimum/cost/delay, KMB) is lower than for the delay-based algorithms

(Optimum/delay, SP/cost, SP/delay). At 1% blocking, the network capacity for this tra�c

scenario is about 17 for the cost-based algorithms, and 13 for the delay-based algorithms.

At 10% blocking, the values are 25 and 22 respectively. We repeated the same runs for the

NSFNet T3 backbone and found similar results (with a more marked di�erence between the

two groups of algorithms). The results for the NSFNet are shown in �gure 8.
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Figure 7: Blocking probability for two-connected topologies with 12 nodes and 15 links,

single-multicast sessions

When multicasts with di�erent numbers of destinations co-exist in a network, we expect

that the blocking probability be higher for the multicasts with higher number of destinations.

In �gure 9 we show the blocking probability as a function of the number of destinations, at

di�erent load values, for the Optimum/cost algorithm. Figure 9 shows that, for low loads,

the blocking probability is a weak function of the number of destinations. Even at high

loads, the ratio between the blocking probability for 10-destination multicasts and unicasts

(one destination) is in the range of 2-3. The plots for the other algorithms are similar.
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4.5 Introducing a Delay Constraint

The objective of this set of runs was to determine the e�ect of a constraint in the blocking

probability of the various algorithms. For these runs, we chose the NSFNet T3 backbone,

under single multicast sessions, with the stream bandwidth �xed at 10%. The diameter6 of

this network in delay is 28 ms (shortest path from Seattle to Arlington).

6Maximum shortest path over all pairs of nodes.
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From the delay histograms for the the runs where no delay constraint was imposed, we

observed that there were no successful routes with delay higher than 80 ms. Therefore, any

constraint equal or higher than 80 ms would have no e�ect in the results. We imposed a

constraint of 40 ms, which is a reasonable value considering that what is being discussed here

is the component of the delay in the wide-area network; in an audio/video communication,

there are other components to be considered, such as the delays due to the encoders/decoders

and the delays in the local networks where the sources and destinations are attached [23].

In �gure 10 we plot the the blocking probability as a function of the load under the 40 ms

constraint. Table 2 shows the fraction of the routes in the unconstrained case which would

not satisfy the 40 ms latency requirement.
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Figure 10: Simulation results for the NSFNet T3 backbone, under delay-constrained tra�c

Figure 10 indicates that, as hinted by the numbers in table 2, the delay-based algorithms

are essentially una�ected by this constraint. The optimum algorithms take the delay con-

straint into account when computing the routes; they are also not a�ected because they can

usually identify alternate routes satisfying the constraint. In the case of the KMB algorithm,

however, there is a large e�ect since its objective is cost, not delay. Even at low loads, the

blocking is high because the algorithm is forced to reject sessions whose routes would exceed

the latency constraint. The bigger the number of destinations in the multicast, the larger the

e�ect: while at low load the KMB algorithm is capable to accommodate almost all unicasts
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Table 2: Fraction of routes that do not satisfy the 40 ms latency in the unconstrained case

Algorithm Fraction

Optimum/cost 16%

KMB 9%

Optimum/cost/delay 2.6%

SP/cost � 0%

Optimum/delay/cost � 0%

SP/delay � 0%

under the 40 ms constraint, the blocking probability is over 20% for 10-destination multi-

casts. This is illustrated in �gure 11, where we plot the blocking probability as a function of

the number of destinations when �=� = 5; under that load, the blocking for all algorithms

except the KMB is zero.
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Figure 11: Blocking probability as a function of the number of destinations under low load,

in the presence of a delay constraint

As the delay constraint is decreased from 40 ms, the blocking probability \plateau"

observed at low loads for the KMB algorithm (see �gure 10) will signi�cantly increase (a

constraint of 30 ms would move it to about 30%, and 20 ms to over 70%). As the constraint is

made tighter, the optimum algorithms will tend to use the shortest paths in delay, regardless
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of their objective functions. Of course, if the constraint is set to a value lower than the

network diameter, the blocking will be high for all algorithms.

4.6 Upgrading the Network

In this session, we consider the problem of adding bandwidth to the network. We consider

networks with a �xed number of nodes and a �xed session arrival rate, and increase the

network capacity by adding links to it, and observing the corresponding decrease in the

blocking probability.

Figure 12 shows the blocking probability for two-connected 6-node networks, when the

number of full-duplex links varies from 6 (ring topology) to 15 (fully-connected topology).

The �gure indicates that the blocking probabilities for the cost-based algorithms (Opti-

mum/cost, Optimum/cost/delay and KMB) are lower than for the delay-based algorithms

(SP/delay, SP/cost and Optimum/delay/cost). The curve representing the relation between

the blocking probability and the number of links is concave, and has two distinct regions: (i)

the high-blocking region, where an increase in the number of links results in an essentially

linear decrease in blocking probability, and (ii) a low-blocking region, where the network is

capable of carrying almost all the o�ered tra�c, and addition of links has little e�ect.

Figures 13 and 14 show the blocking probability for 12-node networks, with varying

number of links (the NSFNet corresponds to the point where K = 15 in the plots). The plot

in �gure 13 shows the blocking probability when the number of destinations is uniformly

distributed between 1 and 4, and the plot in �gure 14 shows the blocking probability when

the number of destinations is between 1 and 10. Both curves show the high-blocking region,

where an increase in the number of links produces an approximately linear decrease in the

blocking probability. Additionally, �gure 13 shows the low-blocking region.

Figure 15 shows the blocking probability for a large (50-node) network, when the number

of full-duplex links varies from 50 to 300. In this case, we considered only the heuristic

algorithms as the run time for the optimum would be extremely large. Again, we see a small

advantage for the cost-based algorithm (KMB) over the delay-based ones.
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Figure 12: 6-node networks, varying number of links under constant session arrival rate;

number of destinations varies from 1 to 5
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Figure 13: 12-node networks, varying number of links under constant session arrival rate;

number of destinations varies from 1 to 4

Finally, we considered the following question: given a network, is it better to add band-

width by adding links (as done in the plots in �gures 12 to 15), or to increase the bandwidth

of the existing links? To answer this question, we considered again a 50-node network, un-

der single multicast sessions, with 50 full-duplex links. Since we focus on two-connected

networks, the topology of this network is a ring. Using the KMB algorithm to compute

the routes, we obtained the blocking probability for the case where links are added to the
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Figure 15: 50-node networks, varying number of links under constant session arrival rate;

number of destinations varies from 1 to 10

network (same as �gure 15), and for the case where the bandwidth of the existing links is in-

creased, and the topology preserved. Note that in both cases we are adding the same amount

of bandwidth to the network; what changes is where this bandwidth is added. The results

can be seen in �gure 16; it is clear that, from a blocking probability point of view, when

upgrading the available bandwidth in the network, it is far better to do it by adding new

links than by increasing the bandwidth of existing links. This happens because as links are
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added, not only the capacity increases, but the average path length in the network decreases,

further reducing the blocking probability. In practice, however, adding additional links to a

network may be more expensive than increasing the bandwidth of the existing links.
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Figure 16: 50-node networks, comparison between ring and mesh topologies

4.7 Other Scenarios

In this section, we investigate other variations of the baseline case, namely videoconferencing

sessions, non-unit cost and other bandwidth distributions for the tra�c.

Videoconferencing Sessions

We considered multiple-multicast (videoconferencing) sessions, with the stream band-

width �xed at 10% of the link capacity. The network scenarios were 12 nodes, 15 links;

6 nodes, 8 links; and 6 nodes, 12 links. The main observation, valid for all scenarios, is that

there is very little di�erence in blocking probability between all the algorithms, although

the cost-based algorithms still have a small advantage. This is due to the fact that a session

is blocked if any of its components is blocked; therefore, the blocking probability is a much

\coarser" measure of performance in multiple-multicast sessions than for single-multicast

sessions. Moreover, since in the cases evaluated the number of multicasts in the session is
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small and each stream requests a small fraction of the link bandwidth, the problem is in most

cases naturally decomposable (i.e., there is no coupling between the routes of the streams in

the session) and there should be little di�erence between the optimum solution (which takes

all streams into account simultaneously when computing routes) and the solution found by

the heuristic algorithms (which considers each stream in isolation). Note that if the stream

bandwidth is a signi�cant fraction of the link bandwidth, this is not true anymore, as shown

in [9], and there will be a large di�erence between the optimum and the heuristics. The

simulation results for the NSFNet under videoconferencing tra�c (number of participants

uniformly distributed between 2 and 4, stream bandwidth set to 10% of the link capacity)

are shown in �gure 17.
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Figure 17: Blocking probability for the NSFNet under videoconference tra�c (up to 4 des-

tinations, 10% of the link bandwidth)

Another observation is that, except at very low loads, the blocking probability is now

very dependent on the number of participants in the conference for all the algorithms; for

example, under the Optimum/cost/delay algorithm, the blocking probability at �=� = 10

is about 5% for conferences with 2 participants, while it reaches 22% for conferences with 4

participants, for networks of the size of the NSFNet.

Non-Unit Costs
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In this section, we investigate the e�ect of non-unit costs. We repeated the simulation

for the following three scenarios, using the NSFNet topology:

� Unit link costs;

� Link costs generated at random, uniformly between 0 and 1; and

� Link costs set to the link lengths (i.e., same values as the link delays).

The results are shown in �gure 18 for the Optimum/cost algorithm; the �gure indicates

that the blocking probability is basically the same for random costs and for unit costs, while

the blocking probability for the case where the costs are set equal to the link lengths is higher.

The reason is that, when the costs are all equal (or uniformly distributed, which means that

when one takes an average of many cases, they are, on the average, equal), minimizing the

cost means minimizing the amount of network resources used to route the multicast, and

that should lead to a lower blocking probability.
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Figure 18: NSFNet, non-unit costs

Other Bandwidth Distributions

In the previous sections, we have assumed that all the streams require the same bandwidth

(10% of the link capacity). In an actual network, we expect to �nd a mixture of bandwidths,
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corresponding to di�erent qualities of video. This mixture is likely to have more streams

at lower bandwidths (i.e., lower video qualities) than at higher bandwidths. Additionally,

the bandwidths will belong to a discrete set of values (for example, 384 kb/s, 768 kb/s and

1.984 Mb/s for H.261; 1.5 Mb/s for MPEG I; 2 to 8 Mb/s for MPEG II).

To assess the in
uence (if any) of the request bandwidth distribution in the performance

evaluation, we repeated the baseline case simulations, changing the stream bandwidth from

its previous (deterministic) value of 10% of the link bandwidth, to a discrete random variable,

assuming the values of 4.5%, 9%, 18% and 36% of the link bandwidth, with probabilities 0.3,

0.3, 0.3 and 0.1 respectively (this would correspond approximately to streams of 2 Mb/s,

4 Mb/s, 8 Mb/s and 16 Mb/s being sent over 45 Mb/s links); the average bandwidth re-

quested is 13%. We observed the same qualitative results as when the streams request 10%

of the link bandwidth. In other words, the results presented here are not sensitive to the

distribution of the stream bandwidth.

4.8 Run Times for the Algorithms

In this section, we characterize the average run times for the algorithms as a function of the

network size. The algorithms were implemented in a DEC 5000/240 workstation in C, and

compiled with the highest level of optimization available. Figure 19 shows the average run

time for each of the algorithms, for single-multicast sessions in a 6-node network, with the

number of destinations chosen at random between 1 and 4. The �gure indicates that the

run time for the optimum algorithm is one to two orders of magnitude higher than for the

heuristics; the di�erence increases with increasing network size.

Figure 20 shows the run times for the heuristic algorithms only, for single-multicast

sessions in 50-node networks; the number of destinations for each multicast is chosen at

random between 1 and 10. The �gure indicates that the ratio between the run times for the

KMB and Shortest-Path algorithms is essentially constant; this is to be expected, because

the KMB algorithm corresponds essentially to running the shortest path algorithm a number

of times.
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One �nal observation about the run times: for the optimum routing algorithm, we ob-

served that typically the run time for successful sessions (i.e., sessions for which there is at

least one solution to the routing problem, given the network usage) is much shorter than the

run time when no solution exists. In other words, if there is a solution to the routing problem

as formulated in section 2.1, then the optimum routing algorithm will in most cases �nd it

quickly; otherwise, it might take a long time to determine that no solution exists. This is

not the case for the heuristics; they take approximately the same time to route a successful

session and to give up and declare a session blocked; in fact, a blocked multiple-multicast
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session might take less time to process because not all routes are computed.

The di�erence in run times could be used to speed-up the optimum routing algorithm by

imposing a time limit for �nding the solution; if no feasible solution is found when the time

limit is reached, the problem is declared infeasible. Such an algorithm is not \optimum"

anymore, because there is always a chance that it can miss a solution, or return a sub-

optimal one. We evaluated this tradeo� for our implementation of the algorithm, in the

DEC 5000/240 workstation, using both the NSFNet topology and random topologies, for

sessions with 4-5 multicasts, with 2-5 destinations. The results are shown in �gure 21,

where we plot the fraction of feasible solutions that would be missed due to the imposition

of a time limit, as a function of this time limit. The �gure corresponds to 2,346 feasible

sessions, and indicates that a reasonable limit is 500 seconds; higher limits would bring

diminishing returns. With the 500-second limit, less than 0.2% of the feasible solutions are

missed. We should stress that the 500-second �gure applies only to our implementation in

a DEC 5000/240 workstation and only to networks with 12 nodes and 15 links; for slower

CPUs (or bigger networks), higher limits should be used.
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5 Conclusions

The main conclusion of this report is that cost-based algorithms yield, in general, lower

blocking probabilities than delay-based algorithms, at the expense of higher delays; the

network capacity (de�ned as the load �=� for a target blocking probability) can be 1.2 to

2.0 times higher when the former are used. However, traditional minimum-cost algorithms

cannot cope with latency constraints.

We proposed an algorithm for optimum multicast routing; however, due to the large

run times (one to two orders of magnitude higher than the heuristics), its main use is as a

benchmark for heuristic algorithms (except possibly for small networks). We have found that,

under realistic network and tra�c conditions, the routes found by the heuristic algorithms

are close to the optimum; the only exception is when there are active latency constraints. In

this case, the best performance is achieved by the optimum.

Finally, we have found that the best way (from a tra�c point of view) to upgrade a

network under stream tra�c is to add links and make it into a mesh, thus reducing the path

length, instead of just increasing the bandwidth of existing links; this is true both for unicast

and multicast stream tra�c.
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Appendix

In this Appendix, we present the algorithms used to generate the random topologies for

the evaluation in section 4.

Generating a Completely Random Topology - Full Duplex Links

INPUTS: Number of nodes, N , number of full-duplex links, K, and dimensions of the

rectangle (Sx; Sy) in which to place the nodes. It is assumed that K � N�1.

OUTPUT: The network topology.

Step 1: Generate N node locations at random (horizontal coordinate is generated uni-

formly between 0 and Sx; vertical coordinate is generated uniformly between 0

and Sy).

Step 2: Create a set of nodes denoted by T , initially empty. Choose one of the nodes at

random and add this node to T .

Step 3: Choose at random a node in T and a node not in T , and place a full-duplex link

between them in the network topology. Add the node that was not in T to T .

Repeat this step until all N nodes are in T .

Step 4: In step 3, N � 1 links were placed. Place the remaining K � N + 1 full-duplex

links in the topology by choosing their endpoints at random, but allowing only

one link between any pair of nodes.

Generating a Random Topology, Short Links

INPUTS: Number of nodes, N , number of links, K, and dimensions of the rectangle

(Sx; Sy) in which to place the nodes. It is assumed that K � N �1, and the

links are full-duplex.

OUTPUT: The network topology.
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Step 1: Generate N node locations at random (horizontal coordinate is generated uni-

formly between 0 and Sx; vertical coordinate is generated uniformly between 0

and Sy).

Step 2: Using Prim's algorithm [1], generate a minimum-distance spanning tree and add

it to the topology. This is computed by considering the distance graph (i.e., an

auxiliary graph where there is a link between every pair of nodes whose cost is

the distance between the nodes) and �nding its minimum-cost spanning tree. In

this step, N � 1 links are placed.

Step 3: Choose a node at random, say, node n. Let Sn denote the set of nodes to which

node n is not connected, say, fs1; s2; : : : ; skg. If d1; d2; : : : ; dn are the distances

from node n to nodes s1; s2; : : : ; sk, choose a node from the set Sn at random, with

probabilities proportional to 1=d1; 1=d2; : : : ; 1=dk , say, si, and add a full-duplex

link in the topology between n and s1. Repeat this step until the desired K links

are placed, but allowing only one link between any pair of nodes.

Generating a Two-Connected Topology

INPUTS: Number of nodes, N , number of links, K, and dimensions of the rectangle

(Sx; Sy) in which to place the nodes. It is assumed that K � N �1, and the

links are full-duplex.

OUTPUT: The network topology.

Step 1: Generate N node locations at random (horizontal coordinate is generated uni-

formly between 0 and Sx; vertical coordinate is generated uniformly between 0

and Sy).

Step 2: Generate a ring as follows: �rst, �nd the two nodes closest to each other and add

a full-duplex link between them in the topology. This forms a full-duplex path.

Then proceed to form a ring, adding the nodes closest to each extremity of the

path, until the ring closes. In this step, N links are placed.
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Step 3: Choose a node at random, say, node n. Let Sn denote the set of nodes to which

node n is not connected, say, fs1; s2; : : : ; skg. If d1; d2; : : : ; dn are the distances

from node n to nodes s1; s2; : : : ; sk, choose a node from the set Sn at random, with

probabilities proportional to 1=d1; 1=d2; : : : ; 1=dk , say, si, and add a full-duplex

link in the topology between n and s1. Repeat this step until the desired K links

are placed, but allowing only one link between any pair of nodes.
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