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Abstract

Due to its low attenuation, �ber has become that medium of choice for point-to-point links.
Using Wavelength-Division Multiplexing (WDM), many channels can be created in the same

�ber. A network node equipped with a tunable optical transmitter can select any of these
channels for sending data. An optical interconnection combines the signal from the various
receivers in the network, and makes it available to the optical receivers, which may also
be tunable. By properly tuning transmitters and/or receivers, point-to-point links can be

dynamically created and destroyed. Therefore, in a WDM network, the routing algorithm
has an additional degree of freedom compared to traditional networks: it can modify the
network topology to create the routes. In this report, we consider the problem of routing

audio/video streams in WDM networks. We present a general linear integer programming
formulation for the problem. However, since this is a complex solution, we propose simpler
heuristic algorithms, both for the unicast case and for the multicast case. The performance
of these heuristics is evaluated in a number of scenarios, with a realistic tra�c model, and

from the evaluation we derive guidelines for usage of the heuristic algorithms.

Key Words and Phrases: WDM optical networks,multicast routing, multimedia, linear

programming, simulated annealing, shortest path routing, minimum cost routing.
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1 Introduction

Due to its low attenuation (less than 0.2 dB/km) and very high bandwidth, �ber has become

the medium of choice for point-to-point links at high speeds, for any distance over � 100 m

and for data rates of 45 Mb/s and up. Using Wavelength-Division Multiplexing (WDM),

many channels can be created in the same �ber. A network node equipped with a tunable

transmitter can select any of these channels for sending data, and can dynamically change

this selection. The range of wavelengths addressable depends on the technology used to

implement the tunable transmitter [1]. The optical signal from the transmitters in the

network is combined by an optical interconnection (e.g, a WDM star coupler), and made

available to a subset of the optical receivers, determined by the optical interconnection.

Optical receivers can also be tunable [1]. The interconnection pattern between nodes is

de�ned by the tuning of transmitters and receivers to speci�c wavelengths, and can be

dynamically changed. In a traditional (�xed-topology) network, given a tra�c, the routing

algorithm is responsible for �nding routes for each of its components, satisfying the tra�c

requirements. In a WDM network with tunable transmitters and receivers, the routing

algorithm has an additional degree of freedom: it can choose (or modify) the topology.

We assume that the applications generate tra�c in sessions. A session is a group of

video/audio streams that are logically related. For example, a video-conference with P

participants where each of the conferees can see all the other participants represents a session

with P multipoint streams, from each conferee to the other P � 1 participants. A stream is

de�ned as a continuous 
ow of information (i.e., video frames or audio samples) that has to

be delivered in a timely fashion. Multimedia streams have the following new requirements

(when compared to traditional data tra�c), which must be taken into account when they

are routed:

Bandwidth - multimedia streams use relatively high bandwidth on a continuous basis for

long periods of time, while data tra�c is bursty, but the average bandwidth used is

low. For example, a high-quality compressed video stream can use anywhere from 1.5
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to 8 Mb/s for extended periods of time, while the average bandwidth used by typical

data applications can be well below 1 Mb/s.

Multipoint Communications - it is expected that a signi�cant fraction of the multimedia

tra�c will be multipoint. Examples are videoconferencing, one-way video distribution

and collaborative computing. Data applications, on the other hand, typically make

only occasional use of multicasting.

Low Latency (on the order of 100-200 ms end-to-end), required for some applications (such

as videoconferencing or collaborative computing) that provide interactive communica-

tions. Data applications typically do not have such strict latency constraints.

In this report, we consider the problem of routing multimedia streams in a WDM network.

In section 2, we discuss the characteristics of the optical components used in building a

network, and describe the previous work in optical WDM networks. In section 3, we give the

problem formulation, and show that it can be solved exactly by linear programming. Since

the problem is NP-complete, the optimum algorithm has worst-case exponential run-time;

additionally, its implementation is complex. Therefore, in section 4 we give a number of

heuristic algorithms for unicast and multicast routing; these heuristic algorithms �nd sub-

optimal solutions. Evaluation of the heuristic algorithms is presented in sections 4.4.2, 6

(unicast tra�c) and 7 (multicast tra�c). For the unicast tra�c case, we �rst derive an

upper bound in the performance measure of interest, and show that the heuristic produces

results that are close to the upper bound, thus obviating the need for pursuing the optimum

solution. We also evaluate the performance of the WDM network in a dynamic environment,

and compare it to that of a centralized switch. For the multicast tra�c case, we compare

the various heuristics proposed under a dynamic tra�c environment. Our conclusions are

presented in section 8.
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2 Optical Network Components and Con�gurations

The optical WDM network has three basic \building blocks" [2]:

� optical interconnection;

� optical transmitters; and

� optical receivers.

In this section, we describe the characteristics of each of these components, and discuss the

previous work in the area of WDM networks.

2.1 Optical Interconnection

The optical interconnection is responsible for mixing the light from the transmitters and

splitting (dividing) it among the receivers, irrespective of the wavelength. The most common

optical interconnection is the WDM star, shown in �gure 1. The WDM star equally divides

the optical power from each of the incoming ports among the output ports. The optical

signal in each output port is a combination of the optical signals from each of the input

ports, as shown in �gure 1.
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Figure 1: The WDM star coupler

Other optical interconnections, such as trees, multiple stars, etc., are possible; they do

not necessarily divide the input power equally among all the outputs. In general, a given

output will receive the signal from a subset of the inputs [3, 4].

3



2.2 Optical Transmitters

Optical transmitters are responsible for modulating the optical signal with the user data.

There are two kinds of light sources for optical transmitters: LEDs and lasers. LEDs can only

be amplitude-modulated because of their wide spectral widths, and cannot be modulated at

very high data rates. They are unsuitable for use in a WDM network. Lasers can provide

much larger output powers than LEDs, and can be modulated at much higher data rates.

Moreover, due to the (relatively) narrow spectral width of the laser, it can be modulated not

only in amplitude, but also in frequency or in phase.

There are several ways to build tunable lasers; the choice of methods usually represents

a tradeo� between tuning speed on one side, and linewidth1 and range of frequencies that

can be addressed on the other side. Linewidth is important because, for a given modulation

format, it determines the minimum channel spacing if WDM is used to combine several

channels in the same �ber. Table 1 [5, 6] summarizes the characteristics of several tuning

methods.

Table 1: Characteristics of Laser Tuning Methods

METHOD RANGE KIND LINEWIDTH SPEED

Electro-optical 7 nm discrete 60 kHz 100 �s

Acusto-optical 70 nm discrete ? 3 �s

2-section DFB 0.32 nm continuous ? < 5 ns

3.3 nm continuous 15 MHz ?

3-section DBR 8-10 nm quasi-cont. 20-100 MHz 10 �s

4.4 nm continuous 1.9 MHz 10 �s

2 nm continuous 2.5-6.5 GHz 15 ns

1Due the the phase noise, the laser output spectrum is not an ideal line, but has a certain spectral width;

the 3-dB spectral width is denoted by linewidth.
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Another important transmitter parameter is the optical power. If the optical signal from

a transmitter is split among multiple receivers by the optical interconnection, the optical

power is one of the factors determining the number of receivers that can be reached.

2.3 Optical Receivers

The main component in an optical receiver is the photodiode, which converts the incoming

light into an electrical signal. The photodiode responds to the optical power of the signal; it is

largely independent of the wavelength. There are basically two kinds of optical receivers [2, 1]:

Direct Detection Receivers: The optical signal is applied directly to the photodiode.

This kind of receiver can be used only with amplitude modulation (ASK). In a WDM

system, the direct detection receiver must be preceded by an optical �lter [7], which

allows only a single wavelength to reach the photodiode. If the optical �lter is tunable,

the receiver will be tunable. Table 2 presents the characteristics of the various types

of tunable �lters [8].

Table 2: Tunable Filter Characteristics

TYPE RANGE BW (nm) CHANNELS LOSS SPEED

Fabry-Perot 50 nm < 0:01 100s 5 dB ms

Acusto-Optics 400 nm 1 100s 5 dB �s

Electro-Optics 10 nm 1 10 5 dB ns

Active Semiconductors 1-4 nm 0.05 10 0 dB ns

Coherent Receivers: Coherent receivers mix the light from a local laser with the incoming

signal, prior to applying it to the photodiode. The local laser is kept synchronized to

the transmit laser by means of a PLL. A coherent receiver responds only to a speci�c

wavelength, de�ned by the wavelength of the local laser. The coherent receiver can be

tuned by changing the wavelength of the local laser; see table 1 for the characteristics

of tunable lasers. Coherent receivers are more complex than direct detection receivers.
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An optical WDM receiver is characterized by the following parameters:

Sensitivity: De�ned as the minimumpower at the input of the receiver that still guarantees

a bit error probability not higher than 10�9. A more fundamental measure is the

number of photons per bit required to achieve this error probability, but this quantity

only makes sense on a limit situation where the dominant noise is the shot noise. In

general, coherent receivers have higher sensitivity than direct detection receivers.

Minimum Channel Separation: Minimumseparation, in wavelength, between the center

frequencies of two distinct channels. Direct detection receivers use optical �lters, which

have large passbands, resulting on large channel separations. Coherent receivers do the

�ltering in the electrical domain, which allows for the use of much sharper �lters; in this

case, the channel separation is determined by the modulation format and the combined

linewidth of the transmitter and local oscillator lasers.

Tuning Speed: Time for a receiver to switch from one wavelength to another. Coherent

receivers can be tuned by adjusting their local oscillator lasers; the �gures on table 1

are valid for this case too. However, if the local laser must be kept in phase with the

transmitter laser (which is required for PSK and FSK), then the total tuning time

includes also a component corresponding to the time necessary for achieving the phase

lock, which will depend on the receiver structure. The tuning times for the various

types of optical �lters are given in table 2

2.4 Optical Network Con�gurations and Operation

The basic function of a network is to transport the data generated by the users and deliver

it to the destination, with the appropriate quality of service. The physical implementation

of the network depends on where the users are and what kind of service they expect. For

example, a single shared channel is a reasonable implementation for a local area network,

while in the wide-area it is more reasonable to implement a network with point-to-point

links, operating in a store-and-forward fashion.
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We classify the previous work into two categories: Local Area Networks (LANs) andWide

Area Networks (WANs). The work in Local Area Networks is characterized by the fact that

a direct channel is established between the sender and the receiver, and communication is

single-hop. The network interconnection is usually assumed to be a WDM star. The work in

Wide Area Networks is characterized by the multi-hop communication aspect, and by a more

general optical interconnection. The Metropolitan Area Network (MAN) is an intermediate

case; some MAN schemes are multiple-hop, others are shared-channel. A comprehensive

review of the work in the �eld of WDM networks can be found in [9] and [10]. Unless

explicitly stated, all the work described in this section is theoretical. A survey of the work in

experimental WDM networks can be found in [1]. Except for IBM's RAINBOW, which will

be described in the next section, none of the experimental WDM networks has contributed

to the �eld of routing: the bulk of the work done there was in the actual implementation,

and since all these networks have a small number of nodes, routing is really not an issue for

them.

WDM Local Area Networks/Single Hop Operation

In Local Area Networks, typically there is a direct channel between the sender and the

receiver. In existing networks such as an Ethernet segment, the bandwidth of this channel is

shared between all the nodes connected to it, and is an upper bound in the throughput of the

network. As the user tra�c increases, either the channel bandwidth must be increased, or

more channels must be provided (and switching between these channels). WDM is a way of

providing more channels, and the switching function can be implemented by having tunable

transmitters and/or receivers. The following observations can be made:

� If the receivers are tunable, the network can provide physical multicasting, by tuning

multiple receivers to the wavelength used by a given transmitter. However, there is a

coordination problem, because the switching action (tuning) happens at the receiver,

which must be somehow informed that the sender wishes to initiate the communication.

� If the transmitters are tunable, there is no sender-receiver coordination problem, be-
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cause the switching action happens at the sender. However, multiple transmitters can

potentially tune to the same wavelength; this represents a collision, and the resulting

signal in general cannot be received. This problem can be dealt with by having some

sort of coordination between senders (so it does not happen) or by providing some sort

of multiple-access scheme, to recover from collisions.

Habbab et al [11] and later Mehravari [12] considered a WDM star network where the

number of distinct wavelengths is much less than the number of stations. Each station has

one tunable receiver and one tunable transmitter, and both are capable of addressing all the

wavelengths in the network. Coordination between transmitters and receivers is achieved

by reserving one wavelength for control; all idle nodes keep their receivers tuned to this

wavelength. When a node decides to transmit, it chooses one of the data wavelengths at

random and sends a packet in the control channel informing the destination of this choice.

It then tunes its transmitter to the data wavelength chosen and sends the packet. Multiple-

access schemes are used both in the control and in the data channels. The authors study

the network throughput and delay as a function of the multiple-access schemes used in the

control channel and in the data channels.

Chlamtac and Ganz [13] and later Ganz and Koren [14] considered a scenario where all

the stations are synchronized, the transmitters are �xed and the receivers are tunable. All

packets arrive aligned at the star coupler. Coordination between transmitters and receivers

is achieved by having a common \tuning schedule", known by all nodes; the wavelengths

are used in a TDM fashion. Control algorithms and approximate analysis based on Markov

chains are presented.

The RAINBOW network [15] is a local/metropolitan area WDM network intended to

cover a diameter of 25 km, designed and implemented by IBM. It connects up to 32 IBM

PS/2's through a 32 � 32 passive star coupler and allows the computers to communicate

circuit-switched data at a rate of 300 Mb/s/node, yielding an aggregate throughput of up

to 9.6 Gb/s. The network's physical topology is the WDM star. Each computer is equipped

with its own �xed frequency optical transmitter and tunable optical receiver. The optical
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transmitters utilize directly modulated distributed feedback (DFB) laser diodes. Wavelength

selection at the receiver is accomplished with a tunable �ber Fabry-Perot �lter whose cavity

spacing is varied piezoelectrically. To open a circuit, a node tunes its receiver to the des-

tination's wavelength, and starts transmitting a \request" pattern in its wavelength. Idle

receivers are continuously polling the transmit wavelengths, looking for requests. Once a

request is found, the node will keep its receiver tuned to the requestor's wavelength, and will

acknowledge in is own wavelength. Communication now can start. The time for the receiver

to identify and lock to a channel is 10 ms.

In summary, the work done in single-hop algorithms assumes that the tuning of trans-

mitters and/or receivers can be very fast, and that the network either uses a multiple-access

scheme (which is di�cult to implement e�ciently in optics) or is synchronized (which might

be di�cult to achieve at high speeds).

Wide Area Networks/Multi-Hop Operation

In a Wide-Area Network, due to its size and geographical distribution of nodes, it is not

possible (or reasonable) to have channels shared by the nodes. For example, it is reasonable

to connect all the nodes in a building in a star topology; all the �bers go to a closet where

they connect to a WDM star coupler. However, it is not reasonable to connect all the major

network nodes in a country to a single \central" star; the delay and loss in the �ber would be

unacceptable. In this latter case, a mesh topology is more indicated; communication between

neighboring nodes will happen with a minimum of delay. In a WAN, links are usually point-

to-point, and communication happens in a store-and-forward manner. One of the �rst WDM

networks proposed, the Shu�eNet [16], was a store-and-forward network. Transmitters and

receivers were �xed, and the \links" were the WDM channels. It was no di�erent than an

interconnection of nodes using point-to-point links in a certain speci�c topology.

In [17, 18, 19, 20] it is assumed that the network recon�guration process will be performed

infrequently; during the recon�guration, the network may even be non operational. The

problem then becomes similar to a traditional topological design problem, where the tra�c

is Poisson and the tra�c matrix is known, with additional constraints introduced by the fact
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that each node has a well-de�ned number of transmitters and receivers. They all consider

that the combined optical signal from all transmitters is available to all receivers. The

di�erences are in the following areas:

(i) The �ber plant: paper [17] also considers the design of the �ber plant (optical power

budget, propagation delays). Papers [18, 19, 20] do not make any additional assump-

tions about the optical interconnection.

(ii) Objective function to be optimized: in [17], the objective function is to minimize

the average delay; the authors assume a queue model for the nodes, which makes

the delay a non-linear function of the 
ow in the links. They also take into account

the propagation delays in the network. In [18], the network is assumed to operate

under de
ection routing, and the average delay is indirectly minimized by minimizing

the length of the alternate paths between sources and destinations. In [19, 20], the

objective function is to minimize the maximum 
ow over all links.

(iii) Additional constraints in the optimization: in [20] tunability restrictions are assumed,

i.e., receivers can only be tuned to a subset of the available bandwidths. The other

papers do not have additional constraints.

(iv) Solution method: in [17, 18] the objective function is non-linear, and the authors resort

to the \simulated annealing" method to search for a sub-optimal solution. In [19,

20] the authors present an heuristic algorithm which divides the problem into two

subproblems - the wavelength assignment subproblem and the routing subproblem,

which are solved by linear programming.

Summary of Previous Work

In summary, the previous work in the �eld of WDM networks can be classi�ed into single-

hop routing (appropriate for LANs, and maybe MANs) and multi-hop routing (appropriate

for MANs/WANs). For single-hop routing, one has to assume either a multiple-access scheme
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or synchronization between nodes; both are di�cult to e�ciently implement in practice. For

multi-hop routing, it has been assumed that tuning of the transmitters and receivers happens

over a very long time scale; the topology of the network does not change often, and when it

does, it is in response to changes in the tra�c matrix. The problem then becomes similar

to the traditional topological design problem, with some additional constraints (i.e., the

number of links leading to a node must be equal to the number of receivers in that node,

and similarly for transmitters).

Restricting the WDM network to single-hop operation (tuning in a packet-by-packet

basis) has practical implementation problems, and if the tuning is not fast enough, streams

cannot be supported in this environment. The other extreme (recon�guring the network only

when the long-term tra�c trends change) does not make use of the full switching potential

of the WDM network. When dealing with streams, it is possible to recon�gure the network

when requests arrive, and when streams terminate. Conceptually, this is similar to the

long-term recon�guration, but the change in tra�c trends are actual stream arrivals and

terminations.

3 Problem Formulation

In this section, we de�ne the problem of routing streams in a WDM network. We start

with the tra�c model, which is the same as in as used in [21, 22], and then describe the

assumptions we make about the optical network. We then give the problem formulation

in precise mathematical terms, and show how it can be transformed into an integer linear

programming problem. The approach taken is to present a sequence of linear program-

ming formulations, starting from the simplest (unicast tra�c, unit link labels, no latency

constraints) and reaching the most general case.
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3.1 The Tra�c Model

For the tra�c, we assume that user's requests come in sessions. A session is a group of

streams that are logically related. We will denote by T the number of streams in the session.

Stream i, i = 1; : : : ; T , is characterized by its source si, its ni destinations di1; di2; : : : ; dini ,

its bandwidth requirement ri and its maximum latency constraint Di. We assume that all

the streams in the session arrive and depart simultaneously, the session arrival process is a

Poisson process with rate �, and the session duration is exponentially distributed with rate

�.

3.2 Network Assumptions

In this report, we assume that the network operates in a store-and-forward, multi-hop oper-

ation, but the recon�guration of the network happens in a stream-by-stream basis, creating

paths as the streams arrive, and removing them after they terminate. Bandwidth in the

links can be shared in a TDM fashion.

We make the following assumptions about the network, which is depicted in Figure 2:

� There are N nodes in the network; node i, i = 1; : : : ; N is equipped with Si optical

transmitters and Pi optical receivers.

� The optical interconnection is such that all receivers have access to the light signal from

all transmitters. No other assumptions are made about it. This assumption simpli�es

the formulation of the problem, but limits the results to the LAN/MAN environment.

� The number of distinct wavelengths, denoted by W , is larger than the number of

transmitters/receivers in the network. Due to the large available in the �ber, this is a

reasonable assumption.

� At any time, only one transmitter can be tuned to a given wavelength. We do not con-

sider multiple-access operation (i.e., many transmitters tuned to the same wavelength),

because this is di�cult to implement e�ciently in optics.
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� Any given transmitter can be connected to any given receiver - there are no tunabil-

ity restrictions. Current technology allows the implementation of transmitters and

receivers that are tunable over wide ranges, making this a reasonable assumption.

� Usually, Si and Pi are much less than N . Therefore, each node will have direct con-

nectivity to a (typically small) subset of nodes.
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Figure 2: The WDM Network

3.3 Statement of the Problem

The problem under consideration can be stated as: \Given a session with T streams, each

stream being characterized by its source, destinations, latency constraint and bandwidth re-

quirement, �nd the logical network topology and routes that satisfy the stream requirements,

while optimizing a given objective function."

A solution to the recon�guration/routing process is composed of two parts: (i) the wave-

length assignment, which de�nes which transmitters are connected (tuned) to which receivers
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(and thus de�nes the network topology), and (ii) the assignment of routes given the wave-

length assignment. If multiple solutions exist for a recon�guration/routing problem, the

objective function is the criterion used to select the \best" one. As done in [21, 22], the

objective function is chosen to be a linear combination of costs and delays.

3.4 First Formulation: The Unicast Routing Problem

In this section, we present the mathematical formulation for the optimum recon�guration

and routing problem in its simplest case. To write this formulation, we make the following

additional assumptions:

� There are no latency constraints.

� All the streams are unicast.

� The total number of transmitters in the network (
PN

i=1 Si) is equal to the total number

of receivers in the network (
PN

i=1 Pi) and will be denoted by K. This is a reasonable

assumption under unicast tra�c because all communications is one-to-one; \extra"

transmitters or receivers will remain unused and thus can be ignored.

� No physical multicast is allowed, i.e., there is at most one receiver and one transmitter

per wavelength. Under this assumption, it does not matter which element (i.e., the

transmitter or the receiver) is tunable.

� Link costs and delays are all unity.

All these assumptions will be relaxed in latter formulations. De�ning:

T : Number of streams in the session

frig : Required bandwidth for stream i, i = 1; : : : ; T

fsig : Source node for stream i, i = 1; : : : ; T

fdig : Destination node for stream i, i = 1; : : : ; T

K : Total number of transmitters/receivers in the network
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N : Number of nodes in the network

V : Bandwidth of each individual link

P : Receiver distribution vector (N � 1); Pi is the number of receivers in node i

L : Transmitter location matrix (N � K); Lij = 1 if transmitter j is located in

node i, otherwise Lij = 0.

R : Wavelength allocation matrix (N �K); Rij = 1 if transmitter j is sending in

a wavelength currently being received at node i, otherwise Rij = 0.

Bi : Destination vector (N � 1) for stream i, i = 1; : : : ; T ; Bi
si
= 1, Bi

di
= �1, and

Bi
j = 0 for j = 1; : : : ; N ; j 6= si; j 6= di

X i : Routing vector (K � 1) for stream i; X i
j = 1 if stream i is routed through

transmitter j, i = 1; : : : ; T , j = 1; : : : ;K

The problem formulation can be expressed as:

GIVEN: K;N; V; T;L;P ; fsig; fdig; frig; i = 1; : : : ; T

MINIMIZE: Average path length
TX
i=1

ri

KX
j=0

X
i
j (1)

WITH RESPECT TO: R, X i
; i = 1; : : : ; T

UNDER CONSTRAINTS:

1. Communication is one-to-one, i.e., there is only one transmitter and one receiver per

wavelength.

NX
i=1

Rij = 1; j = 1; : : : ;K (2)

2. Node i has only Pi receivers.

KX
j=1

Rij = Pi; i = 1; : : : ; N (3)
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3. There should be a path from every source to every destination. This is equivalent to

writing a set of 
ow conservation equations, for routing one unit of 
ow from the source

to the destination of each stream in the session.

(L�R)X i = Bi
; i = 1; : : : ; T (4)

4. The total bandwidth of the streams routed through a link should not exceed the link

bandwidth:

TX
i=1

riX
i
j � V; j = 1; : : : ;K (5)

5. Integer constraints: receivers cannot be \divided".

R is binary (6)

No bifurcation of 
ow (in a packet-switched network, this condition can be relaxed, in

which case the stream might be \divided" into several routes):

X is binary (7)

The objective function (1) and constraints (2), (3), (4) and (5) de�ne a non-linear opti-

mization problem; the objective function is linear, but the constraint set (more speci�cally,

equations (4) - the 
ow conservation equations) is not. When constraints (6) and (7) are

added, it becomes a non-linear integer optimization problem.

However, the non-linearity in the constraint set comes just from the RX i product in

equation (4). By using the fact that R and X i are binary variables, and by increasing the

number of equations and free variables, we can convert the routing/recon�guration problem

into a linear integer programming problem. We add to the set of free variables the N �K

binary matrices Z i, i = 1; : : : ; T , subject to the following new constraints:
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Z
i
jk � X

i
k (8)

Z
i
jk � Rjk (9)

i = 1; : : : ; T ; j = 1; : : : ; N ; k = 1; : : : ;K

Equation (4) then becomes :

LXi
�Z i1 = Bi (10)

where 1 is a K � 1 vector with 1 in all positions.

In summary, by adding Z i to the list of free variables, replacing equation (4) with

equation (10), and adding inequalities (8) and (9) to the constraint set, the recon�gura-

tion/routing problem becomes a linear integer programming problem, which can be solved

by standard techniques such as the branch-and-bound method [23]. It should be noted that,

for a given �xed topology (i.e., given R), this problem reduces to the well-known multicom-

modity 
ow problem.

3.5 Second Formulation: Routing of Multicast Streams in a

WDM Network with Tunable Transmitters

We now relax the following assumptions from the previous formulation:

� Streams can be multicast.

� Streams can have maximum latency constraints, measured in hops.

� The objective function is a linear combination of costs and delays, both measured in

number of hops.

We still assume that tuning is one-to-one, i.e., physical multicast is not allowed. This

would be the case in a WDM network where the transmitters are tunable. Of course, if we
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prohibit physical multicasting, this formulation also applies to a WDM network with tunable

receivers.

De�ning:

K : Total number of transmitters/receivers in the network

N : Number of nodes in the network

V : Bandwidth of each individual link

P : Receiver distribution vector (N � 1); Pi is the number of receivers in node i

L : Transmitter location matrix (N � K); Lij = 1 if transmitter j is located in

node i, otherwise Lij = 0.

R : Wavelength allocation matrix (N �K); Rij = 1 if transmitter j is sending in

a wavelength currently being received at node i, otherwise Rij = 0.

T : Number of multicast streams.

si : Source node for multicast i

ni : Number of destinations for multicast i

fdikg : Set of destinations for multicast i, k = 1; : : : ; ni

ri : Bandwidth requirement for multicast i

X i : K�ni multicast routing matrix for multicast stream i. X i
jk = 1 if transmitter

j is used in the multicast path for stream i to reach destination dik, otherwise

X i
jk = 0, k = 1; : : : ; ni.

Y i : K � 1 multicast path vector for stream i. Y i
j = 1 if transmitter j is in the

multicast path for stream i, otherwise Y i
j = 0.

Mi : Delay for multicast request i, in hops.

Di : Latency constraint for multicast request i, in hops.

Bi : N � ni source-destination matrix for multicast stream i; Bi
jk = 1 if j = si,

Bi
jk = �1 if j = dik, and Bi

jk = 0 otherwise, k = 1; : : : ; ni.

�c : Weight of the cost in the optimization.

�d : Weight of the delay in the optimization.
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The optimum multicast routing routing problem in a WDM network can be formulated as

follows:

GIVEN: K;N; V;L;P ; T; �c; �d; fB
i
g; frig; fDig; i = 1; : : : ; T

MINIMIZE:
TX
i=1

ri

0
@�c

KX
j=1

Y
i
j + �dMi

1
A (11)

WITH RESPECT TO: R;X i; Y i;Mi; i = 1; : : : ; T

UNDER CONSTRAINTS:

1. Physical communication is one-to-one, i.e., there is only one transmitter and one re-

ceiver per wavelength.

NX
i=1

Rij = 1; j = 1; : : : ;K (12)

2. Node i has only Pi receivers.

KX
j=1

Rij = Pi; i = 1; : : : ; N (13)

3. For every stream, there must be a path from its source to each of its destinations. This

is equivalent to writing a set of 
ow conservation equations for routing one unit of 
ow

from the source to each of the destinations:

(L�R)X i = Bi i = 1; : : : ; T ; (14)

4. If a link is in the path from the source to any of the destinations, then it must be

included in the multicast path.

X
i
jk � Y

i
j ; k = 1; : : : ; ni; j = 1; : : : ;K; i = 1; : : : ; T ; (15)
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5. The delay for a multicast is the delay to the farthest destination:

Mi �

KX
j=1

X
i
jk � 0; k = 1; : : : ; ni; i = 1; : : : ; T ; (16)

6. There is a maximum delay constraint for each of the multicast streams:

Mi � Di; i = 1; : : : ; T ; (17)

7. The total 
ow through a link cannot exceed its bandwidth:

TX
i=1

riY
i
� V ; (18)

8. Integer constraints: no bifurcation of 
ow; a single path is taken from the source to

each of the destinations.

X; Y are binary: (19)

Receivers cannot be \divided":

R is binary (20)

The objective function (11) and constraints (12) to (18) de�ne a non-linear optimization

problem; the objective function is linear, but the constraint set (more speci�cally, equa-

tions (14) - the 
ow conservation equations) is not. When constraints (19) and (20) are

added, it becomes a non-linear integer optimization problem.

However, the non-linearity in the constraint set comes just from the RX i product in

equation (14). By using the fact that R and X i are binary variables, and by increasing the

number of equations and free variables, we can convert the routing/recon�guration problem

into a linear integer programming problem. We add to the set of free variables the N �K

binary matrices Z ij, i = 1; : : : ; T , j = 1; : : : ; ni, subject to the following new constraints:
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Z
ij
kl � X

i
jl (21)

Z
ij
kl � Rkl (22)

i = 1; : : : ; T ; j = 1; : : : ; ni; k = 1; : : : ; N ; l = 1; : : : ;K

Equation (14) then becomes :

LX i
j �Z

ij1 = Bi
j (23)

i = 1; : : : ; T ; j = 1; : : : ; ni

where 1 is a K � 1 vector with 1 in all positions.

In summary, by adding Z ij to the list of free variables, replacing equation (14) with

equation (23), and adding inequalities (21) and (22) to the constraint set, the recon�gura-

tion/routing problem becomes a linear integer programming problem, which can be solved

by standard techniques such as the branch-and-bound method [23]. It should be noted that,

for a given �xed topology (i.e., given R) and for unicast tra�c, this problem reduces to the

well-known multicommodity 
ow problem.

3.6 Third Formulation: Routing of Multicast Streams in aWDM

Network with Tunable Receivers

An optical WDM network where the receivers are tunable is able to provide physical multi-

casting, by having multiple receivers tune to the same wavelength. As depicted in Figure 3,

this physical multicasting can be modeled by creating, for each transmitter, a virtual node

that is reached with delay and cost equivalent to the delay and cost from the transmitter to

the \center" of the network (the WDM star). The link between the real node and the virtual

node models the fact that the capacity out of the transmitter is V . The \replication" of the

data happens at the virtual node.
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Figure 3: Physical multicasting in a WDM network

The di�erence between this formulation in this section and the previous one is that now

we allow physical multicasting. To do that, it becomes necessary to augment the network

with the virtual nodes, one for each transmitter. Also, we no longer assume that the network

has the same total number of transmitters and receivers.

Initially, we de�ne:

N : Number of actual (not virtual) nodes in the network

Pi : Number of receivers in node i, i = 1; : : : ; N

Si : Number of transmitters in node i, i = 1; : : : ; N

P : Total number of receivers in the network; P =
PN

i=1 Pi

S : Total number of transmitters in the network; S =
PN

i=1 Si

K : Total number of transmitters and receivers in the network; K = S + P

N 0 : Total number of nodes (real and virtual) in the network; N 0 = N + S

To each transmitter and each receiver in the network we assign a number; transmitters

are numbered from 1 to S, and receivers from S + 1 to K. Using this numbering scheme,

when we refer to \transceiver j", it can be either a transmitter or a receiver, according to the

value of j. We also number the network nodes from 1 to N and the virtual nodes from N + 1

to N 0; when we refer to \node i", it can be either a real node or a virtual node, depending

on the value of i. Virtual node N + i corresponds to transmitter i, i = 1; : : : ; S. De�ning:

V : Bandwidth of each individual link

T : Number of multicast streams.
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si : Source node for multicast i

ni : Number of destinations for multicast i

fdikg : Set of destinations for multicast i, k = 1; : : : ; ni

ri : Bandwidth requirement for multicast i

X i : K �ni multicast routing matrix for multicast stream i. X i
jk = 1 if transceiver

j is used in the multicast path for stream i to reach destination dik, otherwise

X i
jk = 0, k = 1; : : : ; ni.

Y i : K � 1 multicast path vector for stream i. Y i
j = 1 if transceiver j is in the

multicast path for stream i, otherwise Y i
j = 0.

Mi : Delay for multicast request i, in hops.

Di : Latency constraint for multicast request i, in hops.

L : Transmitter location matrix (N � S); Lij = 1 if transmitter j is located in

node i, otherwise Lij = 0.

R : Receiver location matrix (N � P ); Rij = 1 if receiver j is located at node i,

otherwise Rij = 0.

F : Wavelength allocation matrix (S�P ); Fij = 1 if receiver S+ j is tuned to the

wavelength of transmitter i.

Bi : N � ni source-destination matrix for multicast stream i; Bi
jk = 1 if j = si,

Bi
jk = �1 if j = dik, and B

i
jk = 0 otherwise, k = 1; : : : ; ni.

�c : Weight of the cost in the optimization.

�d : Weight of the delay in the optimization.

The optimum multicast routing routing problem in a WDM network with tunable receivers

can be formulated as follows:

GIVEN: K;N; V;L;R; T; �c; �d; fB
i
g; frig; fDig; i = 1; : : : ; T

MINIMIZE:
TX
i=1

ri

0
@�c

KX
j=1

Y
i
j + �dMi

1
A (24)

WITH RESPECT TO: F ;X i; Y i;Mi; i = 1; : : : ; T
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UNDER CONSTRAINTS:

1. A receiver can be listening to only one wavelength:

SX
i=1

Fij = 1; j = 1; : : : ; P (25)

2. For every stream, there must be a path from its source to each of its destinations:

2
664

L �R

�IS F

3
775

2
664
Xti

Xri

3
775 =

2
664
Bi

0

3
775 i = 1; : : : ; T (26)

where IS is the S � S identity matrix, Xti is a matrix with the �rst S rows of X i,

and Xri is a matrix with the remaining P rows of X i. This matrix equation can be

divided into the following two equations:

LXti �RXri = Bi (27)

�Xti + FXri = 0 (28)

3. If a link is in the path from the source to any of the destinations, then it must be

included in the multicast path.

X
i
jk � Y

i
j ; k = 1; : : : ; ni; j = 1; : : : ;K; i = 1; : : : ; T ; (29)

4. The delay for a multicast is the delay to the farthest destination:

Mi �

KX
j=1

X
i
jk � 0; k = 1; : : : ; ni; i = 1; : : : ; T ; (30)

5. There is a maximum delay constraint for each of the multicast streams:

Mi � Di; i = 1; : : : ; T ; (31)
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6. The total 
ow through a link cannot exceed its bandwidth:

TX
i=1

riY
i
� V ; (32)

7. Integer constraints: no bifurcation of 
ow; a single path is taken from the source to

each of the destinations.

X; Y are binary: (33)

Receivers cannot be \divided":

R is binary (34)

As in the previous formulation, the only non-linear equation in this optimization problem

is equation (28), which has the FXri product. The problem is made linear by adding to

the set of free variables the S � P binary matrices Z ij, i = 1; : : : ; T , j = 1; : : : ; ni, subject

to the following new constraints:

Z
ij
kl � Xr

i
jl (35)

Z
ij
kl � Fkl (36)

i = 1; : : : ; T ; j = 1; : : : ; ni; k = 1; : : : ; S; l = 1; : : : ; P

Equation (28) then becomes :

�Xtij +Z
ij1 = 0 (37)

i = 1; : : : ; T ; j = 1; : : : ; ni

where 1 is a P � 1 vector with 1 in all positions.

In summary, by adding Z ij to the list of free variables, replacing equation (28) with

equation (37), and adding inequalities (35) and (36) to the constraint set, the recon�gura-

tion/routing problem becomes a linear integer programming problem.
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3.7 A General Linear Programming Formulation for the Opti-

mum Multicast Routing Problem

In this report, we have presented several optimum routing formulations, based on integer

linear programming, each speci�cally tailored to a particular scenario. In this section, we

present a general formulation that encompasses all the previous ones, and can be used in

any of the previous scenarios (although not very e�ciently). The main shortcoming the

formulation presented in [21, 22] is that it cannot accommodate WDM networks. The main

shortcoming of the unicast and multicast formulations presented so far for the WDM network

is that it implicitly assumes unit link costs and delays. Ideally, we should be able to assign a

cost and a delay to each of the transmitters and receivers in the WDM network; when there

is a connection between a given transmitter and a given receiver, the delay and cost of the

link created will be the sum of the transmitter and receiver costs and delays. For example,

if the physical topology of the WDM network is the star, the propagation delay between

two nodes corresponds to the propagation delay from the �rst node to the star (which is

proportional to that node's distance to the star) plus the propagation delay from the star to

the second node.

Another scenario not included in the previous formulations is the case of tunable trans-

mitters and receivers, when the number of available wavelengths is smaller than the number

of transmitters (if it is larger, then one would just tune each transmitter to a di�erent wave-

length and leave it �xed). In this case, the \transmitter virtual nodes" of the previous section

represent the distinct wavelengths, and are not necessarily associated with a speci�c trans-

mitter. Formally, the identity matrix IS in equation 26 becomes a (non-square) transmitter

assignment matrix.

Since this formulation is very similar to the previous one, we use the same symbols, with

the following additions:

C : K � 1 cost vector; Ci is the cost associated with transmitter i, i = 1; : : : ; S,

and CS+i is the cost associated with receiver i, i = 1; : : : ; P .
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D : K � 1 delay vector; Di is the delay associated with transmitter i, i = 1; : : : ; S,

and DS+i is the delay associated with receiver i, i = 1; : : : ; P .

W : Number of available wavelengths.

G : W � S transmitter assignment matrix; Gij = 1 if transmitter j is sending on

wavelength i.

E : Maximumnumber of receivers that can be connected to a transmitter. If trans-

mitters are tunable, E = 1; if receivers are tunable, E = P . This formulation

does not preclude the use of 1 � E � P .

The general formulation is:

GIVEN: K;N; V;L;R;C;D; T; �c; �d; E; fB
i
g; frig; fDig; i = 1; : : : ; T

MINIMIZE:
TX
i=1

ri

�
�cCY

i + �dMi

�
(38)

WITH RESPECT TO: F ;G;X i; Y i; Zrij ; Ztij ;Mi; i = 1; : : : ; T ; j = 1; : : : ; ni

UNDER CONSTRAINTS:

1. A receiver can be listening to only one wavelength:

SX
i=1

Fij = 1; j = 1; : : : ; P (39)

2. The number of receivers connected to a transmitter can be at most E:

PX
j=1

Fij � E; i = 1; : : : ; S (40)

3. No more than one transmitter can be sending on each wavelength:

SX
j=1

Gij � 1; i = 1; : : : ;W (41)
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4. A transmitter sends in only one wavelength:

WX
i=1

Gij � 1; j = 1; ldots; S (42)

5. For every stream, there must be a path from its source to each of its destinations:

LXti �RXri = Bi (43)

�Ztij1+Zrij1 = 0 i = 1; : : : ; T ; j = 1; : : : ; ni (44)

6. Flow to the receivers can only be sent if the link is in place:

Zr
ij
kl � Xr

i
jl (45)

Zr
ij
kl � Fkl (46)

i = 1; : : : ; T ; j = 1; : : : ; ni; k = 1; : : : ;W ; l = 1; : : : ; P

7. Flow from the transmitters can only be sent if wavelengths have been allocated:

Zt
ij
kl � Xt

i
jl (47)

Zt
ij
kl � Gkl (48)

i = 1; : : : ; T ; j = 1; : : : ; ni; k = 1; : : : ;W ; l = 1; : : : ; S

8. If a link is in the path from the source to any of the destinations, then it must be

included in the multicast path.

X
i
jk � Y

i
j ; k = 1; : : : ; ni; j = 1; : : : ;K; i = 1; : : : ; T (49)
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9. The delay for a multicast is the delay to the farthest destination:

Mi �

KX
j=1

DjX
i
jk � 0; k = 1; : : : ; ni; i = 1; : : : ; T (50)

10. There is a maximum delay constraint for each of the multicast streams:

Mi � Di; i = 1; : : : ; T (51)

11. The total 
ow through a link cannot exceed its bandwidth:

TX
i=1

riY
i
� V (52)

12. Integer constraints: no bifurcation of 
ow; a single path is taken from the source to

each of the destinations.

X; Y are binary: (53)

Receivers cannot be \divided":

F is binary (54)

The product of the allocation matrices and the 
ows must be binary:

Zr; Zt are binary (55)

The above formulation is completely general:

� For �xed-topology networks, one just has to �x the F matrix and set E to 1; the

costs and delays associated with the \transmitters" are set to zero, and the actual link

costs and delays are associated with the receivers. In the particular case of unicast

sessions, �xed-topology networks, no latency constraints, this formulation reduces to

the traditional multicommodity 
ow problem
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� For WDM networks, one can set E to 1 if the transmitters are tunable, or set E to P

if the receivers are tunable. Note that, if the receivers are tunable, even under unicast

tra�c it might make sense to tune two receivers to the same transmitter - two unicast

streams can be sharing that transmitter's bandwidth, each addressed to a di�erent

receiver.

� If the number of wavelengths is bigger or equal to the number of transmitters, one just

has to set G to IS .

4 Heuristic Algorithms for the Recon�guration and

Routing Problem

The recon�guration and routing problem, as formulated in section 3, is NP-complete, and

the exact optimum solution given there has (in the worst case) exponential run time. In this

section, we present a number of simpler heuristic solutions. We start by presenting a heuristic

algorithm for the unicast case, and use this heuristic algorithm to build minimum-cost and

minimum-delay heuristics for the multicast case.

Given a session with one or more streams, we seek to �nd the logical network topology and

the routes for this session. From a high level point of view, the heuristic solutions proposed

here start with an arbitrary initial logical topology, and make changes to it considering the

streams in the session one at a time. The changes are made using the Shortest Path with

Recon�guration Algorithm, a variation of Dijkstra's Shortest Path algorithm proposed by us

that works in a recon�gurable network environment. In the following, we �rst describe the

Shortest Path with Recon�guration Algorithm, and then give the complete recon�guration

and routing heuristics.
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4.1 The Shortest Path with Recon�guration Algorithm

Given a source node, Dijkstra's algorithm builds a shortest path tree from that node. The

tree starts with the source node, and at each iteration a node is added to it in such a way

that the paths in the tree are the shortest from the source. When used to �nd the shortest

path between a particular pair of nodes, the algorithm terminates when the destination node

is added to the tree, at which point the remainder of the tree is discarded and only the path

between the source and the destination nodes is retained.

Our objective is to compute the shortest path in a WDM network, where the topology

of the network is a free variable that can also be used to minimize the path length. In the

best case, we would just tune a transmitter at the source and a receiver at the destination

to the same wavelength, and obtain the shortest possible path, with length equals to one

hop. However, this might not always be possible, since transmitters and receivers might be

already connected to other nodes. In general, we classify the transmitters and receivers in

the network either as free or locked, and the shortest path algorithm can only recon�gure the

free transmitters and receivers, although it might make use of the locked ones in whatever

topology they happen to be. If the WDM network supports physical multicasting (i.e., if

it has tunable receivers), this is taken into account in the algorithm by considering all the

transmitters as free, without regard to the other connections. The algorithm described below

does exactly this: given the WDM network in a certain logical topology, where some links are

free and some are locked, and a source-destination pair, it �nds the shortest path between

these two nodes, recon�guring the free links if necessary. In the Appendix, we give a formal

description of the algorithm.

Step 1: Using Dijkstra's algorithm, identify: (i) the shortest path between the source

and the destination, and (ii) the node closest to the source which has a free

transmitter (i.e., either the source itself or the �rst node added to the shortest

path tree that has a free transmitter); this node, if found, will be denoted by

Node A. Note that if the network is disconnected, there might not be a path

31



between the source and the destination.

Step 2: Using Dijkstra' algorithm in reverse from the destination to the source (i.e.,

building the tree in reverse), �nd the node closest to the destination that has a

free receiver; this node, if found, will be denoted by Node B.

Step 3: If either node A or node B or both were not found, stop. If a path between the

source and the destination was found in step 1, it is the shortest path. Otherwise,

there is no path. If both node A and node B were found, proceed to step 4.

Step 4: Let L1 denote the length of the shortest path found in step 1 (make L1 = 1 if

no path was found), and L2 denote the length of the path obtained by tuning

the transmitter in node A to the receiver in node B, and using the shortest path

from the source to A, the newly-created A-B link, and the path from B to the

destination. If L1 � L2, do not recon�gure the network and use the shortest path

from step 1; otherwise, tune A to B and use the path just created, as described

above.

NOTE: At most one recon�guration is needed to obtain the shortest path (and the algorithm

above �nds it). This can easily be shown by contradiction: assume that the shortest path

between nodes S and R requires that node A be recon�gured to connect to node B, and

node C be recon�gured to connect to node D. In the absence of tuning constraints, we

can recon�gure node A to connect directly to node D, �nding a path that is shorter, which

contradicts the initial hypothesis.

4.2 The Recon�guration and Routing Heuristic for Unicast

Streams

Given a session, the basic idea behind the wavelength assignment heuristic is to take an

arbitrary initial topology, and apply the shortest path with recon�guration to each of the

components of the session. The shortest path with recon�guration algorithm is applied to
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the streams in the session in decreasing order of bandwidth. In general, the �rst streams to

be routed will be given shorter paths, as more network resources are available. Therefore,

it is better to route �rst the higher-bandwidth streams, to minimize their usage of network

resources.

Step 1: Choose an arbitrary initial wavelength assignment. Create a vectorU , containing

the used bandwidth on each transmitter; initially, Ui = 0, i = 1; : : : ;K. Sort the

streams in the session in order of bandwidth.

Step 2: Consider the stream with the highest bandwidth requirement that was not yet

processed; let us denote it by stream j. Temporarily prune from the network

topology the transmitter/receiver pairs that do not have enough free bandwidth

to support the stream, i.e., belonging to the set fi : V � Ui < rjg. Mark all the

transmitter/receiver pairs belonging to the set fi : Ui > 0g as locked, and the

remainder as free.

Step 3: Execute the \Shortest Path with Recon�guration Algorithm" described above

for this stream. If successful, update the the U vector as follows: Ui  Ui � rj,

i 2 path.

Step 4: If all streams in the session have been considered, terminate; otherwise, return

to step 2.

After this algorithm is run, the initial network topology is transformed into a new topology

which matches the session requirements. If all the invocations of the shortest path with

recon�guration algorithm in step 3 are successful, a set of routes for the session is also

available; otherwise, the heuristic fails and declares the problem infeasible.

Note that, if the logical network topology has been de�ned, routing a session using this

topology becomes the traditional multicommodity 
ow problem. More speci�cally, the R

matrix in equation (4) ceases to be a free variable, thus making it a linear equation; the

optimization problem then becomes equations (1), (4), (5) and (7).
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As done in [21, 22] for the routing of multicast streams in �xed-topology networks, this

integer linear programming problem can be solved by the traditional branch-and-bound

method. Speci�c features of the problem can be used to prune the search space and speed-

up the solution, as proposed by Crowder et al [24]. In fact, the same pruning rules presented

in [21, 22] apply here; one just needs to remember that there is one single destination in the

unicast case. The linear relaxation of the problem can also be e�ciently solved by decom-

position, with the di�erence that, in this case, there is only a single level of decomposition

- a group of T unicast streams is decomposed into T unicast routing problems. The decom-

position equations for this case are well-known and will not be presented here; the reader is

referred to [25].

One can further optimize the routing solution by using the topology found by the heuris-

tic, disregarding the routes found in step 3, and re-routing the session using the integer linear

programming solution. In some cases, by doing this it is possible to solve a problem declared

infeasible by the heuristic.

4.3 Using Simulated Annealing to Improve the Heuristic Solu-

tion

The Simulated Annealing method [26] is an optimization method designed for non-linear

integer problems that are di�cult to solve analytically. The method starts from a feasi-

ble solution, and perturbates this solution to see if it can be improved. Unlike traditional

steepest-descent methods, simulated annealing can accept modi�cations to the current solu-

tion that do not improve it. This gives it the potential of moving away from a local optimum,

and �nding a better solution. The result given by the heuristic described in the previous

section can be used as the starting point for the simulated annealing method; from that, the

method can potentially identify a better solution, closer to the optimum.

The method mimics the annealing process for a metal or crystal. Initially the metal is

melted, and its temperature is very high. The temperature is gradually lowered, and the
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metal will crystallize in a regular structure, with a minimum of energy. If the temperature is

lowered too fast, the regular crystalline structure will not form. The same idea is applied to

the optimization problem. The \temperature" controls the probability that a perturbation

in the solution that does not improve the objective function is accepted. Initially, the

\temperature" is high; it is then gradually lowered, and the solution should \coalesce"

into the optimum. The algorithm works in \epochs" of constant temperature; each epoch is

composed of a �xed number of perturbations in the current solution. A perturbation, in the

case of the WDM network, corresponds to exchanging the connections of two transmitter-

receiver pairs, as depicted in Figure 4 [27]. After the network topology is changed, the routes

can be re-optimized using integer programming, as described in the previous section.

NODE C NODE D

NODE BNODE A

Original Links

After the perturbation

Figure 4: The perturbation

The algorithm keeps track of the \best" solution it has seen; let us denote the objective

function of this solution as L�. If a perturbation improves the objective function, it is

accepted. Otherwise, it may be accepted with probability exp(�L�L�

Te
), where L is the new

value of the objective function after the perturbation, and Te is the current temperature. For

routing in the WDM network, the \temperature" has no physical meaning; it is just a number

selected by trial and error, based on the order of magnitude of the values of the objective

function. To implement a simulated annealing optimization, one must �nd (experimentally,

by trial and error) the appropriate values for the following parameters:

� Size (i.e., number of perturbations) of the annealing epoch.
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� Temperatures:

{ Initial and �nal temperatures.

{ Rate of temperature decrease between annealing epochs.

4.4 Heuristic Algorithms for Multicast Routing In WDM Net-

works

In this section, we present minimum-cost and minimum-delay heuristic algorithms for WDM

networks, based on the Shortest Path with Recon�guration algorithm. The algorithms pre-

sented here are for a single multicast stream; bandwidth constraints are taken care of by

pruning from the network those links with insu�cient free capacity, and multiple streams

are handled sequentially, as done for the unicast case.

4.4.1 Minimum Delay Heuristic Algorithm

On a �xed-topology network, minimum-delay multicast routing can be achieved by �nding

the shortest path from the source to each of the destinations and then merging these paths.

For a single multicast, this is an exact algorithm, i.e., the routes found are optimal. The

same idea can be applied to the WDM network: one would use the shortest path with

recon�guration algorithm between the source and each of the destinations, and merge the

paths. However, unlike its �xed-topology counterpart, this algorithm might not be optimal

even for a single stream, depending on whether or not physical multicasting is available.

In the �xed-topology network, using shortest path (with link delays as link labels) leads

to minimum-delay paths. If this process is repeated from a source node to all its destina-

tions, the delay to each destination will be minimum, and thus the delay of the multicast

path (de�ned as the delay to the farthest destination) will be minimum. The paths can be

computed independently, and then merged. In a WDM network, the Shortest Path with

Recon�guration algorithm is also optimum for a single destination. However, if physical

multicasting is not allowed (or possible), as routes are computed, links get locked and the
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topology changes; the tree found is dependent on the order in which the routes to the individ-

ual destinations are computed. In this case, the global optimum cannot be decomposed into

a number of individual subproblems. If physical multicasting is allowed (i.e., the receivers

are tunable), then this algorithm is optimum, because: (i) all transmitters are always free,

regardless of the tuning of the receivers, and (ii) if the path to two di�erent destinations

require the tuning of the same receiver, they will require the same tuning, and thus will not

interfere with each other.

4.4.2 Minimum-Cost Routing Heuristic Algorithm

The minimum-cost multicast routing heuristic algorithm presented here is based on the

Takahashi-Matsuyama (TM) minimum Steiner tree heuristic. The basic idea in the original

TM algorithm is to start building a tree with the source node, and at each iteration add to

the tree the destination closest to it. The same idea can be used in the WDM network, but

here we use the shortest path with recon�guration algorithm.

Formally, the minimum-cost heuristic is:

INPUTS: A WDM network, where some transmitters and receivers are locked into a certain

topology, and some are free; and a multicast to be routed, characterized by its source node

s, and its n destinations fd1; d2; : : : ; dng.

OUTPUTS: The updated topology for the WDM network, and the multicast path from the

source to the destinations.

ALGORITHM:

Step 1: Add the source node s to the multicast path. Create a virtual node V where the

path is \collapsed", i.e., all the nodes in the multicast path are removed from the

network and node V \inherits" their transmitters and receivers.

Step 2: Find the shortest path with recon�guration from V to all the multicast destina-

tions not yet in V . Each path is computed independently from the others, i.e.,

without taking into account the changes in topology required by the other paths.
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Step 3: From all the paths found in step 2, choose the shortest and discard the others.

\Collapse" all the nodes in the path into V .

Step 4: If all the destinations have been added to V , stop. The desired multicast path is

the result of merging all the paths in V . If there are still destinations not in V ,

return to step 2.

5 Performance Evaluation of The Recon�guration

and Routing Heuristic for Unicast Tra�c

In this section, we present an evaluation of the recon�guration and routing heuristic

described in the previous section, considering a single session in an empty network. Ideally,

one would compare the results of the heuristic with the exact (optimum) solution; however,

we derive an upper bound in performance, which is much simpler to compute than the

optimum, and use it in the evaluation. We also compare the performance of the WDM

recon�gurable network with a �xed-topology network with the same number of nodes and

links; for the evaluation, we chose the Shu�eNet [16]. The routes in the Shu�eNet were

computed using integer programming [25, 23]. In summary, the main objectives of this

section are to compare the performance of the heuristic proposed in the previous section for

unicast tra�c with the upper bound, and with the performance of a �xed-topology network.

We also seek to evaluate the improvement in the heuristic brought upon by the simulated

annealing method.

5.1 Evaluation Scenarios and Performance Measures

The �rst step in the evaluation is de�ning the evaluation scenarios and performance measures

under which the algorithms are to be compared:

Evaluation Scenarios

For the evaluation, we consider networks with N = 8 nodes; each node has 2 optical
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transmitters and 2 optical receivers (K = 16). We consider the routing of a single session

over an idle network (this is equivalent to making the session arrival rate, �, much lower than

the average session duration, 1=�). The session is composed of T streams, 10 � T � 20,

and the sources and destinations of the streams are uniformly distributed over the network.

The bandwidth requirement for each stream is chosen at random between 0 and 100% of

the link bandwidth, using the following bimodal distribution (m is the average bandwidth

requirement, expressed as a fraction of the link bandwidth V ):

pR(r) =

8<
:

1�m

m
if r < m

m

1�m
if r � m

(56)

The average bandwidth required by the session, as a fraction of the total bandwidth in

the network, is given by mT=K; we denote this quantity as the O�ered Load to the network.

For the evaluation, we vary the o�ered load between 0 and 0.9.

Performance Measures

The most basic performance measure is the Session Acceptance Probability. Given a

large sample space of sessions, the session acceptance probability is the fraction of this

sample space that can be routed in the network (i.e., the feasible region of the optimization

problem described in 3 is not empty). Since we seek to minimize the Average Path Length

(in hops), this is another useful performance measure. Note that these two performance

measures are related: for a given algorithm, the average path length indicates the usage of

network resources when routing a session. If this value is high, it is likely that the blocking

probability will also be high.

5.2 An Upper Bound on the Session Blocking Probability

Given a session composed of T streams as described above, it might be impossible to route

this session, regardless of the network recon�guration algorithm. In this section, we establish

a necessary condition for a session to be accepted.
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If a session is to be accepted and routed, for each node in the network there should be

at least one way of distributing the streams that originate from it (terminate at it) among

its transmitters (receivers). For example, it is not possible to have three streams requesting

60% of a link's bandwidth originating at a node that has only two transmitters, although

the three streams combined request less bandwidth than the total available. Formally, a

necessary condition for the existence of a solution for the routing/recon�guration problem

in section 3, is that, for every node k, k = 1; : : : ; N , at least one feasible solution is found

for each of the problems below:

Problem 1: de�ne Ak to be the set of streams that originate at node k; �nd a set �ij,

i 2 Ak, j = 1 : : : ; Sk such that:

X
i2Ak

�ijri � V; j = 1; : : : ; Sk (57)

SkX
j=1

�ij = 1; �ij is binary; 8i 2 Ak

Problem 2: de�ne Bk to be the set of streams that terminate at node k; �nd a set �ij,

i 2 Bk, j = 1 : : : ; Pk such that:

X
i2Bk

�ijri � V; j = 1; : : : ; Pk (58)

PkX
j=1

�ij = 1; �ij is binary; 8i 2 Bk

Although in general these problems could be solved by linear integer programming, for

the purposes of this report we just implemented an exhaustive search, due to the relatively

small number of streams per session in the cases evaluated.
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5.3 Numerical Results

In this section, we present numerical acceptance probability and average path length results

for the scenarios described above. In all cases, we are routing a single session on an empty

network.

As indicated in section 4.3, before the simulated annealing method can be employed, we

need to determine reasonable values for its parameters, based on test runs. These parameters

are the number of perturbations in the annealing epoch, and the temperatures. Moreover, we

need to estimate the size of the session sample space to estimate the acceptance probability.

Therefore, we performed three sample runs, varying the number of perturbations in the

annealing epoch, and the number of sessions in the sample space. We restricted ourselves

to a single annealing epoch, with the temperature �xed at 1. Each session had T = 12

requests, and the average bandwidth per stream was set to m = 0:35. The average path

length and acceptance probability are given in table 3, for the Shu�eNet, the recon�guration

and routing heuristic, and the simulated annealing (which uses the heuristic as a starting

point).

Table 3: Number of Sessions and Annealing Epoch Size

Shu�eNet WDM Network

Heuristic Sim. Anneal.

Run Pert. Sessions Len. Prob. Len. Prob. Len. Prob.

1 100 100 2.0209 34% 1.11343 87% 1.10671 89%

2 100 500 2.03492 33.4% 1.10925 89.4% 1.10812 91.4%

3 1000 100 1.99385 36% 1.0983 86% 1.09366 90%

Len.: Average path length.

Prob.: Acceptance probability.

Based on the results from table 3, we decided to �x the number of perturbations at 100 and

the number of sessions tried for each load at 150. We chose to keep the simulated annealing

solution at one single epoch of temperature 1 until we could compare the results obtained
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with the upper bound derived in section 5.2.

We have simulated the scenarios described in section 5.1, and obtained both the session

acceptance probability and the average number of hops, as a function of the o�ered load,

for sessions composed of 10, 15 and 20 streams. We also obtained the same performance

measures for an 8-node Shu�eNet, with 2 transmitters and 2 receivers per node (i.e., the same

size as the WDM network under evaluation), using exactly the same sessions. The simulation

results are given in Figures 5, 6 and 7, where we plot the session acceptance probability as a

function of the o�ered load for the Shu�eNet and for the WDM recon�gurable network, for

10, 15 and 20 streams per session respectively, as well as the upper bound from section 5.2.

For the WDM network, the plots show the session acceptance probability for the heuristic

and for the simulated annealing. Since the heuristic solution was the starting point for the

simulated annealing, its results have to be better or equal than those of the heuristic. The

main conclusions from these plots are:

� The fact that the session acceptance probability for the proposed heuristic is close to

the upper bound indicates that there is no need to pursue the optimum solution, since

the room for improvement is at most the di�erence between the two solutions.

� The simulated annealing, in general, improved very little over the heuristic solution.

Since there is little room for improvement anyway, we decided not to pursue annealing

solutions with multiple epochs.

� As expected, the recon�gurable network signi�cantly outperforms the �xed-topology

network (the Shu�eNet), even under uniformly-addressed tra�c. For example, for

a 90% session acceptance probability, the recon�gurable network can carry twice the

load of the Shu�eNet, for 15-stream sessions.

Figure 8 shows a comparison of the session acceptance probability for 10, 15 and 20

streams/session, both for the WDM network (using the routing and recon�guration heuristic)

and the Shu�eNet. As shown in Figure 8, for the same load, a session with a higher number
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Figure 5: Session Acceptance Probability for 10 streams per session (150 sessions per point)
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Figure 6: Session Acceptance Probability for 15 streams per session (150 sessions per point)

of streams will have a higher probability of being accepted, because the bandwidth of the

individual streams will be lower, thus allowing more freedom in arranging them. This is

always true for the Shu�eNet. For the recon�gurable network, however, at very high loads,

this trend is reversed - the performance for sessions with smaller number of streams is better

because (for the sessions accepted) it is possible to dedicate a link to each stream.
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Figure 7: Session Acceptance Probability for 20 streams per session (150 sessions per point)
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Figure 8: Comparison of the Session Acceptance Probability for the Shu�eNet and the

WDM Network, 150 sessions/point

Figure 9 shows the average path length as a function of the o�ered load, for 20 streams

per session (the plots for 10 and 15 streams/session are similar), and it further con�rms

our observation that the performance of the recon�gurable network is better than the �xed-

topology one; while the average path length for the Shu�eNet is around 2 hops, the path
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length for the recon�gurable network, even at high loads, is close to 1 hop, which is, of

course, the minimumpossible. Again, there is very little improvement by using the simulated

annealing method.
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Figure 9: Average Path Length for 20 streams/session, 150 sessions/point

6 Evaluation of the WDM Network for a Dynamic

Tra�c Model Under Unicast Tra�c

In the previous section, we evaluated the recon�guration/routing algorithm in a static en-

vironment, i.e., the routing of a single session with a �xed number of streams on an idle

network. Although this evaluation was useful to show that there is no motivation to pursue

the optimum, it is not an indication of the actual performance of the algorithm in a realistic

environment. In this section, we evaluate the WDM network and the routing/recon�guration

in a realistic environment, where sessions arrive, are routed (or dropped), and if accepted

stay in the network for a certain period of time. We �rst describe the operation of the

network in such a scenario, keeping in mind the tra�c requirements, and then evaluate its

performance, which we compare to that of a centralized switch.
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6.1 Operation of the WDM Network in a Dynamic Environment

The main di�erence between a WDM network and a traditional mesh network is that the

former is able to dynamically change its topology; with current optical components, this can

be accomplished in sub-millisecond time. The ability to change the network topology at will

during operation, in a de-centralized fashion, gives rise to the following issues:

Control of the network: Control of the network is distributed; therefore, messages about

the network topology have to be exchanged by the nodes. There are two ways to do

that: (i) have a separate control network, whose topology is �xed (e.g., a ring), and

send the control messages over this network; and (ii) keep the optical network strongly-

connected, and reserve a certain amount of bandwidth in each link for management

purposes. In this latter case, recon�gurations that partition the network should not

be allowed. We chose to keep the network topology strongly-connected at all times;

therefore, in the Appendix we describe a simple modi�cation of the Shortest Path with

Recon�guration algorithm to keep the network connected by performing a secondary

recon�guration, if necessary. Therefore, all transmitters and receivers in the optical

network are kept connected (tuned) at all times, even if they are not being used for

data tra�c.

Re-routing established sessions in use: For stream tra�c, if a link in use is recon�g-

ured, the stream has to be interrupted for re-routing. Video/audio streams can tolerate

interruptions and delay variations as long as the receiving end pre-bu�ers a certain

amount of data, to keep playing during interruptions. For interactive tra�c, however,

the amount of pre-bu�ering cannot be very large as it adds latency to the communica-

tion; it is generally recognized that the latency for interactive communications should

be less than 200 ms. The decision of when to recon�gure the network represents a

tradeo� between performance (in terms of session blocking probability) and the num-

ber of times an established stream is re-routed during its lifetime. The extremes for

this tradeo� are:
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� Recon�gure only the idle transmitters and receivers : this has the advantage

that existing connections are never disturbed, but at high loads, it is unlikely

that a link is completely idle; the network will �nd itself \locked" in a random

con�guration that is far from optimal, and will generally perform worse than a

regular �xed-topology network under the same tra�c conditions.

� Recon�gure the network at each arriving session: one could consider the arriving

session and the sessions already established in the network as a new \larger"

session to be routed on an empty network. This has the advantage that the

network is always optimal, but a given stream might be re-routed an excessive

number of times.

Considering the issues listed above, we propose the following model of operation for the

recon�gurable network, which is illustrated in Figure 10:

� The network starts with some arbitrary strongly-connected topology.

� When a session arrives, it is either routed or blocked; blocked sessions are cleared.

� The recon�guration/routing algorithm used to accept a session and route it is:

Step 1: Try to route the session on the current network topology, using the short-

est path with recon�guration algorithm; unused links can be recon�gured.

Prior to routing each stream in the session, temporarily prune from the

network topology those links that do not have enough free bandwidth to

support it. A session can be accepted only if the routing of all its com-

ponent streams is successful. If the session was successfully routed, accept

this route. The streams already established in the network will not be

disturbed. Otherwise, proceed to step 2.

Step 2: Since no path was found in step 1, the only alternative to accept this session

would be to re-arrange existing connections. We use the unicast heuristic
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presented in section 4 to compute the new topology and routes, considering

as our \session" the existing streams and the new session being added.

Step 3: If the recon�guration/routing in step 2 was successful, we accept the new

session and implement the recon�guration. Otherwise, we block the incom-

ing session and the network topology remains unchanged.

YES

NO

NO

YES

SESSION ARRIVES

IS IT POSSIBLE

TO ROUTE THIS SESSION

IS IT POSSIBLE

PERFORM THE

RECONFIGURATION

AND ROUTE THE

TO ROUTE THE SESSION
BLOCK THE SESSION

SESSION

USING SHORTEST PATH

W/ RECONF.?

ROUTE THE SESSION USING
SHORTEST PATH W/ RECONF.

THE SESSIONS?

BY RE-ARRANGING

Figure 10: Dynamic operation of the WDM Recon�gurable Network

In summary, we recon�gure the network only when the cost of not doing so is to block a

session; this way, we achieve the same blocking probability as if we were to recon�gure at

every arriving session, while minimizing the number of times a given stream is re-routed.
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6.2 Numerical Results

In this section, we present simulation results for the WDM network in a dynamic environ-

ment, where sessions arrive according to a Poisson process, and if not blocked, stay for an

exponentially-distributed amount of time. The performance measures of interest are:

� Session blocking probability: probability that an arriving session cannot be routed and

is blocked.

� Average time between successive recon�gurations.

� Average path change for re-routed streams; the path change is de�ned as the di�er-

ence between the longest and the shortest paths experienced by the stream during its

lifetime. This is a measure of the delay jitter introduced by the recon�guration. This

jitter has to be taken into account when de�ning the receive bu�er sizes for video and

audio streams.
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Figure 11: Session Blocking Probability (50,000 routes per point)

Figure 11 shows the session blocking probability in the WDM network as a function of

the session arrival rate, and Figure 12 gives the breakdown of the blocking probability as a
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function of the stream bandwidth, for case where the average bandwidth requested is 50%.

As Figure 12 indicates, streams requesting higher bandwidths are more likely to be blocked.
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Figure 12: Session blocking probability, as a function of the stream bandwidth and the

session arrival rate; average session bandwidth of 50%

Figure 13 shows the average path length as a function of the session arrival rate, for

various values of the average stream bandwidth. At low arrival rates, the average path

length is close to 1, since there is a high likelihood that the transceivers will be free. As

the tra�c load increases, the path length increases, as transceivers become locked and the

streams are forced to take longer paths. Figure 13 also shows that the higher the average

stream bandwidth, the lower the path length; the reason is that, since high-bandwidth

streams use more resources, the network \�lls up" faster, and only the sessions that lead to

shorter path lengths can be accepted.

Figure 14 shows the average time between re-routes as a function of the session arrival

rate. Note that the time is given as a multiple of the session duration, i.e., a value of 10

means that the average time between recon�gurations is 10 times the lifetime of a session; in

the average, approximately only one out of 10 sessions will be re-routed during its lifetime.

The �gure shows that, at low loads, re-routing is seldom employed, becoming more frequent

only at very high tra�c loads. An interesting e�ect shown in Figure 14 is that, for a given

session arrival rate, the average time between re-routes exhibits a minimum in relation to

the average stream bandwidth. This happens because, when the average bandwidth is lower,
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Figure 13: Average Path Length in the WDM Network

the network blocks less frequently; therefore, there are longer intervals between re-routing.

As the bandwidth increases, blocking increases, but the new sessions can still be accepted

after re-routing. However, at high bandwidths, it is less likely that the arriving session can

be accepted even with re-routing; re-routing is again a less frequent event.

We also computed the average change in the path (di�erence between the maximum and

the minimum paths during the lifetime of the stream), and found it to be under 0.6 hops in

all cases, as shown in Figure 15, where we plot the average path change as a function of the

session arrival rate. The �gure indicates that, at low loads, most streams are not re-routed;

as the load increases, the average path change increases. Lower bandwidth streams will

su�er higher path changes than streams requesting higher bandwidths.

We note that the WDM network can be thought of as a \distributed switch", where the

switching function is performed at the nodes and the \center" of the network is completely

passive. However, the same function could be performed by a centralized switch (such as an

ATM switch); routing is trivial (all paths are of the form source ! switch ! destination),

and, if the switch is non-blocking, there is no contention inside the network: as long as there
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Figure 14: Average Time Between Re-Routes in the WDM Network
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Figure 15: Average Path Change in the WDM Network

is available bandwidth in the link from the source to the switch and in the link from the

switch to the destination, the stream can be accepted. So, it is important to determine if,
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from a performance point of view, there is any advantage in using a WDM network.

The two network con�gurations, using a \distributed switch" (WDM) and a centralized

switch, are shown in Figure 16. For the centralized switch, there are two pairs of optical

transmitters/receivers, one to carry the tra�c from the node to the switch, and the other

to carry the tra�c from the switch to the node. A WDM network with the same number of

optical transmitters and receivers would have two transmitters and receivers per node. We

claim that the complexity of the two networks depicted in Figure 16 is approximately the

same. The optical transceivers are more complex in the WDM case, but the \center" of the

network is passive. On the other hand, in the centralized switch scenario, all the complexity

is moved to the center of the network, and the optical transceivers are simpler. To complete

the evaluation scenario, we still have to choose the transmitter/receiver data rates in the

WDM case (VWDM ) and in the centralized switch case (VSW ). Two cases are possible:

� Same data rate for all transmitters and receivers in both situations, VSW = VWDM .

This scenario corresponds to using the \same" transmitters and receivers both for

the switch and for the WDM network. The switch has the advantage of no internal

blocking, and a shorter path length; the WDM network has the advantage of having

twice the output bandwidth per node, but some of this capacity has to be used to

forward tra�c from other nodes. We will denote this switch as \switch 1".

� Same output bandwidth for each node in both situations, VSW = 2VWDM (Si = Pi = 2),

i.e., although the same number of transmitters and receivers is used in both networks,

the ones connected to/from the switch have twice the data rate as the ones in the

WDM network. The performance of this switch is the same as the upper bound on the

performance of the WDM network previously discussed. We will call this \switch 2".

We have simulated the WDM network described above, as well as switch 1 and switch 2.

In all cases, the same requests are o�ered to the three networks. For the all the evaluations

in this section, sessions are composed of a single stream.
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Figure 16: Distributed versus Centralized Switching

Figure 17 shows the session blocking probability for the three networks as a function of

the session arrival rate. The plot shows that, as expected, the performance of the WDM

network is lower than that of switch 2, but not signi�cantly. The performance of switch 1,

however, is much lower than that of the WDM network. In Figure 17, the average bandwidth

requested per stream was set to 25% of the link bandwidth; we repeated the evaluation for

other values of the stream bandwidth and found similar results.

In summary, we have shown that the performance of a WDM recon�gurable network

is much superior to that of a centralized switch with roughly the same amount of optical

hardware (switch 1 in the discussion), and is comparable to the performance of a switch using

optical transmitters and receivers at twice the rate of the WDM counterparts (switch 2 in the
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discussion). The WDM network will introduce an additional delay jitter due to stream re-

routing. We have shown that, under reasonable tra�c conditions, this re-routing represents

a small e�ect, and will a�ect more the low-bandwidth streams than the higher-bandwidth

ones. Moreover, if a speci�c stream cannot be re-routed for some reason2, one just needs to

mark the transmitters/receivers it is using as locked, and that stream will not be disturbed

by network recon�guration.

7 Evaluation of the Multicast Routing Heuristic Al-

gorithms for WDM Networks

In this section, we present an evaluation of the heuristic algorithms proposed in section 4

for multicast routing in a WDM network. As done in [28, 29], we �rst evaluate the perfor-

2The amount of bu�ering in the end stations limits the number of times a stream can be re-routed. If a

stream is destined to a station with very small bu�ers, it might not have enough \jitter budget" to support

re-routing.
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mance in a baseline case, and then determine how variations in the baseline case change the

performance measures.

7.1 The Baseline Case

The baseline case used here is similar to the one used in the evaluation in [28, 29]. The

following elements characterize the baseline case:

Tra�c Model: We use the same tra�c model as in the baseline case in [28, 29]: single-

stream sessions, sources and destinations uniformly distributed in the network, stream

bandwidths set to 10% of the link bandwidth, number of destinations uniformly dis-

tributed between 1 and 10. Sessions arrive according to a Poisson process, and if

accepted remain in the network for an exponential period of time. No latency con-

straints were assumed.

Network Scenario: 12-node networks, each node having 2 transmitters and 2 receivers.

The network starts with a strongly-connected topology generated at random. We

consider the following three kinds of networks:

� networks with tunable transmitters (no physical multicast);

� networks with tunable receivers (physical multicast allowed); and

� �xed-topology networks (corresponding to the initial topology of the WDM net-

work, which is a strongly-connected topology generated at random).

Transmitter/receiver costs (vector C in section 3.7 were set to 0.5, making the cost of

a path equal to the number of hops in the path. The distances between the nodes and

the WDM star coupler were generated at random, uniformly between 0 and 15; for

each node, delays for its transmitters and receivers (vector D in section 3.7) were set

to the distance to the star coupler.

Algorithms Evaluated: For each network scenario, we evaluated the minimum-cost and

the minimum-delay heuristic. If the network under consideration allowed physical
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multicast, it was employed. For the �xed-topology case, the minimum-delay heuris-

tic reduces to the traditional shortest path, and the minimum-cost heuristic to the

Takahashi-Matsuyama algorithm. As done in the WDM unicast case, we allowed re-

routing of existing streams only when doing so would allow the network to accept a

session that it would otherwise block. For the baseline case, we do not impose the

constraint that the network must remain strongly connected.

Performance Measures: The main performance measure is the blocking probability. Oth-

er performance measures, such as average time between recon�gurations, algorithm run

time and average cost/delay of the established routes were also obtained.
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Figure 18: Blocking probability for the baseline case: single-multicast sessions, stream band-

width 10% of the link capacity, 50,000 routes/point

The blocking probability as a function of the session arrival rate in the baseline case is

shown in �gure 18, for the various algorithms and network scenarios. The main conclusions

from that �gure are:

� Networks where physical multicast is allowed present much higher blocking than net-

works where it is not allowed. For example, when �=� = 10, the blocking probability is
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under 0.2% for the �xed-topology networks and for the networks with no physical mul-

ticast, while it is about 30% for networks with physical multicast. For such networks,

there is basically no di�erence between minimum-cost and minimum-delay algorithms.

The main reason for this result is that in the baseline case, the number of transmit-

ters and receivers in the network is the same; therefore, if two receivers are tuned to

the same transmitter, there is a transmitter in the network that it not connected and

cannot be used. The gain in 
exibility does not make up for the lost capacity.

� Minimum-cost algorithms perform better than minimum-delay algorithms, as expected.

Also, for the same kind of algorithm (i.e., minimumcost or minimumdelay), the WDM

networks perform better than the �xed-topology networks. However, it is interesting to

note that the blocking probability for the �xed-topology under minimum-cost routing

is lower than the blocking probability of the WDM network under minimum-delay

routing.

The plots in Figure 18 have shown that the blocking probability for the networks where

physical multicast is allowed is much higher than when it is not. This seems counter-intuitive:

the networks with physical multicast have an additional degree of freedom, therefore they

should have \better" performance. Figure 19 shows where this better performance is seen:

in the cost and delay of accepted sessions. Minimizing the blocking probability is not the

objective of minimum cost/delay algorithms. The two plots in Figure 19 show clearly that

the lowest costs and delays are achieved in the networks where physical multicast is allowed.

However, this does not mean at all that blocking probability will be low! We should point

out that, while in a traditional (�xed-topology) network the cost measure has a well de�ned

meaning (usage of network resources), in the optical network this meaning is lost, because

it does not capture the fact that the tunability of transmitters and/or receivers is a resource

that can be used (and \spent"). The delay measure, however, has still the same meaning.

Figure 20 shows the blocking probability as a function of the number of destinations

for various load values. The routing algorithm is the minimum cost heuristic, with tunable
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Figure 19: Comparison of costs and delays for established sessions in the baseline case

transmitters (no physical multicast). The �gure indicates that the blocking probability is a

weak function of the number of destinations3. The same result holds for the other algorithms

and network scenarios in the baseline case.

Figure 21 shows the average time between stream re-routes as a function of the session

arrival rate in the baseline case. The time is normalized to the session duration, i.e., an

average re-route time of 10 indicates that the average time between re-routing of established

streams is 10 times the average session duration (or, on the average, only one session in 10

will su�er rerouting in its lifetime). The �gure indicates that only a small fraction of the

streams will be re-routed during their lifetimes, for reasonable tra�c loads. Moreover, it is

very unlikely that a stream will will be rerouted more than once. Re-routing is more severe in

3In [28, 29] we have shown that this also happens with �xed-topology networks.
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networks where physical multicast is allowed, due to the high blocking. We also determined
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that the average path change when a stream is re-routed is very small; the average change

in cost is under 0.2 hops for the topologies with no physical multicast, and under 0.6 hops

for the topologies with physical multicast.

7.2 Changing the Network Size

In this section, we investigate the e�ects of increasing the network size. The network size

can be increased by: (i) increasing the number of nodes, and/or (ii) increasing the number of

transmitters and receivers per node. We consider the following two variations to the baseline

case:

� Increase the number of transmitters and receivers per node to 3, keeping the number

of nodes �xed at 12.

� Increase the number of nodes from 12 to 20, keeping the number of transmitters and

receivers per node �xed at 2.

We keep the tra�c model the same as in the baseline case.

Increasing the Number of Transmitters/Receivers

Figure 22 shows the blocking probability as a function of the session arrival rate for a

12-node network, with 3 transmitters and 3 receivers per node. We note that the di�erence

in performance between the �xed-topology network and the WDM network has decreased

considerably. This is explained by the fact that the increased node degree leads to a richer

topology, with shorter paths; the additional degree of freedom of rearranging links in the

WDM network is less important in this scenario. Other observations:

� Re-routing happens less frequently than in the baseline case.

� Costs (in hops) are approximately the same as the baseline case.

� For higher loads, the blocking probability is more sensitive to the number of destina-

tions.
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Figure 22: Blocking probability for 12-node networks, 3 transmitters/receivers per node,

50,000 routes/point

Increasing the Number of Nodes

Figure 23 shows the blocking probability as a function of the session arrival rate for a

20-node network, with 2 transmitters and receivers per node, under the same tra�c as the

baseline case. The same qualitative comments about the algorithms made in the baseline

case can be repeated here. We note that the advantage of the WDM network over the

�xed-topology network has increased. Other observations:

� Since the paths get \longer", the average change in cost can be as high as 1 hop for

the networks where physical multicast is allowed, and 0.6 hops where it is not.

� For higher loads, the blocking probability is more sensitive to the number of destina-

tions. For example, at �=� = 60, using the minimum cost algorithm with no physical

multicast (tunable transmitters), the blocking probability is about 20% for unicasts,

and increases to about 45% for 10-destination multicasts.
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Figure 23: Blocking probability for 20-node networks, 2 transmitters/receivers per node,

15,000 routes/point

7.3 Keeping the Network Connected

In the runs for the baseline case, we did not require the network to stay strongly connected

as its topology changes. In this section, we impose the additional constraint that at every

invocation of the Shortest Path with Recon�guration Algorithm, the resulting network is

tested and, if necessary, a secondary recon�guration is implemented to keep connectivity, as

described in the Appendix. The blocking probability results are shown in Figure 24. The

results for �xed-topology networks are the same as in the baseline case and are repeated here

for the sake of comparison.

The main observation from Figure 24 is that while there is basically no change in the

results for networks where physical multicast is not possible, there is a signi�cant improve-

ment for networks where it is used. This is made clearer in �gure 25, where we compare the

blocking probability for the minimum-cost heuristics in the connected and not connected

cases.

Other observations include:
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strong connectivity maintained, 50,000 routes/point

� For networks allowing physical multicast, keeping the topology connected increases

the average time between re-routes and decreases the change in cost, especially for

minimum-delay algorithms.

� Keeping the network connected increases the cost/delay obtained by the minimum

cost/delay heuristics.

7.4 Changing the Number of Receivers

In the previous sections, we have shown that allowing physical multicast in the WDM network

when the number of transmitters and receivers is equal greatly degrades the performance.

Keeping the network connected o�sets some of this degradation, but it is still severe. How-

ever, we expect that in a network where receivers are abundant (i.e., more receivers than

transmitters), allowing physical multicast should improve the performance.

To investigate this fact, we computed the blocking probability for a number of 12-node
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work is kept connected versus when it is not

networks, keeping the number of transmitters per node �xed at 2, and varying the number of

receivers per node from 2 to 8. The session arrival rate was kept �xed, and no connectivity

constraints were imposed in the network. The blocking probability results (as a function of

the number of receivers) are shown in �gure 26. The baseline case corresponds to 2 receivers

per node.

Figure 26 shows that, as expected, networks where physical multicast is not possible

cannot make e�ective use of extra receivers. When physical multicast is allowed, adding

receivers will improve the performance. For this particular case, the point where the per-

formance of the two networks becomes the same is between 5 and 6 receivers. For higher

loads, the point of equal performance shifts to a lower number (for example, for �=� = 40,

the crossover point is between 4 and 5 receivers).

The results shown in �gure 26 were obtained considering: (i) the network topology was

not constrained to be connected at all times, and (ii) receiver/transmitter costs were assigned

as in the baseline case (i.e., all costs set to 0.5). We know that keeping the network topology
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Figure 26: Increasing the number of receivers per node, keeping the number of transmitters

�xed, 20,000 routes/point

connected improves the performance when physical multicast is allowed, and we would like

to investigate the role played by the link costs in the performance.

Figure 27 contains two plots, one for connected topologies, and the other for topologies

that are not required to stay connected. Both plots contain the blocking probability as a

function of the number of receivers in the network, for the minimum-cost heuristic on a

network allowing physical multicast; the number of transmitters was �xed at 2. Each plot

contains three curves, corresponding to the following transmitter/receiver cost assignments:

� Receiver cost 0.5, transmitter cost 0.5 (this is the assignment used in the evaluation

so far).

� Receiver cost 1.0, transmitter cost 0.0.

� Receiver cost 0.0, transmitter cost 1.0.

The results from �gure 27 indicate that when the network is kept connected, there is little

sensitivity to the way the link cost is split between the transmitters and receivers. However,
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when the network is not restricted to connected topologies, the best assignment is to assign

all the cost to the receivers (making it \expensive" to employ the physical multicasting).
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Figure 27: E�ect of changing the transmitter/receiver costs, minimumcost algorithm, 20,000

routes/point

If physical multicast is not allowed, the minimum-cost algorithm is not sensitive to the

assignment of costs.
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8 Conclusions

In this report, we considered the problem of routing multimedia streams in a WDM network,

taking into account their requirements of bandwidth, multipoint communications, and la-

tency, and making use of the additional degree of freedom (the topology) of the network. We

presented an exact solution for the optimum routing and recon�guration problem, based on

linear integer programming. Since this solution is complex (and has exponential worst-case

run time because the problem is NP-complete), we also proposed heuristic algorithms to �nd

sub-optimal solutions, and derived an upper bound in performance. For unicast tra�c, we

showed that the heuristic solution is close to the upper bound, which obviates the need to

pursue the more complex exact solution. Finally, we evaluated the performance of the WDM

network in a realistic environment, and showed that it compares favorably with a centralized

electronic switch of equivalent complexity.

The main conclusion from the evaluation of multicast routing algorithms in the WDM

network concerns the use of physical multicasting in a network where receivers are tunable.

The unrestricted use of physical multicasting can decrease the cost and delay of accepted

sessions, but at the price of a much higher blocking probability. The previous sections have

shown that, by keeping the network connected and/or by properly assigning link costs, the

penalty paid in performance can be reduced. However, the blocking probability is still much

higher than in the case where no physical multicasting is allowed, except when the number

of receivers is large. The fundamental reason for this behavior is simply that, by allowing

physical multicasting, the network can be re-arranged in a topology where all receivers

are in use, but some transmitters are not connected to any receiver. This represents a

net decrease in network capacity, and leads to increased blocking probability. Keeping the

network strongly connected and/or shifting the cost to the receivers improve the performance

because less transmitters are allowed to remain disconnected. By the same token, when there

are plenty of receivers, it is unlikely that transmitters will be disconnected. In summary:

� Networks where physical multicasting is allowed are able to make use of extra receivers
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as they are added; however, performance with a small number of receivers per node is

very low; techniques such as keeping the network strongly connected and/or properly

assigning transmitter/receiver costs can help, but not much.

� Networks where physical multicasting is not allowed have much better performance

when the number of receivers is small, but cannot make use of additional receivers.

These observations indicate that the best way to use physical multicasting is:

1. The network should be kept strongly connected at all times.

2. At all times, there should be at least one receiver connected to each transmitter.

3. Physical multicasting can be used as long as it does not violate rules 1 and 2 above.

Note that this is true regardless of the type of tra�c (unicast or multicast) in the

network. Even unicast tra�c can bene�t from the extra 
exibility of allowing physical

multicasting, as long as rules 1 and 2 are satis�ed.

By using the above rules, we can guarantee good performance both when the number of

receivers is small and when it is large. Note that, if the number of receivers is equal to the

number of transmitters, no physical multicasting will be allowed.

Based on the results of this report, we derive the following set of guidelines for design-

ers/implementors of WDM networks:

� If the network has tunable transmitters and �xed receivers, the total number of trans-

mitters and receivers in the network should be the same. To upgrade a node's capacity,

one has to add transmitters and receivers to it in pairs.

� It is recommended that the network be built with tunable receivers and �xed transmit-

ters. In this case, a node can be upgraded just by adding receivers. When operating

the network, physical multicasting should be allowed only if there are more receivers

than transmitters, as described above.
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� Under multicast tra�c, the minimumcost heuristics achieve lower blocking. It remains

to be seen if delay is a problem.
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Appendix

Formal Description of The Shortest Path with

Recon�guration Algorithms

In this Appendix, we describe the basic Shortest Path with Recon�guration algorithm,

an extension to Dijkstra's shortest path algorithm for recon�gurable networks, and the sec-

ondary recon�guration algorithm, which is used to keep the network strongly-connected.

A The Basic Shortest Path with Recon�guration Al-

gorithm

The algorithm described in this section �nds the shortest path between two nodes in a

recon�gurable optical network. Some transmitters and receivers in the network might already

be tuned due to other communications in progress; these cannot be recon�gured, but they

might be used in whatever topology they happen to be. The algorithm has two degrees of

freedom: the path, and the topology, potentially recon�guring the transmitters and receivers

that are idle. A numeric label is assigned to each transmitter and receiver in the network.

If a transmitter with label lt is tuned to a receiver with label lr, an unidirectional link with

label lt + lr is created. The shortest path minimizes the sum of the labels in the path. The

label can represent, for example, the propagation delay; in this case, if the network topology

is a star, the label associated with the transmitter is the propagation delay from the node

to the star, and the label associated with the receiver is the propagation delay from the star

to the node.

INPUTS:

� A WDM network with N nodes; node i has Si optical transmitters and Pi optical

receivers, i = 1; : : : ; N . The optical transmitters and receivers are either locked or free;

the locked transmitters and receivers are tuned, forming a given topology, and the free
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ones are not connected at all and can be recon�gured. If the network supports physical

multicasting, all transmitters are to be considered free.

� A set of nonnegative transmitter labels fltijg, i = 1; : : : ; N , j = 1; : : : ; Si.

� A set of nonnegative receiver labels flrijg, i = 1; : : : ; N , j = 1; : : : ; Pi.

� A source node s and a destination node d.

OUTPUT: The path from s to d with the minimum length (sum of the transmitter and

receiver labels in the path), using, if necessary, free transmitters and receivers.

ALGORITHM:

Step 1: For all transmitters in the network, do the following: if transmitter j in node i is

free, add a transmitter virtual node V t
ij to the network topology, and a link (using

transmitter j) from node i to node V t
ij , with label ltij.

Step 2: For all receivers in the network, do the following: if receiver j in node i is free,

add a receiver virtual node V r
ij to the network topology, and a link (using receiver

j) from node V r
ij to node i, with label lrij.

Step 3: Create a set of nodes P , initially empty, and a set of nodes T , initially containing

all the nodes in the network. For each node in the network, associate a label l;

initially, assign l(s) = 0, l(i) =1 for i 6= s. Create also two sets of nodes A and

B, initially empty.

Step 4: Let k be the node with the smallest l(k) (if there are many, choose one at random).

If l(k) = 1, there is no path between s and d using the locked receivers and

transmitters; go to step 7. Otherwise, move k from the set T to the set P . If

node k is a virtual node and the set A is empty, also put node k in A.

Step 5: If k is not a virtual node, update the node labels as follows: 8j 2 P , if there

is a link from node k to node j, make l(j)  minfl(j); l(i) + lkjg, where lkj is

72



the label of the link between k and j. If k is a virtual node, there is no need to

update the node labels.

Step 6: If k 6= d, return to step 4; otherwise, the shortest path using the locked trans-

mitters and receivers has been found; proceed to step 7.

Step 7: Create a set of nodes P 0, initially empty, and a set of nodes T 0, initially containing

all the nodes in the network. For each node in the network, associate a label l0;

initially, assign l0(d) = 0, l0(i) =1 for i 6= d.

Step 8: Let k be the node with the smallest l0(k) (if there are many, choose one at

random). If l0(k) =1, go to step 10. Otherwise, move k from the set T 0 to the

set P 0. If k = s, go to step 10. If node k is a virtual node and the set B is empty,

put node k in B and go to step 10.

Step 9: If k is not a virtual node, update the node labels as follows: 8j 2 P 0, if there is

a link from node j to node k, make l0(j) minfl0(j); l0(i) + ljkg. Go to step 8.

Step 10: If the set A or the set B or both are empty, terminate. The shortest path is

the one found in step 6, if any. If both A and B are non-empty, let us denote

by a the node in A and by b the node in B. Let L1 = l(d), La = l(a) and

Lb = l0(b). If L1 � La + Lb, the path found in step 6 is the shortest and there

is no need to recon�gure the network. Otherwise, a shorter path can be created

by connecting the virtual nodes a and b. If a corresponds to the virtual node V t
ij

and b corresponds to the virtual node V r
kl, then transmitter j in node i must be

tuned to receiver l in node k, and the shortest path will be the path from s to i,

the newly-created i-k link, and the path from k to d.
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B The Secondary Recon�guration Heuristic

For control purposes, it is necessary to keep the WDM network strongly connected at all

times, so that all the nodes can exchange control messages. The transmission of control

messages can be done by 
ooding, as in the OSPF routing protocol [30].

In the basic shortest path with recon�guration algorithm presented in section A, the

free transmitters and receivers are considered to be idle. In general, however, they will be

connected in a certain topology, to keep the network strongly connected. When the shortest

path algorithm described in section A is applied, it might change the network topology, and

the resulting topology can potentially be disconnected. We denote the recon�guration from

the shortest path algorithm as the primary recon�guration. The heuristic in this section will

try to identify a secondary recon�guration to keep the network strongly connected.

As indicated above, the network will have as many free transmitters and receivers con-

nected as possible (but available for recon�guration). If the total number of transmitters in

the network is equal to the total number of receivers, then all free transmitters and receivers

can be used. Recon�guring the network so that a transmitter and a receiver can be con-

nected might also include recon�guring the previous connections held by them, as illustrated

in �gure 28.

If the primary recon�guration causes the network to become disconnected, then this

new topology has at most two disconnected subsets; a way to implement the secondary

recon�guration would be to identify two good candidate nodes to \bridge" the two subsets.

Therefore, we need an algorithm that can:

1. Test a topology for connectivity.

2. If the topology is disconnected, locate the appropriate nodes where the \bridging"

between the subsets can be performed.

Both of these functions can be e�ciently performed by a simpli�ed version of the Floyd-

Warshall shortest path algorithm [31]. In the the next two sections, we describe the simpli�ed

Floyd-Warshall algorithm and give the secondary recon�guration heuristic.
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Existing connections

Free receiver

Free transmitter

Figure 28: Recon�guring the network

B.1 The Simpli�ed Floyd-Warshall Algorithm

INPUT: The network topology (N is the number of nodes).

OUTPUT: The connectivity matrixD, where Dij = 1 if there is at least one path

from node i to node j, and Dij = 0 otherwise.
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ALGORITHM:

Step 1: De�ne the matrixD(0) as follows:

Dij(0) =

8><
>:

1 if node i is connected to node j, or i = j

0 otherwise

Step 2: Calculate the matrix D(k) from the matrixD(k � 1) as follows:

Dij(k) =

8><
>:

1 if Dik(k � 1) and Dkj(k � 1) are both 1

Dij(k � 1) otherwise

Step 3: Repeat step 2 for k = 1; : : : ; N ; matrix D(N) is the desired connectivity matrix

D.

B.2 Description of the Secondary Recon�guration Heuristic

The secondary recon�guration heuristic is executed as a part of the shortest path with re-

con�guration algorithm in section A. If that algorithm decides on a primary recon�guration,

the secondary recon�guration algorithm is invoked; if it fails, the primary recon�guration

is not permitted. More speci�cally, in step 10, if L1 > La + Lb, the secondary recon�gu-

ration algorithm is executed. If it is successful, then the shortest path algorithm proceeds

as originally described, possibly with a secondary recon�guration in place. If it fails, then

the primary recon�guration is dropped; the �nal path between the source and destination

will be the path found using the current topology (or no path at all). Note that this is not

optimal in any sense; one could elect to search for other recon�gurations besides the primary

that would lead to longer paths but would not partition the network.

The secondary recon�guration algorithm is:

INPUTS: The network topology, the list of locked and free transmitters and

receivers, and the primary recon�guration.

OUTPUTS: A 
ag, indicating failure or success; in case of success, the algorithm

may recommend a secondary recon�guration.
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ALGORITHM:

Step 1: Execute the primary recon�guration in the network topology given and use the

simpli�ed Floyd-Warshall algorithm to compute the connectivity matrix D. If

all the entries in D are 1, return and indicate success; the new topology is

connected and there is no need for a secondary recon�guration. Otherwise, mark

the transmitter and receiver used in the primary recon�guration as locked and

proceed to step 2.

Step 2: Search the D matrix for an entry dij such that dij = 0, node i has a free trans-

mitter and node j has a free receiver. If the WDM network supports physical

multicasting, consider all transmitters as free.

Step 3: Recon�gure the network so that a link between nodes i and j is created (exchang-

ing any other connection as depicted in �gure 28). Compute the new connectivity

matrixD0.

Step 4: If all the entries inD0 are 1, stop. The secondary recon�guration has been found.

Return the secondary recon�guration and indicate success. Otherwise, return to

step 2 to search for another entry. If all zero entries in D have been considered

already, terminate and indicate failure.
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