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Abstract

The transport of multimedia streams in computer communication networks raises issues

at all layers of the OSI model. At the physical layer, the main issue is one of providing

the appropriate bandwidth at all levels of the network infrastructure, from the local area

network to the campus and wide-area backbones. The data link layer must provide support

for priorities to di�erentiate the various tra�c types (data, video, audio, still images, etc.)

and satisfy their speci�c requirements. The same requirements must be taken into account

at the network layer, which is responsible for �nding routes. The transport layer must

provide new functions such as, for example, semi-reliability and multipoint transport. New

functions at the session layer include connection control functions (call establishment and

management), 
oor control functions and synchronization. This thesis considers some of the

issues related to supporting multimedia streams at the network layer; in particular, the issue

of routing algorithms appropriate for multimedia streams.

The tra�c generated by multimedia applications has di�erent requirements than those of

traditional data tra�c. These requirements pertain to: (i) bandwidth; multimedia streams

use bandwidth for long periods of time in a continuous fashion, while data tra�c is bursty;

(ii) multipoint communications; multimedia streams are expected to make heavy use of

multicasting, while data tra�c uses it only occasionally; and (iii) low latency, required by

interactive communications. The routing algorithms used in deployed networks are not able

to take these new requirements into account; in fact, they �nd routes from a topological

point of view only. Moreover, there is no algorithm in the literature that can �nd routes

taking into account all the requirements described.

In this thesis, we devise a routing algorithm for multimedia streams that not only satis�es

the requirements, but is e�cient, i.e., optimizes the usage of network resources in order

to maximize that amount of tra�c it can carry. We show that the optimum multicast
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stream routing problem can be formulated as a linear integer programming problem. Since

traditional solution methods scale poorly with the size of the problem, we propose an e�cient

solution technique for this problem, based on enhanced value-�xing rules to prune the search

space for the integer solution, and a two-step decomposition, to speed-up the linear relaxation

of the problem. We show that the proposed solution technique signi�cantly decreases the

time to compute the solution, when compared to traditional methods.

The optimum multicast stream routing problem is NP-complete, which means that the

worst-case run time for the optimum solution increases exponentially with the size of the

problem. Hence, it might not be suitable for implementation in large networks; it can,

however, be used as a benchmark against which to compare the performance of simpler

heuristic solutions. We use the optimum solution to characterize the performance of existing

heuristic algorithms (Shortest-Path for minimumdelay, and the KMB heuristic for minimum

cost) under realistic network and tra�c scenarios. The performance is measured both in

terms of session blocking probability and in terms of run time. We found that, if latency

constraints are not important, the heuristic algorithms give good performance. Otherwise,

one has to use the optimum solution. Based on the evaluation, we also derive guidelines for

upgrading the network capacity.

We also consider the problem of routing multimedia streams in a Wavelength-Division

Multiplexing (WDM) optical network. The WDM network has an additional degree of

freedom over traditional networks - its topology can be changed by the routing algorithm to

create the routes as needed, by tuning optical receivers and/or transmitters to di�erent wave-

lengths. We show that the optimum recon�guration and routing problem can be formulated

as a linear integer programming problem. Since the solution to this problem is complex, we

propose a number of simpler heuristic algorithms, both for unicast and for multicast tra�c.

The heuristic algorithms make use of Dijkstra's Shortest Path algorithm to identify a trans-

mitter/receiver pair to be tuned. We evaluate the performance of the heuristic algorithms

under realistic tra�c scenarios, and compare it with that of a �xed topology of equivalent

size. We show that, under certain conditions, the WDM network can carry twice as much

load as the �xed-topology network. We also consider the issue of physical multicasting: in a

WDM network, if the receivers are tunable, many receivers can be tuned to the wavelength

of a single transmitter, thus creating a multicast group. We investigate this property, and

derive guidelines for its use.

Key Words and Phrases: multicast routing, audio and video streams, multimedia, linear

programming, integer programming, decomposition, shortest path routing, minimum cost

routing, WDM optical networks, simulated annealing, shortest path routing, minimum cost

routing.
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Chapter 1

Introduction

1.1 Characteristics of Multimedia Tra�c

One of the driving forces for networking in this decade is multimedia. The majority of

multimedia applications are distributed in nature, and involve networking and communica-

tions. Examples of such applications are video-conferencing, video-on-demand and computer

supported collaborative work. Current network infrastructures and protocols have been de-

signed taking into account the characteristics and requirements of traditional data tra�c.

Multimedia tra�c has di�erent characteristics, and place new requirements in the networking

infrastructure. These new requirements pertain to the following aspects:

Bandwidth - multimedia streams use relatively high bandwidth on a continuous basis for

long periods of time, while data tra�c is bursty, but the average bandwidth used is

low. For example, a high-quality compressed video stream can use anywhere from 1.5

to 8 Mb/s for extended periods of time, while the average bandwidth used by typical

data applications can be well below 1 Mb/s. In fact, it is common to �nd in practice

10 Mb/s Ethernet segments supporting 100 to 200 users. The aggregate bandwidth to

serve a number of users running multimedia applications is much larger than that for

the same number of data users.

Low Latency (on the order of 100-200 ms end-to-end), required for some applications (such

as videoconferencing or collaborative computing) that provide interactive communica-
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tions. Data applications typically do not have such strict latency constraints.

Multipoint Communications - it is expected that a signi�cant fraction of the multimedia

tra�c will be multipoint. Examples are videoconferencing, one-way video distribution

and collaborative computing. Data applications, on the other hand, typicallymake only

occasional use of multicasting and thus can a�ord to use highly ine�cientmethods, such

as broadcasting or sending one separate copy of the information to each destination.

Semi-Reliability - data applications require full reliability, which is provided at the trans-

port layer by retransmissions. Multimedia applications, on the other hand, can tolerate

some loss, but have a strict timing requirement. For example, an audio sample that

is delayed in the network due to congestion and arrives at the receiver past the time

it should have been played is useless and is as good as lost. The determination of the

amount of tolerable loss is a complex task, and depends on the kind of information,

encoding, and application requirements.

Integrated Services - multimedia represents the integration of several kinds of media, such

as video, audio, text, still images, etc. Some of these kinds of media generate tra�c

similar to that of traditional data applications; for example, transferring a still image is

similar to a �le transfer. Other types of media, such as video and audio, have di�erent

characteristics. The network should provide mechanisms to di�erentiate between the

various types of tra�c, and provide to each one the level of services they require, in

an integrated fashion.

In this thesis, we consider issues related to providing multimedia services at the network

layer. To situate the problem, we describe the network infrastructure as it is today, identify

its shortcomings when it comes to supporting multimedia applications, and then focus in

the speci�c issues addressed by this thesis.

1.2 The Network Infrastructure

The network infrastructure comprises the �rst three layers of the OSI model (physical, data

link, and network), and is composed of the physical media, switches, interfaces, routers
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and associated protocols. As shown in Figure 1.1, the network infrastructure is organized

in a hierarchical fashion. At the lowest layer, one �nds the subnetwork, responsible for

interconnecting users at the workgroup level. The subnetworks are interconnected by the

campus backbone, using routers. The same picture applies to the next level, in a larger scale:

campus networks are interconnected by Wide-Area Networks (WANs), again using routers.

ROUTER

CAMPUS BACKBONE

ROUTER

SUBNETWORKSUBNETWORK

ROUTER

...

CAMPUS BACKBONE

ROUTER

WIDE-AREA NETWORK

ROUTER

SUBNETWORK

ROUTER

SUBNETWORK

...

...

Figure 1.1: The Network Infrastructure

1.2.1 The Subnetwork

The function of the subnetwork is to connect the users in a workgroup, 
oor, or building. It

is typically composed of one or more Local Area Network (LAN) segments, interconnected

by Bridges. Bridges usually operate at the Medium Access Control (MAC) layer, and make

the set of interconnected segments \look like" a single logical segment. Hosts in the network

are typically not aware of their existence. Bridges monitor the tra�c in the LAN segment

to learn of the location of each host, and only forward tra�c whose source and destination

are in di�erent segments. The network technologies used in the LAN segments are:

Ethernet (IEEE 802.3): It is the most commonly used LAN scheme, allowing multiple

stations to share a single 10 Mb/s channel using the Carrier-Sense Multiple Access

with Collision Detection scheme [1]. The original 10Base-5 standard speci�es a coaxial

cable interconnecting the stations in a bus topology; the maximum distance between

two stations is 1.5 km (including repeaters). The more recent 10Base-T standard uses
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twisted pair to connect stations in a star topology. The center of the star is a multiport

repeater, also known as a hub. The maximum distance between a station and the hub

is 100 m.

Token Ring (IEEE 802.5): Stations are connected by point-to-point links and arranged

in a ring. Access to this ring is controlled by a special bit pattern, called the token.

The IEEE 802.5 speci�es two possible bandwidths: 4 Mb/s and 16 Mb/s [2].

FDDI (ANSI X3T9.5): Another ring network, conceptually similar to the token ring,

operating at 100 Mb/s [3].

The main issue at the subnetwork is to provide the appropriate level of bandwidth to

the users. Other important issues are latency and integrated services. These issues can be

handled as follows by the existing technology:

Bandwidth: In shared-channel LANs, the bandwidth of an individual segment is limited

by the channel data rate (i.e., 10 Mb/s Ethernet, 16 Mb/s token ring). This limits

the number of simultaneous users in that segment. For example, a 10 Mb/s ethernet

cannot support more than 6 video streams at 1.5 Mb/s; as a matter of fact, other

factors such as the multiple access scheme and the latency requirements might reduce

this number to 4 or 5 streams [4]. If higher bandwidth is required, there are two al-

ternatives: (i) increase the segment's bandwidth (by moving to another kind of LAN,

e.g., from a 16 Mb/s token ring to a 100 Mb/s FDDI), or increase the number of

segments, interconnecting them with bridges. However, there are limits to the extent

this technique can be applied. These limits are illustrated in Figure 1.2 [5], where we

plot the required number of bridged 10 Mb/s segments to achieve a given bandwidth.

Note that, if the number of ports in the bridge is small, there achievable throughput

is limited. For example, when 2-port bridges are employed, the upper bound in the

bandwidth of any arrangement (under uniformly-addressed tra�c) is twice the seg-

ment bandwidth. Multiport bridges, also known as switching hubs, are becoming a

popular way of increasing the subnetwork bandwidth without having to change the

user stations.
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Figure 1.2: Number of segments required for bridged subnetworks, as a function of the

aggregate bandwidth requirement

Latency: The CSMA/CD scheme used in Ethernet can lead to very large delays if the load

in the network is high. To support multimedia in a CSMA/CD segment, the tra�c

load has to be limited. Token-passing ring networks are better in this aspect, since

they provide bounded delays.

Integrated Services: The CSMA/CD scheme does not include a mechanism to di�erenti-

ate between tra�c types. Therefore, an Ethernet segment can only support a mixture

of multimedia and data tra�c to a very limited extent [4]. On the other hand, the

ring networks have a priority scheme that can provide this function. Although most

ring network adapters implement this function, it is typically not supported by the

software; mechanisms to use the priority scheme still need to be de�ned.

A number of new technologies are emerging to support multimedia in the subnetwork. We

have already mentioned one of them, switching hubs. Other emerging technologies include:

� 100 Mb/s Ethernet: Uses the same MAC protocol as standard Ethernet, with the

data rate increased to 100 Mb/s. This standard is known as 100Base-T. Stations are
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connected via twisted pairs to a central hub (repeater), with a maximum cable length

of 100 m. Due to the higher bandwidth, new physical layer speci�cations have been

created [6, 7].

� Iso-Ethernet: Designed to provide isochronous service to the desktop. It overlays

a 6.144 Mb/s synchronous channel, with ISDN signalling, on top of the traditional

10 Mb/s Ethernet. It uses the same wiring as the normal 10Base-T Ethernet, but with

a more e�cient line encoding. A special hub is needed, which can interface both with

normal 10Base-T stations and Iso-Ethernet stations.

� 100VG-AnyLan: An alternative scheme to implement a 100 Mb/s Ethernet, but re-

placing the CSMA/CD access scheme. 100VG-AnyLan uses a con
ict-free, centrally

controlled, round-robin access scheme with two levels of priorities. It assumes a star

topology, and the access is controlled by the hub.

1.2.2 The Campus Backbone and the Wide-Area Network

The campus backbone is responsible for interconnecting the subnetworks. Each subnetwork

is connected to the backbone via a router. Campus backbones are interconnected together

using Wide-Area Network links.

The same technologies used in the subnetwork can be employed in the campus backbone.

If the tra�c requirements are low, a single Ethernet, or a number of bridged Ethernets can

do the job. Otherwise, a higher speed network can be used. Today, the main application of

FDDI is as a campus backbone, and the Stanford University Network is a good example of

this.

The as in the subnet, the main requirement at the backbone is one of providing band-

width, and it is clear that a single LAN segment cannot go very far in that direction.

Consider, for example, the Stanford Campus Network, where (December 1994) there are on

the order of 20,000 hosts. If 10% of these hosts are sending 1.5 Mb/s video to destinations

outside their subnetworks, an aggregate bandwidth of 3 Gb/s is required in the backbone.

The trend today in providing this kind of bandwidth is through switches - the so-called

collapsed backbone. These can be either large switching hubs or the new ATM switches [5].
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1.3 State of the Art in the Network Layer

The primary function of the network infrastructure is to provide connectivity between the

hosts. If the source and the destination are in the same subnetwork, no network layer

functionality is needed - the packets are routed transparently based on the MAC address.

If the subnetwork is made out of bridged segments (which, in the most general case, might

be organized in a mesh topology), the bridges use the IEEE 802.1 protocol [8] to learn the

topology and compute a single spanning tree for this topology. All the tra�c is then routed

over this spanning tree; links not in the spanning tree are kept in backup state, to be used

only if a link in the spanning tree fails.

This scheme is clearly not scalable (because of the 
at address space), and does not make

full use of the available bandwidth in the infrastructure. Therefore, when interconnecting

subnetworks via the campus backbone, or multiple campus backbones via the WAN, more

functionality is needed. In particular, it desirable to utilize di�erent sink trees1 for di�erent

nodes. This service is provided by the network layer, using Routers.

Routers must, then, be able to forward packets they receive to their appropriate desti-

nations. To do so, they must be able to somehow �nd the path from their location to all

possible destinations, and forward the packets they receive to the correct output link. In case

of a multicast packet, the routers are also responsible for replicating the packet as needed,

so the data can reach all the intended destinations. A good way to route the packets is using

the Shortest Path to the destination. One important property of the shortest path is that

if the shortest path from node A to node B is via node C, then the path used from C to B

is the shortest path between these two nodes. Due to this property, a router does not need

to care about the sources of the packets it receives - it just needs to forward these packets

through the shortest paths from its location to their destinations, regardless of where they

came from.

In the shortest path computation, a numeric label is assigned to each link in the network,

and the length of the path is the sum of the labels of the links in the path; the algorithm

minimizes this length. In general, the link labels are statically con�gured by the network

1A sink tree for a given node is the tree formed by the paths from all nodes that that given node.
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administrator. A common practice is to assign the value of \1" to all labels, which leads to

routes with a minimum number of hops. For networks where there are di�erent link data

rates, the practice is to assign the link labels to values inversely proportional to the link data

rates (e.g., a value of \1" for a 100 Mb/s FDDI, a value of \10" for a 10 Mb/s Ethernet).

The following algorithms are available to compute the shortest path [9]:

Bellman-Ford: Iterates on the number of hops in the path. The network must not contain a

loop with negative length. This algorithm is well suited for distributed implementation,

and is widely used in practice due to this fact.

Dijkstra: Iterates on the path length. The network cannot have links with negative labels.

Floyd-Warshall: Iterates on the nodes in the path. As with Bellman-Ford, the network

cannot have loops with negative length. This algorithm is well-suited for computing all

the shortest paths in the network (i.e., the shortest path between every pair of nodes);

however, it is not as e�cient as the previous two when �nding the path between a

given pair of nodes.

The three algorithms above are equivalent; given the network and the source-destination pair,

they will �nd the same path (or paths of equivalent lengths, if more than one shortest-path

exist).

In a computer network, the routing algorithm has to be run in a distributed fashion by

the routers. Since routers need to exchange information with each other, a Routing Protocol

must exist to take care of this information exchange. In the most general case, the routers

will exchange information about the network topology; with this information, each router

will build a \picture" of the network topology, execute the shortest path algorithm to each

of the possible destinations, and build its Routing Table, which gives the outgoing link to be

used as a function of the requested destination. If the network topology changes, the routers

re-run the algorithm for the new topology.

The most common routing protocols used in IP (Internet Protocol) networks are RIP and

OSPF. RIP [10, 11] uses the Bellman-Ford algorithm. OSPF [12], uses Dijkstra's shortest

path algorithm; the link labels used when routing are assigned by the network administrator,
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which makes it more 
exible than RIP. Moreover, it converges faster to new routes if the

network topology changes (e.g., when a link fails). Routers provide a rudimentary support

for QoS by using the IP Type-of-Service (TOS) [13] �eld in the packet header; di�erent

routes are used for di�erent values of the TOS �eld. We present below a detailed description

of these two routing protocols.

1.3.1 The Routing Information Protocol (RIP)

The Routing Information Protocol (RIP) [10, 11] is classi�ed as an \Interior Gateway Pro-

tocol" (IGP), i.e., it is intended for use in a network administered by a single entity with

a reasonable degree of technical and administrative control - an \autonomous system". An

example of an autonomous system would be a campus network. Other protocols, known as

\Exterior Gateway Protocols" (EGP), are used to route between autonomous systems.

RIP �nds the routes using the Bellman-Ford (also known as \distance vector") shortest-

path algorithm. The protocol works as follows: each node in the network periodically adver-

tises to its neighbors the distances to all the nodes in the network using the routes it knows

about. To build its routing table, each node looks at the advertisements from its neighbors,

and for each destination it adds the advertised distance to its distance to that neighbor, and

selects the minimum over all the neighbors. It has been shown that, under fairly general

conditions, the routes converge to the shortest paths in a �nite time [9]. The link labels

are statically con�gured by the network administrator. However, since the maximum path

length is limited to 16 (to limit the time the network takes to converge to new routes if a link

goes down), the link labels are almost always set to 1, and the routes minimize the number

of hops.

A problem with this algorithm is that, if the network topology changes (due to a link

failure, for example), the protocol takes some time to recover, and during this time, routing

loops can occur. Techniques such as split horizon routing and triggered updates [10] can

be used to accelerate convergence, but cannot completely eliminate these transitory routing

loops.
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1.3.2 The Open Shortest Path First (OSPF) Protocol

The Open Shortest Path First (OSPF) protocol is also an IGP, and was introduced to

overcome some of the limitations of RIP, especially the speed of convergence when there are

changes in the network topology. In a completely static network (topology remains �xed),

both OSPF and RIP eventually will �nd the same (or equivalent) routes.

OSPF uses Dijkstra's shortest path algorithm (also known as \link state") to �nd the

routes, which requires knowledge of the global network topology to operate. In other words,

each router needs to have a \map" of the network in order to �nd the routes. To distribute

this information, the protocol makes use of \
ooding": periodically, each router sends route

updates through all its outgoing links. Upon receiving an update from another node, a

router immediately retransmits it in all its outgoing links, except the one in which it was

received. Route updates contain sequence numbers, which allow routers to discard duplicates

of the same update, as well as older updates that might still be 
oating in the network. The

update message sent by each router contains the distances to each of its neighbors. By

putting together the messages from each of the nodes in the network, a router can build a

picture of its topology. Note that, while in RIP a router sends a copy of its entire routing

table to its neighbors only, in OSPF it sends the distance to its neighbors only to the whole

network.

OSPF is a much more complex protocol than RIP, with many more features (the RIP

speci�cation [10] has only 33 pages, while the OSPF speci�cation [12] has 212). OSPF

features include:

� Faster convergence in the case of changes in the network topology.

� Support for Type-Of-Service (TOS) IP routing (multiple routes with di�erent priori-

ties).

� Link labels can be set by the network administrator to any arbitrary 8-bit value; speed

of convergence to new routes after a change in the network topology is not a function

of the link labels.

� Support for simultaneous use of multiple routes of the same length.
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1.3.3 Multicasting

The simplest ways to implement multipoint communications are to send a separate and

independent copy of the information from the source to each of the destinations, or to

broadcast it to all nodes and have them �lter the received data. These schemes are, of course,

highly ine�cient; they would make sense only if the need for multipoint communication arose

only occasionally. If larger volumes of data are involved (such as with video streams), more

e�cient ways to do multicasting are needed.

The �rst step in providing more e�cient multicasting is to make sure that: (i) at most

one copy of the message is sent on any given link in the network, and (ii) the message is sent

only to nodes that either are in the multicast group, or in the path from the source to the

members of the multicast group [14]. To accomplish that, for each multicast message, the

routers must know who the destinations are. One possibility is to list all the destinations

with each message, but this might lead to ine�ciency (because each datagram must contain

the complete list of destinations) and scalability problems. Moreover, in some scenarios,

such as TV broadcasting, the source might not even know who the destinations are. The

solution, then, is to create multicast addresses to identify the multicast groups, and give the

routers some mechanism to learn which hosts belong to each group. This way, the messages

can be addressed to this \group address".

IP multicast [15] is a mechanism to convey group membership information to the routers.

IP multicast routing is based on IP multicast addresses, or class D addresses (i.e., those with

\1110" as their high-order four bits; from 224.0.0.0 to 239.255.255.255). A multicast packet

has exactly the same format as a unicast packet; the only di�erence is the use of a multicast

destination address. Multicast routers are required to know, for each multicast address in

use, the locations of the current group members. The protocol used to \discover" the group

members is called IGMP (Internet Group Management Protocol).

The basic operation of the IGMP protocol is:

� When a host decides to join a multicast group, it sends an IGMP \Host Membership

Report" packet destined to the group address it wants to join. The router(s) directly

attached to the network where the host resides listen to all multicast tra�c and learn
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that a host in that network has joined that speci�c group. From this moment on,

tra�c addressed to that speci�c group should also be forwarded to the network where

the host in question resides.

� Periodically, all the routers in the network send a \Host Membership Query" to the

\all-hosts" group (multicast address 224.0.0.1; all the multicast-capable hosts in the

network are required to join this group). Note that messages to the \all-hosts" group

are never forwarded by the routers; they stay in the local subnetwork. Strictly speaking,

the \all hosts" group means \all multicast-capable hosts in this subnetwork"; it so

happens that the same address is used in all subnetworks. Each host is expected to

answer the query with a \Host Membership Report" for all the groups it is a member.

As before, the Host Membership Report is sent to the group address and thus received

by all the members of the group in that network (but is not forwarded by the router).

To prevent an explosion of answers, each host waits a random delay before sending its

membership report. If, during this time, it receives a membership report from some

other host in the same network, it cancels its own response; it is not needed anymore

because the router already knows that there is at least one group member in that

subnetwork.

� When a host decides to leave a group, it just stops answering the membership queries

for that group. When a router no longer receives host membership responses on a

particular group address, it knows that this group does not have any more members in

that particular network, and it stops forwarding tra�c addressed to this group to it.

It should be noted that the IP multicast RFC [15] does not specify any provision to translate

names or services into multicast IP addresses, except for some \well-known" groups which

have pre-assigned static addresses.

Once the routers know the location of the members of a group, they can �nd the multicast

routes. A multicast route is a tree, whose root is at the source of the multicast, and reaching

all the members of that multicast group. Currently, this tree is found by merging the unicast

routes from the source to each of the destinations; as indicated above, these routes are found

using shortest-path algorithms.
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A multicast extension of the OSPF protocol, known as MOSPF (Multicast OSPF) [16],

has been developed and is available in several commercial routers. In addition to the tradi-

tional IP unicast routing functions, MOSPF is responsible for communicating group mem-

bership information between routers. As with the unicast version (OSPF), the routes are

found using Dijkstra's shortest-path algorithm, and then merged into the multicast tree.

1.4 Routing Multimedia Information

As we have seen in the previous section, routing in traditional data networks is done from

a topological point of view, without taking into account the source requirements. The path

is found using the shortest path algorithm, and the link labels which de�ne the \length" of

the path are statically con�gured by the network administrator, and are usually inversely

proportional to the link data rates. In this section, we examine what is needed to satisfy the

new multimedia requirements, indicate what has been done so far, and delimit the scope of

this thesis.

1.4.1 The Bandwidth Requirement

A multimedia stream is a continuous 
ow of information (i.e., video frames or audio samples)

that has to be delivered in a timely fashion. Some video/audio encoders produce constant

bit-rate streams; others produce variable bit rate streams. However, even variable bit-rate

streams are not as bursty as data tra�c. A bandwidth requirement to support the stream

can be de�ned both for constant and for variable bit rate streams. For constant bit-rate

streams, the bandwidth requirement is just the data rate of the stream; for variable bit-rate

streams, it is some statistical value, between the average and peak rates of the stream. This

statistical value is computed based on the stream characteristics, and on an acceptable data

loss (due to bu�er over
ows) and delay when this stream is multiplexed with other variable

bit-rate streams. To properly support the streams, the network has to:

(i) Keep track of the current allocated bandwidth in each link.
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(ii) When establishing a new stream, take into account the current network usage as the

routes are computed.

In general, this means that the network should be able to use multiple routes between

the same source and destination. If the available capacity in the shortest path has all been

used up, the network should be able to use other (longer) paths to carry the additional load.

Figure 1.3 is an example. The shortest path between nodes S and D is the direct connection

(1 hop). If all links are 10 Mb/s links, then one can have at most 6 streams of 1.5 Mb/s

between S and D. However, if the router is capable of using other (longer) routes, then 6

more streams from node S to node D can be routed through node A.

six 1.5 Mb/s streams

All links 10 Mb/s

six 1.5 Mb/s streams

DS

A

Figure 1.3: Multiple-route example

From a routing algorithm point of view, a simple modi�cation of the shortest path al-

gorithm can provide this additional functionality. Whenever an application generates a new

stream, the network should recompute the shortest path to the destination. Before doing so,

links with insu�cient free bandwidth to support that stream are temporarily pruned from

the network topology. If no path can be found, the stream is blocked. Note that this rep-

resents a change in the way routers operate. In traditional data networks, routers exchange

information about the network topology; in a network supporting multimedia tra�c, the

routers will have to exchange additional information about the current usage of the links.

Another important issue is that of applications that generate multiple-stream sessions.

One example is a video-conferencing session with P participants, where each conferee can

see the other P � 1 participants. Such a video-conference would be established with P

simultaneous multicast streams. The shortest path algorithm is unable to compute multiple
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routes simultaneously - it has to be applied to each source-destination pair, sequentially. The

problem of simultaneously routing multiple unicast streams corresponds to the well-known

multicommodity 
ow problem [17], which is solvable by linear programming. An algorithm

to route multiple multicast streams is given in this thesis.

Resource Reservation Protocols have been proposed to deal with the problem of allocating

and reserving resources. Since current routers are unable to deal with reservations, the

resource reservation protocols are, in principle, independent of routing. All they do is to take

the existing routes and reserve resources along them (typically bandwidth). This separation

between resource reservation and routing is clearly suboptimal (e.g., it does not allow for

multiple routes between a pair of nodes), but it allows early deployment and testing of

these protocols, which initially run in dedicated workstations. Eventually, as the routers

evolve, the resource reservation protocols should become an integral part of routing, and be

implemented at the routers.

Resource reservation protocols are an active research area. The two most important

protocols for resource reservation are the Internet Stream Protocol, version 2 (ST-II) [18]

and the Resource ReSerVation Protocol (RSVP) [19, 20]. These two protocols are described

below.

1.4.1.1 The Internet Stream Protocol, version 2 (ST-II)

The ST-II protocol is an extension and enhancement of the original ST protocol proposed

by Forgie [21]. It has two components: the ST Control Message Protocol (SCMP), which

is a reliable transport for the protocol messages, and the ST protocol itself, which is an

unreliable transport for the data. Figure 1.4 [18] shows the protocol relationships between

ST-II, SCMP and the IP stack.

The functions of SCMP are as follows:

� create streams;

� refuse the creation of streams;

� delete a stream in whole or in part;
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Figure 1.4: The ST-II protocol stack

� negotiate or change the stream's parameters; and

� recover from network failures by re-routing and tearing down old routes.

SCMP is a request-response protocol; reliability is provided by retransmissions after a suit-

able time-out.

The Stream Protocol (ST) is responsible for transferring user data from node to node.

To expedite processing in the nodes, ST data packets do not carry complete addressing

information: they have instead a Hop IDenti�er (HID), similar to a virtual circuit number

in a VC network, which is negotiated for each hop during the setup phase. ST includes a

priority function to allow selective discarding of data packets if congestion happens, and an

optional timestamp for each packet.

ST-II reservations originate from the source. The source sends an SCMP message with a


ow speci�cation (\
owspec"), which describes the stream requirements in terms of packet

size, data rate, etc. For some of the parameters, such as data rate, the message contains

both a desired value and a minimum value; intermediate nodes in the path can rewrite the

desired value as long as it is above the minimum. Other 
owspec parameters, such as delay,

are not really source parameters: their values are measured along the path, and the received


owspec at the destination will contain the �nal value. These value pertains to the quality of

service (QoS) of the path taken. The measurement process is as follows: the source initializes

the 
owspec �eld with the value of zero, and each intermediate node adds its delay to the

current value in the 
owspec, before forwarding it to the next node. An intermediate node
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in the path will refuse the connection if it does not have resources to provide the desired

level of service. If the destination accepts the call, it returns the �nal 
ow speci�cation to

the source, to let it know the resulting QoS and tra�c parameters. Parameters included in

the ST-II 
owspec are:

� Parameters describing the tra�c at the source:

{ Duty Factor: estimated proportion of time that the requested bandwidth is in

use;

{ Precedence: higher precedence streams are allowed to take resources previously

committed to lower precedence streams;

{ Recovery Time-out: maximum amount of time the application is willing to wait

for a system failure to be detected and corrected;

{ Minimum Bandwidth: minimum bandwidth required by the source;

� Parameters de�ning the quality of service expected by the source, which are not nego-

tiable:

{ Error Rate: bit error rate;

{ Reliability: probability that a data packet will be dropped;

{ Delay Limit: maximum end-to-end delay;

� Negotiable parameters. The source supplies the desired and minimum values for each

parameter; intermediate nodes are allowed to lower the desired value as long as it does

not become less than the minimum.

{ Protocol Data Unit (PDU) size.

{ PDU rate.

� Parameters measured along the route: in the 
owspec sent by the source, these values

are set to zero. Each node in the path will add their current estimate of the parameter

to the current value in the received 
owspec, and forward the modi�ed 
owspec.
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{ Accumulated Mean Delay.

{ Accumulated Delay Variance.

There are at least 4 operational implementations of ST-II, most notably the one at IBM

Heidelberg [22]. A working group to revise ST-II was started at the IETF Amsterdam

meeting.

1.4.1.2 The Resource ReSerVation Protocol (RSVP)

The motivation behind RSVP is to support heterogeneous receivers, with di�erent reser-

vations for the same stream. For example, consider a layered video stream, which can be

seen as a stream where multiple video qualities are available. To describe the concept of

layered video, let us assume �rst only two possible qualities: \basic" and \enhanced". In

a layered stream, packets corresponding to the basic and enhanced qualities are tagged as

such. A receiver wanting only the basic quality would drop or otherwise ignore the packets

corresponding to the enhanced quality, and decode and display only the packets correspond-

ing to the basic quality. A more capable receiver can use the packets corresponding to the

enhanced quality to improve the received image; such a receiver would process all the pack-

ets. Of course, this concept can be extended to more than two layers; the more layers a

receiver is able to retrieve and process, the better the quality. If a speci�c receiver is not

able to process all the data in the stream, that data should not be delivered to it, thus

saving in network bandwidth. Since each receiver knows its own capabilities, it is better to

have receiver-oriented reservations in this scenario. The sender noti�es the receiver(s) that

it wishes to start communication, and the receiver(s) reserve the resources. This model of

operation is also appropriate for scenarios where group membership is dynamic, i.e., receivers

can join and leave a multicast transmission in progress; the sender is not required to know

the identity of the receivers or their capabilities.

Unlike ST-II, RSVP [19] does not de�ne a 
ow speci�cation and does not have a data

transfer component; it only transfers the reservations and keeps state (i.e., remembers who

reserved what resources) at the intermediate nodes. The 
ow speci�cation itself is seen as a

block of data to be transferred when performing the reservation; RSVP only needs to be able
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to \compare" two 
ow speci�cations (to �nd which one requests more resources) and \merge"

two or more 
ow speci�cations into a \larger" one. Of course, a RSVP implementation

must have a well-de�ned 
owspec, and implementations with di�erent 
owspecs will not

interoperate. RSVP messages are sent as IP datagrams, and the routers keep \soft state",

which is refreshed by periodic reservation messages. In the absence of the refresh messages,

the routers delete the reservation after an appropriate timeout. The use of soft state in

the routers allows the use of an unreliable transport (IP) for the RSVP messages; if a

message is lost, it will be retransmitted anyway at a latter time. For a given multicast tree,

the reservation refresh messages are merged as they proceed towards the sender, to avoid

swamping it (and the upstream routers) with messages.

RSVP supports di�erent reservation styles, to further optimize the usage of network

resources. The following reservation styles have been de�ned:

Wildcard-Filter: Used when there are many senders that will communicate with a given

receiver, but not simultaneously, as, for example, in an audio conference, where only

one participant at a time can talk. A single \pipe" is created to carry the request. This

is illustrated in Figure 1.5, where senders S1 and S2 will send a 
ow of f to receiver

R; however, they cannot be active at the same time because only f is reserved from

N to R. The name \wildcard" refers to the fact that the receiver can select any of the

senders (but only one at at time).

f

f

f

N

S 1 2

R

S

Figure 1.5: Example of wildcard-�lter reservation style

Fixed-Filter: Receivers make separate reservations for di�erent senders; all senders can

be active at the same time, as, for example, in a video-conference, where a conferee
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can see all the other participants in the screen. Figure 1.6 illustrates the use of the

�xed-�lter reservation style. There, both S1 and S2 can be active at the same time,

because a reservation was made for a 
ow of 2f in the link from N to R.

f

2f

f

N

S 1 2

R

S

Figure 1.6: Example of �xed-�lter reservation style

Dynamic-Filter: Receivers specify a set of N senders, sharing a common reservation; from

this set of N senders, the receiver speci�es a subset of at most K senders (K � N)

which can use the reservation. This is shown in Figure 1.7, where only K senders out

of S1; S2; : : : ; SN can be active simultaneously, because a reservation was made for a


ow of Kf in the link from N to R.

...

ff

Kf

N

21 SS S N

R

Figure 1.7: Example of dynamic-�lter reservation style

RSVP is still being designed; �rst implementations and �eld trials are under way. Com-

parisons between ST-II and RSVP can be found in [23] and [24].
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1.4.2 The Latency Requirement

Interactive communications require that the latency between the instant the information is

generated at one end, and the instant it is delivered at the other end, to be no more than

100-200 ms. Ideally, this constraint should be taken into account when �nding the routes. In

practice, resource reservation protocols such as ST-II measure the latency after the route

has been found, and accept it or not.

In general, a link can be seen as having two independent labels: a delay label, which

depends on the propagation delay in the link and on its data rate, and a cost label, which

measures how much (in $/bit, or in $/month) that link costs to operate. If routes are

computed by the shortest path algorithm, and the link delays are used as labels in the

algorithm, the routes correspond to the minimum possible delay; if these routes do not

satisfy the latency requirements, then the requirements cannot be met. On the other hand,

by using costs as link labels, one can �nd the \cheapest" routes, but no guarantee is o�ered

on delay. What is needed is an algorithm that can �nd the cheapest routes that satisfy

a certain latency constraint; the shortest path algorithm cannot provide this functionality.

This thesis presents an algorithm that is able to compute minimum-cost routes subject to a

latency constraint, for the more general (multicast) case.

1.4.3 The Multipoint Communications Requirement

As indicated above, it is expected that multimedia applications will make extensive use of

multipoint communications. Examples are multi-party videoconferencing, TV broadcasting,

etc. Due to the high bandwidths involved, multicasting has to be as e�cient as possible.

Currently, multicast routes are computed using the shortest-path algorithm. However,

using shortest-path routes may lead to ine�cient network utilization. This is illustrated

in the routes of Figures 1.8(a) and (b). In both cases, node S wishes to send a multicast

message to nodes d1 and d2. The multicast tree shown in Figure 1.8(a) corresponds to the

shortest-path routes; notice that the maximum delay over all destinations is 3 hops (from S

to d1), but the multicast uses bandwidth in 5 links. The multicast tree in Figure 1.8(b) can

deliver the data using bandwidth in only 4 links, but the maximumdelay over all destinations
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increases to 4 hops (path from S to d2).

The example of Figure 1.8 shows that, for multicast routes, there is a tradeo� between

usage of network resources and delay (in this example, taken to be the number of hops). The

routing algorithm implemented in current routers (shortest-path) is at one of the extremes

of this tradeo�: minimum delay. Multimedia applications may specify a maximum tolerable

delay; routers should be able to optimize the usage of network resources while meeting that

delay constraint. From a routing algorithm point of view, �nding the multicast tree that

minimizes the usage of network resources corresponds to the well-known Minimum Cost

Steiner Tree problem in graphs, for which a (large) number of heuristics and algorithms have

been proposed [25]. As with the unicast case, a multicast routing algorithm which minimizes

the cost while meeting a delay constraint is needed. This thesis proposes a multicast routing

algorithm which is able to minimize any linear combination of cost and delay, while satisfying

d 2

d 11

1

1 1

1

1S

Network Utilization: 5 links
Maximum Delay: 3 hops

(a) Shortest-Path routes

d 2

d 11

1

1 1

1

1S

Maximum Delay: 4 hops
Network Utilization: 4 links

(b) Minimum network usage routes

Figure 1.8: Contrast between delay and network utilization
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a delay constraint.

1.5 Dynamic Topology Change: The WDM Network

Due to its low attenuation and very high bandwidth, �ber has become the medium of

choice for point-to-point links. By using Wavelength-Division Multiplexing, many channels

can be created in the same �ber. If the optical signal from the various optical transmitters

in the network is combined, and made available to the optical receivers, and if the optical

transmitters and/or receivers are tunable, it is possible to build a network where point-

to-point links can be dynamically created between nodes. In such a network, the routing

algorithm has an additional degree of freedom: it can modify the network topology, as well

as choose the routes. In other words, the routing algorithm is now allowed to actively change

the network topology as a function of the tra�c requirements.

Previous work in this �eld has focused in the following two extremes:

� Very fast recon�guration: transceivers are tuned in essentially zero time, and commu-

nication is always single hop. This can be di�cult to implement in practice, due to

the need of very high-speed synchronization or some multiple-access scheme to resolve

contention for the optical channel.

� Very slow recon�guration: the network is recon�gured infrequently, in response to

long-term changes in the tra�c trends. Computing the optimum topology from the

average tra�c matrix becomes similar to traditional topological network design. Since

optical devices can be tuned in the microsecond time range, this mode of operation

does not make full use of the capabilities of the optical network.

In this thesis, we consider the problem of routing multimedia streams in a WDM network,

where the tuning of transmitters and receivers happens at the stream arrival/departure time

scale. This way, the synchronization problems associated with packet-by-packet tuning are

avoided, while preserving the potential 
exibility of the WDM network.
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1.6 Outline of the Thesis

As indicated earlier in this chapter, the requirements underlying multimedia tra�c are dif-

ferent from those underlying data tra�c. The routing algorithms implemented in practice

are not designed to take into account these requirements. Moreover, there is no algorithm

available in the literature which is capable of simultaneously meeting all these requirements.

In this thesis, we devise an optimum multicast routing algorithm, capable of meeting the

requirements of bandwidth and latency for multimedia streams. Moreover, this algorithm is

capable of optimizing the usage of network resources, thus maximizing the amount of load

the network can support. The algorithm is presented in Chapter 2, where we show that the

optimum multicast stream routing problem can be formulated as a linear integer program-

ming problem. Since traditional solution methods for this problem do not scale well with

the size of the problem, we present an e�cient solution technique for this formulation, which

uses decomposition to speed-up the linear relaxation of the problem, and improved value-

�xing rules, to prune the search space for the integer solution. The speed-up due to these

techniques is also evaluated in Chapter 2, by implementing the algorithm and measuring its

run time as the various techniques are introduced.

The optimum multicast routing problem is known to be NP-complete (in fact, a simpler

version of it, the minimum Steiner Tree problem in graphs, is already NP-complete [26]).

Therefore, even with the improvements described in Chapter 2, the worst case run time of the

optimum algorithm is still exponential with the size of the problem, which limits its usage to

small networks. However, it can also be used as a benchmark against which to compare the

performance of simpler heuristic algorithms. In Chapter 3, we use the optimum multicast

routing algorithm developed in Chapter 2 to evaluate the performance of existing routing

algorithms under realistic network and tra�c scenarios. The previous work in evaluating

routing algorithms has focused in computing the cost and/or delay of a single route on

an empty network. We evaluate the performance of the algorithms in a dynamic scenario,

where multimedia sessions arrive, are routed if enough resources are available, and leave the

network after some period of time. In such a scenario, the primary performance measure of

interest is not cost or delay, but rather the session blocking probability. Special care is taken
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to ensure that the evaluation scenarios are realistic, i.e., they re
ect properties of deployed

networks. As a result of this evaluation, we are able to compare the various algorithms

under di�erent scenarios, and derive guidelines for their usage. In particular, we �nd that

the performance of the heuristic algorithms is close to the optimum if there are no latency

constraints. We also investigate the issue of how to upgrade the capacity of a network.

In Chapter 4, we consider the routing of streams in optical Wavelength-Division Multi-

plexing networks. Due to the low attenuation of �ber, it is now widely used in point-to-point

links for any distance over over 100-200 m and data rate over � 45 Mb/s. By using multiple

wavelengths in the �ber, one can create multiple channels; additionally, if the wavelengths

are properly distributed and the network nodes are �tted with tunable optical transmitters

and receivers, it is possible to build a network whose logical topology is independent from

its physical topology and can be dynamically changed as a function of tra�c. In traditional

networks, such as the ones discussed in Chapters 2 and 3, the only degree of freedom al-

lowed to the routing algorithm is the selection of paths; in a WDM network, however, an

additional degree of freedom is available: the topology itself. In Chapter 4, we extend the

linear programming formulation of Chapter 2 to WDM networks. Since the solution to this

formulation is complex, we propose simpler heuristic algorithms, both for the unicast and

for the multicast cases. The heuristic algorithms use Dijkstra's Shortest-Path algorithm to

�nd a transmitter/receiver pair to be tuned.

In Chapter 4 we also present an evaluation of the proposed heuristic algorithms. For

unicast tra�c, we �rst derive an upper bound in the performance of any algorithm, and show

that the performance of the heuristic is close to it, thus obviating the need to pursue the more

complex optimum solution. We also compare the performance of the WDM network with

that of a �xed-topology network, namely the Shu�eNet. We evaluate the performance of the

WDM network in a dynamic environment, similar to that of Chapter 3, where multimedia

sessions arrive, are routed if enough resources are available, stay in the network for some time,

and terminate. We compare the performance of the WDM network to that of a centralized

switch of equivalent complexity, and show that under certain conditions, the WDM network

can outperform the centralized switch.

A WDM network can have either tunable transmitters or tunable receivers (or both). If
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the receivers are not tunable, physical communication has to be one-to-one; if two trans-

mitters tune to the same wavelength, their signals collide; the receiver might be able to

receive the signal from the transmitter with higher power, or it might not be able to receive

at all. However, if the receivers are tunable, multiple receivers can be tuned to the same

wavelength, creating a physical multicast group. Multicast tra�c might potentially be able

to make use of this additional degree of freedom. The heuristic routing algorithms proposed

by us can make use of this property, if it is available. Therefore, when evaluating the perfor-

mance of the WDM network under multicast tra�c, we consider both WDM networks with

tunable transmitters and WDM networks with tunable receivers. The evaluation is done

under the same dynamic tra�c scenario as in Chapter 3, and we are able to compare the

various heuristic routing algorithms in the basis of their blocking probabilities. In particular,

we �nd that the use of physical multicasting can degrade the performance of the network,

if not correctly used. More speci�cally, there should be at least one receiver tuned to each

optical transmitter in the network; a network with equal number of optical transmitters and

receivers should not use physical multicasting.

Finally, in Chapter 5, we present our conclusions and list areas of possible future work.
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Chapter 2

Optimum Routing of Multicast

Streams

2.1 Introduction

In Chapter 1, we determined the need for new routing algorithms able to take into ac-

count the requirements of multimedia tra�c. Moreover, due to the large amounts of data

involved, the new routing algorithms must be e�cient in allocating the network resources.

The requirements for the routing algorithm are:

1. It should take into account the stream bandwidth requirements when �nding the routes.

2. It should be able to minimize the cost of the routes found, while meeting the latency

requirements of multimedia tra�c.

3. It should be able to route multipoint tra�c.

4. It should be able to route a session composed of multiple streams in a single pass,

globally optimizing the routes for the various streams in the session.

In this chapter, we present such an algorithm, based on integer linear programming.

We also propose an e�cient solution technique and evaluate its speed-up over traditional

methods.
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In section 2.2, we describe the network and tra�c models and give a formal problem

de�nition for the multicast stream routing problem. In section 2.3, we summarize the ex-

isting multicast routing algorithms, and in section 2.4 we present an integer programming

formulation for the optimum multicast stream routing problem. In section 2.5 we present an

e�cient solution technique, based on the branch-and-bound method, which has two parts: (i)

an extension of the decomposition procedure, to speed-up the linear relaxation of the prob-

lem, and (ii) enhanced value-�xing rules, to prune the search space for the integer solution.

This speed-up is characterized in section 2.6, where we also compare the run times of the

optimum solution with those of the heuristic solutions. Finally, in section 2.7, we summarize

our conclusions. The extension to the decomposition procedure is given in Appendix A.

2.2 The Problem Formulation

When an application requests a multicast session, the multicast routing algorithm is respon-

sible for �nding routes for each of its component streams; each route should have enough

free bandwidth to support the stream, and should not exceed its latency constraint. If there

are multiple routes that satisfy the requirements for a given stream, the routing algorithm

will choose one so as to optimize a certain objective function. In this section, we de�ne the

tra�c model and formulate the routing problem.

2.2.1 The Network Model

The network is seen as a collection of nodes, interconnected by links subject to a certain

topology. In this thesis, we consider all links to be point-to-point and directed (i.e., infor-

mation can 
ow in only one direction); later in this section we show how other kinds of

topologies (such as shared-medium and WDM networks) can be accommodated under this

assumption. Full-duplex connections between a pair of nodes correspond to two indepen-

dent links, one in each direction; this is needed because multicasts are unidirectional, and

the bandwidth is managed separately in each direction. Each link is characterized by the

following parameters:
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Capacity: Total link bandwidth, in bits/second.

Cost: Monetary cost of using the link, in $/bit. In other words, the cost of routing a stream

of r bits/second over a link costing C $/bit is rC $/second.

Delay: Each link has associated with it a certain delay D, which is the time between the

instant a bit of information becomes ready to be transmitted at the origin of the link,

and the instant it is received at the destination. The delay D has three components,

as illustrated in Figure 2.1:

� The node processing delay, DN . This is the time between the instant a packet is

received at the node, and the instant it is queued for transmission in the appro-

priate output line. For a given node, this component of the delay is a constant.

Since routing is usually hardware-assisted (it is only a table look-up), we neglect

this component of the delay.

� The queueing delay, DQ. This is the time between the instant a packet is sub-

mitted to the queue at an output link, and the instant the transmission of this

packet is completed. For traditional data applications, it is common to assume

an M=M=1 model for this queue; moreover, in general this delay is a function of

the 
ow in the link. Due to its latency constraints and its requirement for guar-

anteed bandwidth, stream tra�c has priority over data tra�c (as illustrated in

Figure 2.1). Moreover, stream tra�c arrives in a regular fashion, and the packet

sizes are usually constant (and, in any case, limited by the maximum packet size

for the network in question). Therefore, if a given stream is using packets of size

B bits and has been allocated a bandwidth of Cs, the queueing delay DQ will be

between B=C (empty link; no other streams or data using it) and B=Cs (link fully

utilized). Since DQ is bounded, for this thesis we assume that it is equal to a �xed

value, independent of the link load. This value is taken to be the upper bound

(B=Cs), since multimedia applications impose a limit on the maximum delay.

� The propagation delay, DP . This is the time between the instant a bit of infor-

mation is transmitted at the origin of the link, and the instant it is received at
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the other end. This component of the delay is equal to the physical length of the

link divided by the speed of light in that medium (typically 2/3 of the speed of

light in vacuum for �ber and coaxial cable media).

Node

Delay

D

Delay

DQ

Processing
Propagation Delay

DP

Queueing

N

Node

stream

data

higher priority

Link Capacity C

Figure 2.1: The components of the link delay

In this thesis, we consider that the link delay D is constant and independent of the


ow in the link.

Formally, a network topology with N nodes and K links is described by:

Topology Matrix: Denoted by A, is an N �K matrix where element (i; j) is 1 if node i

is the origin of link j, -1 if node i is the destination of node j, and 0 if link j is not

connected to node i.

Link Parameters Vector: Denoted byW , it is a vector with K triplets (V;C;D), where

(Vi; Ci;Di) are the capacity, cost and delay of link i.

We denote the network described by A and W by G(A;W ).

The formulation presented here can also be used to describe network topologies which

are capable of physical broadcast (shared-channel networks) or multicast. Two examples of

such networks are shown in Figures 2.2(a) (a shared-medium network, such as an Ethernet,

where a transmission from a node is heard by all other nodes, providing physical broad-

cast) and 2.2(b) (an optical network where two or more receivers can be tuned to the same

wavelength �, providing physical multicast).
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Figure 2.2: Physical multicast

The models for the networks of Figures 2.2 (a) and (b) are shown in Figure 2.3. For the

bidirectional (broadcast) case (Figure 2.3(a)), two \virtual nodes" V1 and V2 are created.

The access from the nodes to V1 and from V2 to the nodes is performed at zero cost and zero

delay. The interconnection between V1 and V2 represents the shared channel, which imposes

a limit on the capacity of the actual system. Since the capacity of the channel connecting

V1 to V2 is C, the sum of the tra�c generated by N1, N2 and N3 is limited by C, as it is in

the actual network. For the unidirectional (multicast) case (Figure 2.3(b)), only one \virtual

node" (V ) is needed, and the actual channel is represented by the link between the source

and the virtual node. The delay and cost to reach the virtual node correspond to the delay

and cost from the optical transmitter to the star. Likewise, the delay and cost from the

virtual node to the optical receivers correspond to the delay and cost from the star coupler

to the receivers.

Given a directed graph G(A;W ), we de�ne the following:
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branches with zero delay/cost and capacity C

The delay/cost of the actual link is placed in this branch
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(a) Model for the bidirectional physical broadcast
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(b) Model for the unidirectional physical multicast

Figure 2.3: Model for the physical multicast

Path: A path from node n0 to node np is a sequence of links

P = f(n0; n1); (n1; n2); : : : ; (np�1; np)g

where the source node of each link is the same as the destination node of the preceding

arc in the sequence, and n0; n1; : : : ; np are all distinct nodes.

Chain: A chain is similar to a path except that the links are not necessarily directed from

n0 towards np.
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Circuit: A circuit is a path from some node n0 to some node np plus the link (np; no); i.e.,

the circuit is a closed path.

Cycle: A cycle is closed chain.

Weakly Connected Graph: A graph where there is at least one chain between any pair

of nodes. This is what is usually known as a connected graph.

Strongly Connected Graph: A graph where there is at least one path between any pair

of nodes.

Tree: A tree is a connected graph with no cycles.

Spanning Tree: A spanning tree, de�ned with respect to some graph G, is a connected

subgraph of G with no cycles, which includes all nodes in G.

Directed Tree with root at n0: A tree in which there is a path from some node n0 (re-

ferred to as the root of the tree) to all the other nodes in the tree.

Multicast Path from node s to nodes fd1; d2; : : : ; dng: Tree formed by merging the

paths from s to d1; d2; : : : ; dn.

Cost of a Multicast Path: Sum of the costs of the links belonging to the multicast path.

Delay of a Path: Sum of the delays of the links in the path.

Delay of a Multicast Path: Maximum of the delays of the paths that compose the mul-

ticast path.

Note that for an undirected graph (i.e., a graph composed only of undirected or full-duplex

links), there is no distinction between path and chain, circuit and cycle, and strongly con-

nected/weakly connected. Moreover, any tree can be considered a directed tree with root at

any of its nodes.
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2.2.2 The Tra�c Model

Multicast streams are o�ered to the network in sessions. A session is a group of multicasts

which are logically related. One example is a video-conference, where each of the participants

can see all other conferees; if there are P participants, a video-conference session would be

composed of P multicasts, one from each of the participants to the other P � 1 conferees.

We will denote by T the number of multicasts in the session; each of these multicasts is

characterized by:

Addressing Parameters: Source si and ni destinations, denoted by fdi1; : : : ; dinig, i =

1; : : : ; T .

Bandwidth Requirement: The amount of bandwidth needed to carry the stream, in

bits/second; it will be denoted by ri, i = 1; : : : ; T .

Latency Constraint: The maximum delay acceptable between the source and any of the

destinations in this multicast; it will be denoted by Li, i = 1; : : : ; T .

2.2.3 Statement of the Problem

Formally, the multicast stream routing problem can be stated as: \Given the network and a

session composed of T multicast streams, with multicast i, i = 1; : : : ; T , being characterized

by its source si, its set of ni destinations fdi1; : : : ; dinig, its maximum delay constraint Li

and its bandwidth requirement ri, �nd a multicast path for each stream that satis�es its

bandwidth and delay constraints, while minimizing a given linear combination of the costs

and delays of the multicast paths."

2.3 Existing Routing Algorithms

As discussed in Chapter 1, current multicast routing algorithms have the following limita-

tions: (i) they are able to route only a single multicast at a time; (ii) most do not directly

take into account the bandwidth and latency constraints of the streams; and (iii) the struc-

ture of the algorithm de�nes the optimization criterion, which is either cost or delay. To
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compute the routes for a multiple-multicast session, these algorithms have to be applied

sequentially to each multicast in the session, in some order (and the routes found will be

function of the order used). For each multicast in the session, in order to take the bandwidth

requirements into account, the network topology must be temporarily pruned of the links

not having enough free bandwidth to support the stream, prior to routing it. Finally, after

the route has been computed, its delay has to be checked against the latency constraint; if

the constraint is not satis�ed, the algorithm fails.

In this section, we describe the existing routing algorithms. We do not limit ourselves to

algorithms implemented in current networks; we denote by existing not only the algorithms

implemented in operational networks, but also the algorithms available in the literature.

Given the stream requirements (source, destination(s), bandwidth, latency, etc.), the

routing algorithm is responsible for �nding a route that satis�es these requirements. An ob-

jective function is de�ned to distinguish between multiple routes satisfying the requirements;

for example, the routing algorithm might select the route with minimum delay, if multiple

routes are available.

We use the following two independent criteria to classify the existing routing algorithms;

both criteria have to do with the amount of information a routing algorithm is able to use

when �nding the routes:

� according to the number of destinations routed simultaneously:

{ Unicast routing algorithms, i.e., algorithms that can �nd a route between a source

and a single destination.

{ Multicast routing algorithms, i.e., algorithms that can �nd routes between a

source and multiple destinations.

� according to the number of streams routed simultaneously:

{ Single-stream routing algorithms, i.e., algorithms that can only route a single

stream.

{ Multiple-stream routing algorithms, i.e., algorithms that can route multiple

streams simultaneously.
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Obviously, multicast routes can be found by executing a unicast routing algorithm multiple

times, once for each destination, and merging the routes; a single-stream routing algorithm

can also be executed multiple times to route a session with multiple streams. However, a

true multicast routing algorithm can use the available knowledge of all the destinations it

has to reach to potentially �nd a \better" route. A similar observation can be made for the

multiple-stream algorithms.

2.3.1 Single-Stream Routing Algorithms

Without loss of generality, we can state that single-stream routing algorithms can always

perform routing from a topological point of view, without needing to directly take into

account the bandwidth of the stream. The reason is that bandwidth requirements can be

trivially taken into account by pruning from the network graph any link whose available

bandwidth is less than the bandwidth required by the stream. In this pruned graph, routing

can happen without regard for the bandwidth.

2.3.1.1 Unicast Routing Algorithms

The most common single-stream unicast routing algorithms are the Shortest Path Algo-

rithms. Each link is assigned a label, and the \length" of a path is the sum of the labels of

the links in the path. Given a source and a destination, the algorithm will �nd the path with

the smallest length between them. If the link labels are the link delays, the shortest path

will be the minimum-delay path. If the link labels are the monetary costs of using the links,

the shortest path will be the minimum-cost path. Three well-known algorithms to compute

the shortest path [9] are the algorithms by Bellman-Ford, Dijkstra and Floyd.

Another issue with multimedia streams is one of latency. As indicated above, interactivity

places a maximum latency constraint in the route. If the shortest path algorithm is executed

with the link delays as link labels, the path found will be the minimum-delay route; if it does

not satisfy the latency constraints, then these constraints cannot be satis�ed. On the other

hand, if one uses the link costs as labels for the shortest-path algorithm, the routes found

are minimum-cost routes, without regard for latency. Ideally, what is needed is an algorithm
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that minimizes the cost subject to a latency constraint. One way to solve this problem is

to compute the k shortest paths from the source to the destination (in cost), and, starting

with the shortest, identify the �rst one to satisfy the latency constraint. This algorithm,

however, can potentially take a long time to run (i.e., k can become very large, depending

on the network). Another alternative is to use linear programming; this problem is a special

case of the formulation presented later in this chapter.

2.3.1.2 Multicast Routing Algorithms

From an algorithmic point of view, in unicast routing there is no di�erence between min-

imizing cost or delay: in both cases, one just uses the shortest-path algorithm, with costs

or delays as link labels. However, when it comes to multicast routing, minimizing delays

and costs are problems that require di�erent algorithms, because costs and delays are com-

puted in a completely di�erent way. In other words, the delays from the source to each of

the destinations is computed independently, but the cost of a tree is an overall measure. In

Chapter 1, we presented an example of this di�erence (Figure 1.8). In this section, we discuss

in more detail the algorithms for minimum-delay and minimum-cost multicast routing.

Minimum-Delay Multicast Routing

Given a multicast tree, one can compute the delays from the source to each of the

destinations. Since interactivity requirements place an upper bound in the delay from the

source to any of the destinations, we de�ne the delay of the multicast tree to be the maximum

of the delays between the source and the destinations using that tree. The shortest-path

algorithms presented in the previous section can be used to �nd minimum-delay multicast

routes, by using the link labels as the link delays, computing the shortest path to each of the

destinations, and merging these paths to form the multicast tree. This is an exact solution

because the problem is decomposable - the delays are independent of each other. Note that

this solution achieves the minimum delay to all the destinations, not only to the farthest.

Minimum-Cost Multicast Routing

The problem of �nding the minimum-cost multicast tree given the source and the des-

tinations corresponds to the well-known Steiner Tree problem in graphs, which is known to
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be NP-complete [26]. Many exact solutions (with exponential worst-case run times) and

heuristics have been proposed to address this problem; see [25] for a comprehensive survey

of the �eld. For exact solutions, mention should be made to the elegant algorithm proposed

by Dreyfus and Wagner [27], the branch-and-bound solution by Shore et al [28], and the

linear programming formulation by Beasley [29]. The most important heuristic solutions

are the algorithms by Kou, Markowsky and Berman [30] (which we will refer to as KMB),

Rayward-Smith [31] (which we will refer to as RS) and Takahashi and Matsuyama [32] (TM).

The TM heuristics are based on Prim's minimum-cost spanning tree algorithm [9], while the

RS heuristic is based on Kruskal's minimum-cost spanning tree algorithm [9]. A detailed

description and a comparison of the KMB, TM and RS heuristics can be found in [31].

There is a di�culty in applying minimum-cost Steiner tree algorithms to multicast rout-

ing: since they are intended to solve connectivity problems, they assume undirected links.

Given a graph composed of undirected links and a subset of its nodes, the algorithm will �nd

the subgraph with lowest cost that still provides connectivity (i.e., there is at least one path

in the subgraph between any pair of nodes in the subset under consideration). Because the

links are undirected, this minimum-cost subgraph will be a tree1. However, when routing

multicast streams, there is a very well-de�ned direction of 
ow, from the source to each of

the destinations. Moreover, even if a link is physically full-duplex, the bandwidth in both

directions is managed independently, so it has to be treated as a pair of directed links.

There are heuristics speci�cally designed for directed graphs (for example, see [25, 33, 34]);

they are, however, much more complex than their undirected counterparts. An alternative

to using these heuristics for multicast routing is to modify one of the well-known undirected

heuristics to take into account the directionality of the links. While it is not clear how

this would be done to the RS heuristic, it is relatively simple to modify the KMB and TM

heuristics to operate in directed graphs. In the next section, we describe a modi�cation to

the KMB algorithm, which makes it capable of operating in directed graphs.

1If the links are directed, the solution to the minimum-cost connectivity problem is in general a forest of

trees.
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2.3.1.3 The Modi�ed KMB Algorithm

As pointed out in the previous section, the KMB minimum-cost heuristic was proposed for

undirected graphs. We describe here a modi�cation to the KMB heuristic to make it capable

of computing multicast trees in directed graphs.

We �rst introduce a trivial modi�cation to Prim's algorithm [9] to �nd a minimum-weight

directed spanning tree, and then use it to obtain the modi�ed KMB algorithm.

The Minimum Weight Directed Spanning Tree

PROBLEM: Given a directed graph G(A;W ), where the link weightsW are com-

posed only of the link costs C, and a source node s0, �nd the minimum-

cost spanning tree TM rooted at s0, composed of paths from s0 to all

other nodes.

ALGORITHM:

Step 1: Initially, the tree TM is empty. Add the node s0 to TM .

Step 2: Between all the links whose source is a node in TM and whose destination is a

node that is not in TM , select the one with the smallest cost. Add this link and

its destination node to TM .

Step 3: If all nodes in the graph have been added to TM , stop; otherwise, return to step 2.

The Modi�ed KMB Algorithm

PROBLEM: Given a directed graph G(A;W ), where the link weightsW are com-

posed only of the link costs C, a source node s and a set of n destina-

tion nodes d1; d2; : : : ; dn, �nd the minimum cost directed subtree TH,

rooted at s, and composed of paths from s to d1; d2; : : : ; dn.

ALGORITHM:

Step 1: Build an auxiliary directed graph G1 as follows: the nodes in G1 are s and

d1; d2; : : : ; dn. For every pair of nodes (ni; nj) in G1, add a directed link in G1
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from ni to nj whose cost is equal to the cost of the shortest path (in cost) in the

original graph G. Note that it is not necessary to build the links from d1; : : : ; dn

to s.

Step 2: Using the Minimum Weight Directed Spanning Tree algorithm described above,

�nd the minimum spanning tree T1 of G1 with root in s.

Step 3: Construct a subgraph G2 of G by replacing each link in T1 by its corresponding

shortest path in G.

Step 4: Find the minimum weight directed spanning tree T2 of G2 with root in s.

Step 5: Prune from T2 any leaf nodes that are not in the d1; : : : ; dn set; the resulting tree

is the minimum cost TH.

2.3.1.4 Using Single-Stream Algorithms to Route Multiple Streams

Single-stream algorithms can be applied sequentially to route a multiple-stream session. At

each step, the network topology must be pruned of the links with insu�cient free bandwidth

to carry the stream being routed. In this section, we present a formal description of the

complete algorithm, which is illustrated in Figure 2.4.

PROBLEM: Given a multicast session composed of T multicast streams, each

stream having its source, set of destinations and bandwidth and la-

tency requirements, and a network described by G(A;W ), �nd mul-

ticast paths for each of the streams satisfying their requirements, op-

timizing a certain objective function.

ALGORITHM:

Step 1: Create a vector U to hold the current usage of each link. Initially set Uj =

0; j = 1; : : : ;K. Make a list of not-yet-routed streams, initially containing all

requests in the session.

Step 2: Take one request from the list of not-yet-routed streams; let us denote it by

request i. For routing this stream, temporarily remove from the network topology
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all links in which Vj < ri + Uj ; j = 1; : : : ;K (i.e., all links that do not have

enough free bandwidth to support this multicast).

Step 3: Route this request using the topology created in step 2, using the single-request

routing algorithm (i.e., shortest path, minimum cost, etc).

Step 4: If the routing in step 3 was successful2, and if the delay of the multicast satis�es

the latency constraint, update the U vector as follows:

Uj  Uj � ri j 2 multicast path for stream i

Otherwise, if no route was found or the route found does not satisfy this multi-

cast's latency constraint, terminate; there is no solution to the routing problem.

Step 5: Remove request i from the list of not-yet-routed streams and record its route. If

all streams have been processed, terminate; routes for all the components of the

session have been found. Otherwise, return to step 2.

2.3.2 Multiple-Stream Routing Algorithms

When a number of streams have to be simultaneously routed, the bandwidth requirements

cannot be taken into account by simply pruning the network graph of the links with insu�-

cient bandwidth. Unless the available bandwidth in each link is greater or equal to the sum

of the bandwidths requested by all the streams, the problem of optimally routing N streams

cannot be divided into N single-stream routing problems - the link capacity constraints cre-

ate dependencies between the single stream routing problems. One heuristic solution is to

route the streams sequentially in a given order, at each step subtracting the bandwidth used

by the previous routes from the available link bandwidth. An optimum algorithm, however,

must consider all the streams simultaneously.

2The routing may fail if the network becomes disconnected when removing links in step 2.
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Figure 2.4: General Multicast Stream Routing Algorithm

2.3.2.1 Unicast Routing Algorithms

The problem of routing N unicast streams, each characterized by a source si, a destination

di and a bandwidth requirement ri in a network G(A;V ), while minimizing the average

path length (which can be either the average delay or the cost, depending on the link labels
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used in the optimization), corresponds to the well-known multicommodity 
ow problem. If

the link labels are independent of the 
ow in the link, the multicommodity 
ow problem

can be written as a linear programming problem, which can be solved e�ciently by de-

composition [17]. The problem of routing N streams is decomposed into N single-stream

routing subproblems, and the solution algorithm iterates between a master problem and

these subproblems until the optimum is found. Note that each of the single-stream routing

subproblems corresponds to a shortest-path problem, with link labels set iteratively by the

master problem. The shortest-path algorithms listed in section 2.3.1.1, however, cannot be

used to solve them because of the possibility of loops with negative total length; they have

to be solved by linear programming methods such as network simplex.

One important di�erence between the single- and multiple-stream routing algorithms is

that the optimum solution to the latter can involve 
ow bifurcation, i.e., the route for a given

stream might include several paths between the source and the destination, each carrying

a fraction of the 
ow. A packet-switched network can support 
ow bifurcation by sending

some of the packets generated by the source through each of the multiple routes; however,

other considerations such as re-sequencing and synchronization might impose the restriction

that all the 
ow belonging to a certain stream use a single route. In this case, a set of integer

constraints is added to the linear-programming problem, making it an integer programming

problem. Standard techniques such as the branch-and-bound method [35] can be used to

solve the integer problem.

2.3.2.2 Multicast Routing Algorithms

There are no multiple-stream multicast routing algorithms in the literature.

2.3.3 Summary of the Existing Algorithms

Table 2.1 summarizes the existing routing algorithms. Existing multicast routing algorithms

have the following shortcomings:

� There is no routing algorithm capable of simultaneously routing a number of multicast

streams.

43



Table 2.1: Summary of Existing Routing Algorithms

Unicast Multicast

Single Stream Shortest Path Shortest Path

Minimum Cost

Multiple Streams Multicommodity Flow None available

(Simplex)

� The optimization criterion, in most cases, is de�ned by the structure of the algorithm

(i.e., minimum cost, minimum delay, etc). Kumar and Ja�e [36] proposed a way of

trading o� cost and delay in a single multicast by performing a minimum-cost route,

and then replacing some of the higher-delay routes with shortest-path routes. No

algorithm, however, is able to provide a continuous tradeo� between delay and cost.

� Most algorithms do not directly take into account a latency constraint. Minimum-

delay algorithms (shortest path), in general, do not need to do that because they try

to achieve the minimum possible delay; if they cannot satisfy a latency constraint, it

is likely that it cannot be satis�ed3. On the other hand, minimum-cost algorithms

tend to produce higher delays. Kompella et al [37] proposed a variation of the KMB

heuristic which is able to �nd low-cost trees subject to a delay constraint. However,

their algorithm is applicable only to undirected graphs, and thus unsuitable for use in

a real network where the bandwidth is managed independently in both directions.

2.4 An Integer Programming Formulation for the Op-

timum Multicast Routing

In this section, we show that the multicast routing problem de�ned in section 2.2.3 can

be written as an integer programming problem, or a linear programming problem if 
ow

3For a single multicast session, if the shortest path cannot satisfy a latency constraint, it really cannot

be satis�ed; for a multiple multicast session, this is not true in general.
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bifurcation is allowed.

De�nitions:

N : Number of nodes in the network.

K : Number of (directed) links in the network.

A : N �K network topology matrix; Aij = 1 if node i is the source of link

j, Aij = �1 if node i is the destination of link j, and Aij = 0 if link j is

not connected to node i.

C : 1 �K cost vector.

D : 1 �K delay vector.

V : K � 1 available capacity vector.

T : Number of multicast streams.

si : Source node for multicast i

ni : Number of destinations for multicast i

fdikg : Set of destinations for multicast i, k = 1; : : : ; ni

ri : Bandwidth requirement for multicast i

X i : K � ni multicast routing matrix for multicast stream i. X i
jk = 1 if link

j is used in the multicast path for stream i to reach destination dik,

otherwise X i
jk = 0, k = 1; : : : ; ni.

Y i : K � 1 multicast path vector for stream i. Y i
j = 1 if link j is in the

multicast path for stream i, otherwise Y i
j = 0.

Mi : Delay for multicast request i.

Li : Latency constraint for multicast request i.

Bi : N�ni source-destination matrix for multicast stream i; Bi
jk = 1 if j = si,

Bi
jk = �1 if j = dik, and B

i
jk = 0 otherwise, k = 1; : : : ; ni.

�c : Weight of the cost in the optimization.

�d : Weight of the delay in the optimization.

The optimum routing problem can be formulated as follows:

GIVEN: A;C;D;V ; N;K; T;Bi; ri;L; �c; �d
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MINIMIZE:
TX
i=1

ri (�cCY
i + �dMi) (2:1)

WITH RESPECT TO: X i; Y i;Mi; i = 1; : : : ; T

UNDER CONSTRAINTS:

1. For every stream, there must be a path from its source to each of its destinations. This

is equivalent to writing a set of 
ow conservation equations for routing one unit of 
ow

from the source to each of the destinations:

AX i = Bi i = 1; : : : ; T ; (2:2)

2. If a link is in the path from the source to any of the destinations, then it must be

included in the multicast path.

X i
jk � Y i

j ; k = 1; : : : ; ni; j = 1; : : : ;K; i = 1; : : : ; T ; (2:3)

3. The delay for a multicast is the delay to the farthest destination:

Mi �

KX
j=1

DjX
i
jk � 0; k = 1; : : : ; ni; i = 1; : : : ; T ; (2:4)

4. There is a maximum delay constraint for each of the multicast streams:

Mi � Li; i = 1; : : : ; T ; (2:5)

5. The total 
ow through a link cannot exceed its bandwidth:

TX
i=1

riY
i
� V ; (2:6)

6. No bifurcation of stream 
ow of data; a single path is taken from the source to each

of the destinations.

X; Y are binary: (2:7)
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Constraints (2.1) to (2.6) de�ne a linear programming problem, which can be solved by

the simplex method. When constraint (2.7) is included, the problem becomes an integer

programming problem4. It should be noted that, if the session is composed only of unicast

streams and if the delay constraints are absent, this problem reduces to the traditional

multicommodity 
ow problem.

Di�erent choices of �c and �d in equation (2.1) lead to di�erent optimizations. In this

thesis, we consider the following cases:

� �d = 0; �c > 0: Cost minimization.

� �c � �d > 0: Cost minimization, with delay as a secondary objective.

� �d � �c > 0: Delay minimization, with cost as a secondary objective.

The case �c = 0; �d > 0, which would correspond to delay minimization without regard to

cost, is not considered because: (i) for a single multicast, this problem can be solved optimally

using the shortest path algorithm; and (ii) constraints (2.2) to (2.7) do not guarantee that

there will be no loops in the route5; when �c = 0, additional equations would have to be

added to the constraint set to avoid routing loops (or the �nal solution would have to be

pruned, using, for example, Prim's algorithm). Therefore, there is no advantage in using

this objective function. On the other hand, for single-multicast sessions, the multicast path

found by setting �d � �c > 0 (minimize delay, with cost as a secondary objective) will have

the same delay as a multicast path found using the shortest path algorithm. However, this

only means that the routes used in both cases to reach the farthest destination will be the

same (or have the same delay). The shortest path algorithm will also minimize the delay to

the other destinations; the integer programming solution, on the other hand, is able to make

use of the fact that the only constraint on the routes to the other destinations is that their

delay should not exceed the delay to the farthest destination to further minimize the cost of

the multicast, while still achieving the minimum delay.

4In a packet-switched network, it is conceivable that bifurcation of 
ow could be allowed. In this case,

constraint (2.7) does not apply, and the problem is no longer NP-complete.

5This is not needed when �c > 0 because the cost minimization will guarantee that loops do not exist.
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It should be noted that this integer programming formulation solves the optimum static

routing problem; in other words, given the network and the session, it will �nd the best

routes (as de�ned by the objective function) without any regard for the future sessions; the

success of the routing computation (i.e., the feasibility of the problem) is independent both of

the particular objective function used and of the costs and delays of the links. In a dynamic

scenario, where sessions arrive, are routed (or blocked), exist in the network for a certain

time (if accepted), and terminate, the routing algorithm is executed for each session arriving,

and decides whether it can be accepted or not, and if accepted, which routes to use. The

optimum routing algorithm described here takes the best decision for each session, but there

is no guarantee that the sequence of decisions is optimal in any sense. A true optimum

routing algorithm for this scenario should try to optimize also the sequence of decisions,

based on the network topology and on the tra�c statistics, which is a much more complex

problem.

2.5 Solution of the OptimumMulticast Routing Prob-

lem

In this section, we present an e�cient solution technique for the integer programming prob-

lem presented in section 2.4. The technique is based on the well-known branch-and-bound

method [35], which has two phases: (i) the linear relaxation (where the integer constraints

are relaxed, and the problem is solved as a linear problem) and (ii) the branch and bound

phase, where the values of variables with integer constraints are �xed either to zero or to

one. In this section, we present enhancements to speed-up both phases.

2.5.1 Solution to the Linear Relaxation

In this section, we provide a solution to the linear relaxation of the integer programming

problem presented in section 2.4. In this phase we disregard the integer constraints and solve

the problem de�ned by equations (2.1) to (2.6), which generally yield non-integer X i
jk.

Although the linear relaxation could be solved using the traditional simplex method, it is
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possible to apply an extension of the decomposition procedure [17] to obtain a solution more

e�ciently. In other words, it is possible to decompose the problem of routing T multicast

streams into T single-multicast routing problems. Moreover, each of the single-multicast

routing problems can be further decomposed into ni unicast routing problems, which can

be e�ciently solved by methods such as network simplex [17]. In Appendix A we show

the extension to the decomposition equations presented in [17] used in the solution of the

optimum multicast routing problem.

First Decomposition

In this section, we show the decomposition of the problem of routing T multicast streams

into T single-multicast routing subproblems. To accomplish this, we observe that equa-

tions (2.2), (2.3), (2.4) and (2.5) apply to each multicast in isolation, while equation (2.6)

is the only connection between 
ows belonging to di�erent multicasts. Rewriting those

equations, and using positive slack variables to turn inequalities into equalities, we �nd:

GENERAL CONSTRAINTS (valid for i = 1; : : : ; T ):

AX i = Bi

X i
jk � Y i

j + Z i
jk = 0; k = 1; : : : ; ni; j = 1; : : : ;K

Y i
j + SY j = 1; j = 1; : : : ;K

KX
j=1

DjX
i
jk �Mi + Siak = 0; k = 1; : : : ; ni

Mi + SLi = Li

(Z i
jk, SYj , S

i
ak and SLi

are positive slack variables)

COMPLICATING CONSTRAINTS:

TX
i=1

riY
i + S = V

Let IK denote the K �K identity matrix; we de�ne:
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Xi =

2
666666666666666666666666666666666666664

X i
1

X i
2

...

X i
ni

Y i

Mi

Zi
1

...

Zi
ni

SY

Si
a

SLi

3
777777777777777777777777777777777777775

(2:8)

Ai =

2
6666666666666666666666666666666666666666666664

A 0 � � � 0

0 A � � � 0
...

...
... 0 0 0 0 0 0

0 0 � � � A

IK 0 � � � 0 �IK

0 IK � � � 0 �IK
...

...
...

... 0 IKni 0 0 0

0 0 � � � IK �IK

0 IK 0 0 IK 0 0

D 0 � � � 0 �1

0 D � � � 0 �1
...

...
... 0

... 0 0 Ini 0

0 0 � � � D �1

0 0 1 0 0 0 1

3
7777777777777777777777777777777777777777777775

(2:9)
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Bi =

2
666666666666666666666664

Bi
1

Bi
2

...

Bi
ni

0

1

0

Li

3
777777777777777777777775

(2:10)

Ci =

�
0 ri�cC ri�d 0 0 0 0

�
(2:11)

Di =
�
0 riIK 0 0 0 0 0

�
(2:12)

We can re-write the multicast optimization problem as:

MINIMIZE:
TX
i=1

CiXi

WITH RESPECT TO:

Xi

SUBJECT TO:

AiXi = Bi

TX
i=1

DiXi + S = V

which is the same formulation as the one presented in equations (A.1), (A.2) and (A.3) in

Appendix A, with E = 0 and F = 0. The condition 0� Xi � Ui is satis�ed because X i,

Y i and Zi are binary, and Mi and Sa are limited by the maximum delay in the network.

Each of the subproblems corresponds exactly to the problem of routing a single multicast

request over an empty network, with arbitrary link weights.
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Second Decomposition

In the previous section, we showed how the general multicast problem can be decomposed

into T subproblems, each one corresponding to one multicast request, and a master problem.

In this section, we will look into these multicast subproblems in detail, and show how they

further decompose into ni unicast routing problems.

The subproblem to be solved in the �rst decomposition is:

MAXIMIZE:

(!Di � Ci)Xi + �i (2:13)

WITH RESPECT TO:

!

SUBJECT TO:

AiXi = Bi (2:14)

Introducing (2.8), (2.11) and (2.12) in the objective function (2.13), it becomes:

(!Di � Ci)Xi = ri [(! � �cC)Y i
� �dM ] (2:15)

We can now rewrite the problem de�ned by equations (2.14) and (2.15) into the format

presented in Appendix A; most of the matrices involved can be identi�ed by inspection from

equations (2.8) to (2.12):

X j =X i
j

Aj = A

Bj = Bi
j

Cj = 0
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Y =

2
64 Y i

Mi

3
75

E =

�
�ri(! � �cC) ri�d

�

Dj =

2
66666666666666666666666666666666666664

0
...

IK (position Kj)

...

0

0

0
...

Di (row niK+K+j)

...

0

0

3
77777777777777777777777777777777777775

9>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>;

niK +K + ni + 1

F =

2
666666666666666666666666664

�IK
... 0

�IK

IK 0

�1

�1

0
...

�1

0 1

3
777777777777777777777777775

9>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>;

niK +K + ni + 1
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S =

2
6666666666666664

Zi
1

...

Zi
ni

SY

Si
a

SLi

3
7777777777777775

V =

2
666666664

0niK�1

1K�1

0ni�1

Li

3
777777775

The problem can be expressed as follows:

MINIMIZE:
niX
j=1

CjX j + EY = EY (2:16)

WITH RESPECT TO:

X j;Y

SUBJECT TO:

AjX j = Bj j = 1; � � � ; ni (2.17)
niX
j=1

DjX j + FY + S = V (2.18)

Summary of the Decomposition Procedure

We have shown that the problem of routing T multicast streams can be �rst divided

into T subproblems, each one representing the routing of a single multicast request to its ni

destinations. This problem can be further decomposed into ni unicast routing problems, from

the source to each of the destinations of that stream. In other words, the original problem

of routing the T multicast streams is decomposed into
PT

i=1 ni unicast routing problems, as

illustrated in Figure 2.5. In this section we summarize the full algorithm.

The complete solution algorithm is:

54



T multicast streams

MASTER PROBLEM

Solutions Coefficients

Unicast
Routing

Unicast
Routing

CoefficientsSolutions

Unicast
Routing

Unicast
Routing

ni destinations ni destinations

Single Multicast
Routing

Single Multicast
Routing

Figure 2.5: Illustration of the decomposition algorithm

INITIALIZATION STEP:

Start with a feasible initial solution. The unicast subproblems can be initialized by just

computing the shortest path (or any path) between each source and its destinations; the

initial solutions to the multicast subproblems are directly computed from the solution to the

unicast subproblems by using equation (2.18). The initial solution to the master problem

can be found by the two-phase method [17, 35]. The revised simplex array (see equation

A.14) is then built.

MAIN STEP

� Select the entering variable according to one of the rules indicated below. If no variable

can enter, then stop - the optimum has been reached. The rules to identify the entering

variable are:

{ If !k > 0, then Sk can enter the basis, k = 1; � � � ;K

{ If ri [(! � �cC)Y i
� �dMi] + �i > 0, then the �ij corresponding to this solution

can enter the basis. The solution itself is found by applying the decomposition

principle again, as follows:
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� Select the entering variable according to the rules below. If no entering vari-

able can be found, then the solution is at hand. The entering variable is

identi�ed as follows ([! �] are the dual variables for this subproblem):

� If !k > 0, then Sk can enter the basis, k = 1; : : : ; (ni + 1)(K + 1).

� If !ni�K+k�
Pni�1

l=0 !l�K+k+ri(!k��cCk) > 0 then Y i
k
can enter the basis,

k = 1; : : : ;K.

� If !ni(K+1)+1 �
Pni

l=1 !l+niK � ri�d > 0, then Mi can enter the basis.

� If

�
!1+(j�1)K +D1!niK+K+j � � � !jK +DK!niK+K+j

�
X i

j
+ �j > 0

then the �ij corresponding to this solution can enter the basis,

j = 1; : : : ; ni. The solution can be found by using network simplex

(see [17]), by maximizing this objective function subject to AX i
j
= Bi

j
.

� For each entering variable, pivot as follows:

� If Sk enters the basis, the column to pivot is B�1

2
64 ek

0

3
75

� If Y i
k
enters the basis, the column to pivot is B�1

2
6666666666664

�ek
...

�ek

ek

0

3
7777777777775

� If Mi enters the basis, the column to pivot is B�1

2
6666666666664

0 [niK�1]

0 [K�1]

�1 [ni�1]

1 [1�1]

0 [ni�1]

3
7777777777775
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� If �ij enters, the column to pivot is B�1

2
666666666666666666666666666666666666666664

0
...

X i
j

...

0

0

0
...PK

k=1DkX
i
kj

...

0

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

ni�1

0

ej

3
777777777777777777777777777777777777777775

(the

summation appears in row niK +K + j)

� For each entering variable, pivot as follows:

{ If Sk will enter the basis, the column to pivot is B�1

2
64 ek

0

3
75

{ If �ij will enter the basis, then the column to pivot is B�1

2
64 riY

i

ei

3
75, where Y i

corresponds to the extreme point associated with �ij

2.5.2 Solution to the Integer Programming Problem

The general integer programming problem can be solved by the \branch-and-bound" method.

The solution to the linear relaxation, as described in section 2.5.1, is a necessary step to the

�nal solution. In this section, we will describe only the additions to the branch-and-bound

method to prune the search space, thus making it run faster.

A phase in the branch-and-bound method consists of setting binary variables either to

0 or to 1. We can use our knowledge of the structure of the problem to further reduce the

number of free variables in this phase [38]. The variables with integer constraints are X and
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Y ; however, if X is integer, the constraint set and the objective function will automatically

ensure that Y is also integer. Therefore, when �xing values, we can consider only the

components ofX. The following rules can be applied to reduce the number of free variables:

At initialization: Since the links leading to the source of a multicast will never carry any


ow for that multicast, one can set:

X i
jk = 0 i = 1; : : : ; T ; k = 1; : : : ; ni; j : Asij = �1

where si is the source of multicast i. By the same token, links originating frommulticast

destinations cannot be in the path to that destination:

X i
jk = 0 i = 1; : : : ; T ; j; k : Adikj = 1

When X i
kj is set to 0: This means that request i, on its way to its kth destination, will not

use link j. Denoting by N the node from which link j originates, and assuming that l

links originate from N , if N is the origin of request i (or if one of the incoming links to

N has been set to 1 as a result of previous value-�xing) and if the X i
kj corresponding

to l � 2 branches out of the remaining l � 1 branches have been �xed to 0, then the

last remaining X i
kj out of N can be set to 1.

When X i
kj is set to 1: This means that request i, on its way to its kth destination, will

use link j. Denoting by N the node from which link j originates, and assuming that

l links originate from N , the X i
kj corresponding to the remaining l � 1 links must be

all set to 0. Set also Y i
j = 1, as per equation (2.3).

Capacity Constraints: At any given step in the value-�xing process, there are some X i
jk

that have been set to 1, setting the corresponding Y i
j also to 1. This means that a

certain amount of bandwidth (given by ri) has been reserved on that link already.

Therefore, streams requiring more than the free bandwidth on that link should not use

it. Formally:

De�ne: Uj = Vj �
X

i:Y i
j is set to 1

ri j = 1; : : : ;K
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If ri > Ui, set X
i
jk = 0; k = 1; : : : ; ni; i : Y i

j is not set

Note that these rules can be applied recursively, i.e., if setting a variable to 1 implies

setting another variable to 0 (or to 1), the corresponding rule can also be invoked. Moreover,

if a con
ict arises (e.g., the rule being used calls for �xing a certain variable to 0 when it is

already �xed to 1, or vice-versa), then it is not necessary to solve the linear relaxation for

that particular case; it can be immediately marked as infeasible.

2.6 Run Time Evaluation

In this section, we give a numerical evaluation of the average run times of the algorithm

presented in this chapter, and compare them with run times for the heuristic solutions as

described in section 2.3. The algorithms were implemented in a DEC 5000/240 workstation in

C, and compiled with the highest level of optimization available. Each data point reported

in this section corresponds to computing a number of routes on an empty network, and

averaging the result. In all cases, the 95% con�dence interval was also obtained and found

to be small relatively to the measured value; it is not plotted for clarity.

The numerical evaluation is organized as follows:

Step 1: Obtain the run times for the linear relaxation of the integer programming problem

presented in section 2.4, both for the traditional simplex method and for the

decomposition shown in section 2.5.1, to characterize the improvement gained

when the original problem is decomposed into subproblems.

Step 2: Obtain the run times for the integer programming problem, with and without

the pruning rules of section 2.5.2, to characterize the speed-up when they are

employed.

Step 3: Obtain the run times for the heuristic algorithms of section 2.3 (shortest path

and minimum cost) and compare with the linear programming approach.
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2.6.1 Evaluation Scenarios

The evaluation scenarios have two components: (i) the network scenario, and (ii) the tra�c

scenario. This section describes the choices made for these two components in the evaluation.

For the network scenario, we chose the following:

Topology: A simpli�ed version of the NSFNet T3 backbone, with 12 nodes and 15 full-

duplex links, shown in Figure 2.6. We also considered topologies with 6 nodes and

8 full-duplex links (half of the size of the NSFNet), and 6 nodes and 15 full-duplex

links (a completely-connected topology), generated at random.

Link Costs: Link costs have been set to 1 for all topologies.

Link Delays: For the NSFNet, the link delays have been set equal to the propagation

delays, as indicated in Figure 2.6, where the link delays (in milliseconds) are shown

next to the links. For the 6-node topologies, the link delays were generated at random

between 0 and 18 ms, which correspond to the propagation delays if the nodes were

spread over an area roughly equivalent to that of the United States.

Link Capacities: All links are assumed to have the same capacity.

San Diego Houston Atlanta

CambridgePrincetonAnn ArborArgonneSeattle

Boulder
Urbana Arlington

4.4

4.2

9.0

3.04.22.4

1.6

10.6

14.48.2

6.0

3.6

7.4

6.8

Palo Alto

Delay = 5.8 ms

Figure 2.6: The NSFNet T3 backbone (simpli�ed)

For the tra�c scenario, we chose the following:

Number of Multicasts per Session: between 1 and 4.
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Number of Destinations: variable, although all the multicasts in a given session have the

same number of destinations.

Addressing: sources and destinations are chosen at random, uniformly between all the

nodes in the network.

Stream bandwidth: the bandwidth requirement for all streams in a given session is con-

stant. In this evaluation, for single-multicast sessions, the bandwidth is irrelevant as

long as it is less than the link capacity. For 2-multicast sessions, we set the bandwidth

requirement to 60% of the link bandwidth, and for 4-multicast sessions, to 30%. These

particular values are chosen so as to make the problem not naturally decomposable;

i.e., no single link in the network can support all the streams.

Latency Constraint: no latency constraint was imposed.

We considered the following objective functions for the optimummulticast routing algorithm:

� minimum cost (�c = 1, �d = 0 in equation (2.1)); this solution will be referred to as

\Cost" in the discussion;

� minimum cost, with delay as a secondary objective (�c � �d > 0); this solution will

be referred to as \Cost/delay"; and

� minimum delay, with cost as a secondary objective (�d� �c > 0); this will be referred

to as \Delay/cost".

Note that for single-multicast sessions, the multicast path found by the \Delay/Cost" solu-

tion will have the same delay as a multicast path found using the shortest path algorithm.

However, this only means that the routes used in both cases to reach the farthest destination

will be the same or equivalent. The shortest path algorithm will also minimize the delay to

the other destinations; the integer programming solution, on the other hand, is able to make

use of the fact that the only constraint on the routes to the other destinations is that their

delay should not exceed the delay to the farthest destination to further minimize the cost of

the multicast.

61



2.6.2 Run Time Evaluation of The Optimum Multicast Routing

Algorithm

In this section, we evaluate the speed-up gained by the use of decomposition (as compared

to the traditional simplex) and by the enhanced value-�xing rules, when computing the

optimum solution for the multicast stream routing problem.

Speed-Up due to Decomposition

The run time for the linear relaxation of the routing problem is a function of its size;

more speci�cally: (i) number of links in the topology; (ii) number of destinations in the

multicast; and (iii) number of multicasts in the session.

We applied both the traditional simplex method and the decomposition shown in sec-

tion 2.5.1 to the scenarios described in section 2.6.1; the general conclusion is that decom-

position signi�cantly reduces the time needed to compute the optimum. The di�erence in

performance is a function of the size of the problem and the objective function, going all

the way from increase in run time by a factor of 2 (observed at 6 nodes, 15 links, single

multicast, minimum cost) when using decomposition, to an improvement by a factor of 100

or more; for example, to compute the routes for a 4-multicast session in the NSFNet, each

multicast having 5 destinations, the traditional simplex method took 542 seconds, while

using decomposition the time was reduced to 4.8 seconds.

In Figure 2.7, we plot the run time as a function of the number of destinations in the

multicast, for 2-multicast sessions in the NSFNet, using the various objective functions.

For this scenario, an improvement of 10 times is observed. Figure 2.7 also shows that the

run time for the linear relaxation is largely independent of the objective function when

using decomposition. Figure 2.8 shows a case where decomposition actually increases the

computation time, namely minimizing cost in a 6-node, 15-link network for a single-session

multicast. The reason for the increase is that this is a small, strongly-connected network,

where the paths are simple to �nd; therefore, the overhead of the decomposition procedure

is not compensated by the reduction in execution time. The �gure also shows that if the

objective is minimizing delay, then the run time is reduced by using decomposition. For

sessions of more than one multicast, decomposition always reduces the run time.
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Figure 2.7: Observed run times for the NSFNet topology, 2-multicast sessions, linear relax-

ation only, 10 routes/point
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Figure 2.8: Observed run times for a 6-node, 15-link topology, 1-multicast sessions, linear

relaxation only, 200 routes/point

Speed-Up due to the Pruning of the Search Space

We evaluated the reduction in the search space of the integer problem resulting from the
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value-�xing rules described in section 2.5.2. In all cases, the linear relaxations of the original

problem were solved using decomposition. The main result is that, in general, the impact

of the value-�xing (pruning) rules is much less dramatic than the e�ect of decomposition.

Figure 2.9 shows the run times for 2-multicast sessions in the NSFNet, as a function of the

number of destinations. The �gure shows that while there is little advantage if the objective

is to minimize cost, there is a large advantage (2 to 4 times) if the objective is to minimize

delay. Similar comments can be made for the other scenarios.
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Figure 2.9: Observed run times for the NSFNet topology, 2-multicast sessions, integer prob-

lem, 100 routes/point

2.6.3 Run Times for the Heuristic Algorithms

In this section, we evaluate the run times for the minimum-cost and shortest-path algorithms,

as described in section 2.3. The general conclusion is that these algorithms run much faster

than the optimum presented in this chapter. However, when routing multiple multicast

sessions, these algorithms may indicate that the problem has no feasible solution, when in

reality it does have a solution. Of course, if a solution exists, the optimum will always

�nd it. The run times for the KMB heuristic and the shortest-path algorithm are shown
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Figure 2.10: Observed run times for the NSFNet topology, single-multicast sessions, 10

routes/point

in Figure 2.10, for single-multicast sessions over the NSFNet; the heuristics are one to two

orders of magnitude faster than the optimum.

Table 2.2: Success Probability for a 6-node, 8-link network under 2-multicast sessions

# Destinations KMB Shortest Path Optimum

2 0.95 0.95

3 0.90 0.80

4 0.75 0.70 1.0

5 0.60 0.50

Table 2.2 shows the fraction of successful routes for 2-multicast sessions, routed through a

6-node, 8-link network, for the di�erent methods. In all cases, there was at least one solution,

and the optimum algorithm always found it; however, the heuristics were not always able to

�nd the routes. For example, for 5-destination multicasts, the shortest path algorithm failed

in 50% of the cases, and the KMB heuristic failed in 40%. However, it should be stressed

that these �gures are typical of scenarios where the stream bandwidth requirements are a
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large fraction of the link bandwidth; if they are not, then the fraction of successful routes

for the heuristic algorithms is close to the optimum.

2.7 Conclusions

In this chapter, we showed that the optimum multicast routing problem for multimedia

streams can be formulated as an integer programming problem, and proposed an e�cient

solution technique. We have shown that the proposed techniques vastly reduce the run times

when compared with traditional methods. We also compared the run times of the optimum

solution with those of well-known heuristic algorithms (modi�ed to operate in the multicast

stream environment). The run time for the heuristics is one to two orders of magnitude less

than that for the optimum. However, when routing a multiple-multicast session, they might

fail to �nd any solution in some cases where a solution does exist. In the next chapter, we

present a complete evaluation of the optimum multicast routing algorithm under realistic

conditions, and compare its performance to the heuristic algorithms.

For large networks, the optimum solution presented here may not be practical; its main

use is as benchmark for other multicast routing algorithms.
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Chapter 3

Performance Evaluation of Multicast

Routing Algorithms For Multimedia

Streams

3.1 Introduction

The optimummulticast routing problem presented in the previous chapter is known to be NP-

complete; thus, the worst case run time of algorithm presented there increases exponentially

with the size of the problem. Still, one important use of the optimum algorithm is as a

benchmark for other algorithms.

In this chapter, we present a performance evaluation of routing algorithms for multicast

streams. Most of the previous work so far in performance evaluation of routing algorithms has

focused in computing the cost and/or delay of a single route in an empty network. However,

in real networks, multimedia sessions are generated, routed, stay in the network for a period

of time, and terminate. The fundamental performance measure in this case is the probability

that the session is blocked - i.e., the probability that the routing algorithm cannot �nd the

necessary resources to accept that session. This performance measure cannot be inferred from

cost and delay alone. Therefore, in this chapter, we present an evaluation of the existing

routing algorithms under this dynamic tra�c scenario, and compare them with regard to
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their blocking probability. Another important factor in the evaluation is the network scenario

- it must be \realistic". Routing algorithms should be evaluated over a large number of

network topologies. Ideally, the topologies used in the evaluation should correspond to

deployed networks; however, the sample space there is rather limited. Therefore, one needs

to use randomly-generated topologies, but care must be exercised in making sure that these

topologies have the same properties as those of existing networks. Prior to the evaluation,

we investigate what properties make a network topology \realistic" for the purposes of this

investigation, and limit the evaluation to these topologies.

As a result of the evaluation, we present a number of guidelines on the use of the routing

algorithms considered. We also provide guidelines on what is be best way to upgrade the

capacity of the network.

This chapter is organize as follows: in section 3.2, we discuss the previous work in eval-

uating multicast routing algorithms, which has been mostly limited to considering a single

multicast in an empty network, where the bandwidth constraints do not come into play. In

section 3.3, we present a performance evaluation of the optimummulticast routing algorithm

and of the existing algorithms, both from a performance point of view and a cost (measured

by the run times of the various algorithms) point of view, under realistic network and tra�c

scenarios. Finally, in section 3.4, we present our conclusions.

The algorithms evaluated in this chapter are:

Existing Algorithms: Implemented as described in Chapter 2, section 2.3. They can be

subdivided into:

� Shortest Path Algorithms: can be used with either the link delays or the link costs

as labels. In this chapter, we denote by SP/delay the shortest path algorithm

with link delays as the labels, and by SP/cost with link costs.

� Minimum Cost Algorithms: for the evaluation, we have used the KMB heuristic,

modi�ed for directed graphs as described in section 2.3. This algorithm will be

denoted by KMB.

The Optimum Multicast Routing Algorithm: As pointed out in Chapter 2, the op-

timum multicast routing algorithm is parameterized by the relative weights of the

68



multicast costs and delays in the objective function. For the evaluation, we chose the

following combinations:

� Minimum cost, which will be denoted by Optimum/cost.

� Minimum cost, with delay as a secondary objective; will be denoted by Opti-

mum/cost/delay.

� Minimum delay, with cost as a secondary objective; denoted by Optimum/de-

lay/cost.

3.2 Previous Work in Evaluating Multicast Routing

Algorithms

The algorithms described in section 2.3 have been studied in the context of multicast routing

by a number of researchers. In most cases, they studied the routing of a single multicast in

an empty network, and the performance measures were the multicast costs and delays.

Kumar and Ja�e [36] compared a number of minimum delay and minimum cost algo-

rithms when the link cost and delay weights are the same and derived analytical bounds in

cost/delay under that assumption. They also proposed a general algorithm that is able to

\trade o�" cost and delay, by initially performing a minimum cost routing, and then replac-

ing individual paths with excessive delay with the shortest path; the trade-o� is controlled

by the number of paths that are replaced. They evaluated numerically costs, delays and run

times for routing a single multicast on an empty network, using the algorithms discussed in

their paper. For the evaluation, they used both an earlier version of the NSFNet topology,

and randomly-generated topologies of di�erent sizes and node degrees1. The random topolo-

gies were generated by starting with a ring and adding links (uniformly) at random, until the

desired degree is reached. The link labels (used both for cost and delay) were set to unity

in some cases, and chosen at random between f1; 2; 3; 4g in others. Their main conclusions

were:

1Ratio between the number of links and the number of nodes.
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� In general, algorithms that minimize cost take about one order of magnitude more

time to run than algorithms that minimize delay.

� The di�erences in cost/delay between the algorithms evaluated are in the order of

30-40%.

� Results for the NSFNet and for random topologies of the same size are similar.

Waxman [39] studied the problem of dynamically adding and removing destinations on

a single multicast that had been already routed in an empty network. He studied the RS

(Rayward-Smith) and KMB heuristics, together with a dynamic algorithm he proposed to

add the routes to the new destinations joining the multicast. He used randomly-generated

network topologies that are supposed to \resemble" actual networks. The algorithm to

generate random topologies resembling actual networks proposed by Waxman is based on

the observation that, in actual networks, links are more likely to exist between nodes that are

located closely together than between nodes that are far apart. To generate the topologies,

the nodes are �rst distributed at random over a rectangular grid. For every pair of nodes

(u; v) introduce a link with probability:

P (fu; vg) = � exp

"
�d(u; v)

L�

#
(3:1)

where � and � are parameters in the range (0; 1], d(u; v) is the Euclidean distance between

u and v and L is the maximum distance between two nodes. The parameter � controls the

degree of the graph, and the parameter � the density of \short" links in relation to \long"

links. Note that this method does not guarantee that the network generated is connected; if

this property is desired, the �nal network must be checked for connectivity, and discarded if

it fails the test (Waxman makes no mention to this point in his paper). In all cases, the link

labels (costs) were set to the distance between the nodes. Waxman found that, on average,

the RS and KMB heuristics �nd solutions which are very close to the optimum minimum

cost, and the worst case cost (observed) is about 35% higher than the minimum. When the

destination set changes, if one is not allowed to re-route the existing multicast, the cost of

the new multicast (using his routing algorithm) can be up to 2-4 times the minimum in the

observed worst case.
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Doar and Leslie [40] also studied the problem of adding and removing destinations to an

existing multicast. They used Waxman's method for generating the network topology, but

scaled the link placement probability in equation (3.1) by kd=N , where N is the number

of nodes, d is the average degree of a node, and k is an experimental factor found to be

about 0.25, to keep the node degree constant as the network size is changed. They evaluated

the use of the shortest path algorithm to add the routes to the nodes that have joined the

multicast, and compared the resulting cost to the minimum cost for that multicast (obtained

by applying the KMB algorithm). They found that the di�erence in cost can be as large as

2-3 times for networks of 50 nodes.

Leung and Yum [41] proposed a number of minimum-cost heuristic algorithms, and com-

pared their performance with the RS algorithm for routing a single multicast over an empty

network. Their algorithms are applicable to directed graphs as well, although this aspect is

not explored in their paper. One of their algorithms is actually a variation on the basic TM

(Takahashi-Matsuyama) algorithm (and was also given by Chow [42]). They evaluated the

algorithms using two networks: one is an early version of the ARPANET and the other is

a single random random topology; the main conclusion is that there is very little di�erence

between the cost achieved by the heuristics and the optimum.

Chow [42] explicitly studies the case of single multicasts in directed graphs, and proposes a

minimumcost heuristic algorithm for the case where not all nodes are capable of multicasting.

He uses the exact minimumcost algorithm proposed by Dreyfus and Wagner [27] to compute

the optimum solution, and compares the cost of this solution with the cost obtained by his

heuristics. He �nds that there is very little di�erence between the costs of the optimum

solution and the heuristic solution, but the optimum takes much more time to run.

Ammar et al [43] studied the minimum cost routing under a variety of additional con-

straints using a non-linear integer programming formulation. They used a 16-node irregular

network, and reported the costs for the multicasts under various scenarios.

Kompella et al [37] studied the case of minimum-cost routing under maximum delay

constraints. They assumed both unit and random link costs, random (integer) link delays,

bidirectional links, and gave a variation of the KMB heuristic to compute a sub-optimal

solution in the case where the latency constraints belong to a discrete set of values. The

71



worst-case run time of their algorithm is exponential. They evaluated their algorithm using

random networks; the only constraint imposed in the network topology was that at least one

solution to the routing problem under consideration must exist. Their tra�c model was a

single multicast being routed over an empty network. The main results were: (i) the cost

of their heuristic is about 10% higher than the cost of the optimum solution (obtained by

exhaustive search); (ii) the cost of using the shortest path algorithm in the same scenarios

is about 70-80% higher than the optimum. These results show little dependency with the

values of the link costs.

McKinley and Liu [45] considered the problem of routing a single multicast in a network

composed of a mesh of buses, where each bus is a shared channel providing broadcast to all

nodes connected to it. They propose a number of algorithms for routing in this scenario,

and compare their costs (measured in number of buses used to establish a multicast). They

also give an exact algorithm when the topology is a regular grid.

Jiang [46] considered the problem of establishing video-conferences. A conference with P

participants is established as P multicasts, from each conferee to all other members of the

conference. He proposed variations to the KMB and RS algorithms to take into account the

link bandwidths. Links are bidirectional, with the bandwidth available in both directions.

For the evaluation, he used Waxman's algorithm to generate the network graph, and assigned

the capacities of 10, 30 and 100 Mb/s to the links at random, with probabilities 0.6, 0.3 and

0.1 respectively. He assumed that 75% of the capacity of each link was reserved for stream

tra�c, and that each stream used 3 Mb/s. He reported on the session blocking probability

for single video-conference sessions over empty networks, for several di�erent variations of

the RS and KMB heuristics.

In summary, most of the previous work in this �eld has focused on proposing and evalu-

ating the performance of minimum-cost heuristic algorithms for routing a single multicast,

usually on bidirectional graphs generated at random (see table 3.1). None of them has

evaluated the performance of the routing algorithm in a realistic scenario, where streams

are established, exist for a period of time, and terminate. In such a scenario, the blocking

probability (i.e., the probability that a session arrives and cannot be routed) is the basic

performance measure, instead of just cost or delay.
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Table 3.1: Summary of the previous work in evaluation of multicast routing algorithms

Paper Objective

Function

Direction

of Flow

Number of

Requests

Algorithms Network

Topologies

Kumar and

Ja�e [44, 36]

Cost Full-Duplex Single Steiner tree

heuristics;

Shortest Path

ARPANET;

random

Waxman [39] Cost Full-Duplex Single Minimum

Steiner tree

(KMB, RS)

Random

Ammar et al

[43]

Cost Full-Duplex Single Heuristic

based on

simplex

16-node

irregular

topology

McKinley

and Liu [45]

Cost Full-Duplex Single Extension to

KMB;

set-covering

Mesh of buses;

grid of buses

Jiang [46] Cost Full-Duplex Single

Conferences

Extensions to

KMB and RS

Random

Leung and

Yum [41]

Cost Full-Duplex Single Heuristics for

the minimum

Steiner tree

ARPANET;

single random

network

Chow [42] Cost Half-Duplex Single Optimal;

Takahashi

Matsuyama

heuristic

Speci�c

regular

topologies

Kompella et

al [37]

Cost with

Delay

Limit

Full-Duplex Single Extension to

the KMB

heuristic

Random

Doar and

Leslie [40]

Cost Full-Duplex Single Shortest-Path,

KMB

Random

3.3 Performance Evaluation of the algorithms

In this section, we present an evaluation of the various multicast routing algorithms. The

evaluation has two parts: (i) a performance evaluation, where the results of the di�erent

algorithms are compared, and (ii) a cost evaluation, where the average run times of the

algorithms are characterized with respect to the network size, and compared. We chose to

measure \cost" as average run time because it indicates how \expensive", in terms of process-
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ing time, it is to �nd a routing solution. The motivation for this choice is that, if algorithm A

�nds a solution that is 10% better than that of algorithm B but takes twice the computation

time to do it, the better solution might not be worth the added expense. An implementor

might choose the worse algorithm, because it might be more cheaply implemented.

The �rst step is to compare the cost and delay results when routing a single-multicast

session in an empty network, as it was done in much of the previous work in the area. The

purpose of this step is to compare the cost/delay characteristics of the heuristic algorithms

with the optimum, when the cost and delay of each link are independent measures.

The next step in the evaluation is determining the e�ect of the network topology; it is

our objective to evaluate the algorithms under realistic conditions. Therefore, we determine

what properties make a network \realistic". We then characterize the algorithms in a baseline

case, using the \realistic" topologies, and show how variations in this baseline case a�ect the

results. We also investigate how the performance changes as the bandwidth of the network

is upgraded, and what is the best way to increase the capacity of a network. Finally, we

characterize the cost of the di�erent algorithms, as measured by their average run times. As

in the previous chapter, we obtained the results by simulation. The 95% con�dence intervals

were also obtained and found to be small compared to the measured value.

3.3.1 The Evaluation Scenarios

The evaluation scenarios have two parts: (i) the tra�c model, and (ii) the network scenario.

In this section, we describe both parts of the scenario.

The Tra�c Model

We consider that all multicasts in a session arrive and depart simultaneously. The ses-

sion arrivals form a Poisson process, with rate �, and the session duration is exponentially

distributed, with rate �. We assume that sources and destinations are uniformly distributed

over the network, and that the set of destinations is �xed for the duration of the session

(i.e., no destinations join or leave the multicast while it is in progress). In some cases, we

consider the problem of routing a single multicast session in an empty network; this would

correspond to a very small �=�. The following kinds of sessions are considered:
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� Single-Multicast Sessions: Each session is composed of a single multicast, whose num-

ber of destinations is chosen at random, uniformly between 1 and nmax; the value of

nmax is chosen depending on the number of nodes in the network under evaluation.

� Videoconference Sessions: Each session has P multicasts and corresponds to a video-

conference with P participants. P is chosen at random between 2 and 4.

We consider that all streams in a session have the same bandwidth requirement; the exact

value depends on the particular evaluation scenario being considered. We also assume that

blocked sessions are lost, and our primary performance measure is the overall session blocking

probability. Given the tra�c characteristics, we de�ne the network capacity for a certain

blocking probability as the load (�=�) for which that blocking probability is reached.

The Network Model

The network model is characterized by the following parameters:

Size: Number of nodes (N) and links (K) in the network.

Topology: Interconnection pattern between the nodes and links. All topologies considered

in this study are composed of full-duplex links.

Link Parameters: Link costs, delays and capacities.

For this evaluation, we assume that the capacities of all links in the network are equal, and

therefore can be normalized to 1. Moreover, we set all the link costs to 1; this way, the cost

of a multicast is proportional to its usage of network resources.

For the network topology, we assume: (i) topologies drawn from existing networks, to

evaluate the performance of the algorithms under realistic scenarios; and (ii) topologies

generated at random, to test the algorithms over a broad range of topologies. For topologies

drawn from existing networks, the link delays are set to the propagation delays in the nodes.

For random topologies, the nodes are distributed at random over a rectangle, and the link

delays are set to the cartesian distance between the endpoints of the link. For this evaluation,

we consider the nodes placed in a rectangle with dimensions 15 ms by 10 ms, roughly
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equivalent to the dimensions of the United States. Additionally, we restrict our attention to

random topologies which are strongly connected2.

We consider the following kinds of random topologies:

Completely Random Topologies: Nodes are interconnected at random.

Random Topologies, Short Links: In \actual" networks, links are more likely to exist

between nodes that are \closely located" than between nodes that are \far apart". In

this kind of topology, links are more likely to connect nodes that are close.

Two-Connected Topologies: Have at least two paths between any pair of nodes. Existing

networks are usually two-connected.

The algorithms used to generate these random topologies are described in Appendix B.

3.3.2 Evaluation of Costs and Delays for a Single Multicast

In this section, we evaluate the costs and delays of the various algorithms for a single-

multicast session being routed over an empty network. This is what was done in much of

the previous work in this �eld; therefore, we limit ourselves to a single network scenario,

and perform the evaluation only to compare the cost/delay results of the optimummulticast

routing algorithm with the heuristics.

For the network scenario, we chose the simpli�ed version of the NSFNet T3 backbone

used in the previous chapter, and shown in Figure 3.1. The numbers next to the links

represent the propagation delays in milliseconds over the link. We set all the link costs to 1,

which makes the multicast cost equivalent to the usage of network bandwidth.

Figure 3.2 shows the average cost for a single multicast, in hops, as a function of the

number of destinations, for the various multicast routing algorithms. We observe that, as

expected (and reported by others), the cost obtained by the KMB algorithm is very close to

the optimum. The costs for the routes computed by the algorithms which minimize delay

are 0.5 to 1 hop higher than those of the optimum, and the di�erence increases with increasing

2A strongly connected network has at least one path between any pair of nodes.
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Figure 3.1: The NSFNet T3 backbone (simpli�ed)

number of destinations. Figure 3.3 shows the average delays as a function of the number of

destinations in the same scenario; we see that, when one compares the di�erent solutions,

the small improvement in cost of the minimum-cost algorithms over the minimum-delay

algorithms is \paid for" with a larger (in relative terms) di�erence in delay. For example,

for a 9-destination multicast, the di�erence in cost between the shortest-path and the KMB

algorithms is about 1 hop for a total cost of 9 hops, or about 11%, while the di�erence in

delay is 9 ms for a total delay of 23 ms, or 39%.

It should be stressed that the cost/delay results cannot be directly used to predict the

network performance on a dynamic environment, where sessions compete for the resources.

In general, all one can say is that \low cost" is a desirable property, because lower-cost routes

will use less network resources (if the costs are set correctly) and thus reduce the probability

that an incoming session is blocked, but at the price of a higher delay. It is still necessary

to numerically assess the e�ect of the routing algorithms in such environments, in terms

of session blocking probability and network capacity, which are the important measures of

interest.

3.3.3 E�ect of the Network Topology

One of our goals is to evaluate the algorithms under realistic network scenarios. Existing

networks are usually two-connected, and, as observed by Waxman, links are more likely to

exist between \close" nodes than between nodes that are \far apart" (i.e., they are \biased"
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Figure 3.2: Cost of the multicast as a function of the number of destinations in the NSFNet

T3 backbone, 100 routes/point

towards short links). In order to evaluate the e�ect of the kind of topology in the results,

we considered �rst the problem of routing a single multicast session in an empty network.

The evaluation scenarios were:

Network: (i) a simpli�ed version of the NSFNet T3 backbone, shown in Figure 3.1; (ii) two-

connected topologies, generated at random; (iii) random topologies, biased towards

short links; and (iv) completely random topologies. The random topologies are of the

same size as the NSFNet (12 nodes, 15 full-duplex links). All the links have the same

capacity, the node positions are generated at random in an area similar to that of the

United States, and the link delays are set proportional to the distances. All topologies

are at least strongly-connected.

Tra�c: One multicast session, composed of 5 multicasts, each with 5 destinations. The

bandwidth of each stream was generated at random, using a bimodal distribution,

with varying average.
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Experiment: Start with an empty network; for a given average stream bandwidth, try to

route the session and record the number of cases where routing was successful, as a

function of the average stream bandwidth.

Routing Algorithm: Optimum routing algorithm (the objective function is irrelevant, as

we are dealing with a single session and recording only the number of successful routes).

The results of this simulation are shown in Figure 3.4, and indicate that the performance

is much better for the two-connected networks (both existing - NSFNet - and generated at

random). The plot also con�rms that what is important when generating a random topology

that \resembles" an actual topology is to make it two-connected, and not bias it towards

short links; the performance of the routing algorithm in the NSFNet and in the random

two-connected networks is essentially the same. Two-connected networks have higher per-

formance due to the larger number of independent paths; networks that do not have this

property will have a link that, if congested, \divides" the network into two disconnected sub-

networks, causing all subsequent sessions with members in both subnetworks to be blocked.
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Figure 3.4: Fraction of successful routes for di�erent kinds of topologies, using the optimum

routing algorithm, 200 routes/point

In this kind of network, the performance is essentially dictated by the network itself, not

by the particular routing algorithm used; our simulations have con�rmed this observation.

It is interesting to note that Kumar and Ja�e [36] evaluated the cost and delay of several

multicast routing algorithms, using both an early version of the ARPANET (a precursor of

the NSFNet) and random topologies with the same number of nodes, and seem surprised to

�nd that, for a given routing algorithm, the performance was essentially the same in both

scenarios. The ARPANET was designed to be two-connected for reliability purposes; the

algorithm used by Kumar and Ja�e to generate the random topologies, described in [44],

also generates two connected networks by construction, since it starts with a ring. Our result

explains their observation; random topologies and existing topologies of the same size will

yield similar results provided that they are two-connected; otherwise, the results will be very

di�erent, as indicated by Figure 3.4.

To con�rm these results in a more general dynamic environment, where sessions come

and go, we generated at random ten topologies, all with 12 nodes and 15 full-duplex links,

which are shown in Figure 3.5. Half of the topologies were completely random (topologies 1
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Figure 3.5: Random network topologies used in the evaluation

to 5), and the other half (6 to 10) was composed of two-connected topologies. We obtained

the blocking probability in each of the networks, for each of the algorithms. We also repeated

the same process for the NSFNet T3 backbone (also with 12 nodes and 15 links), shown in

Figure 3.1. The tra�c was composed of single-multicast sessions, with a random number of

destinations between 1 and 10 and exponential duration and interarrival times. The session

blocking probability results for each of the topologies, using the Optimum/cost routing

algorithm, are shown in Figure 3.6; similar results were observed for the other algorithms.

The main observation is that the blocking probability is much higher in the completely

random topologies, and con�rms our conclusions from the single-session evaluation.

In the remainder of this chapter, we consider only two-connected networks.

3.3.4 The Baseline Case

In this section, we present a baseline case, and characterize its performance. We then discuss

how the results change as the tra�c scenario changes from the baseline case. The baseline

case corresponds to two-connected topologies, with 12 nodes and 15 links (same size as

the NSFNet). Tra�c is composed of single-multicast sessions, with a random number of

destinations between 1 and 10. The sessions arrive according to a Poisson process, and stay

in the network for an exponential amount of time. Each stream requires 10% of the link
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Figure 3.6: Blocking probability in random topologies and two-connected topologies, 5,000

routes/point

bandwidth and there is no latency constraint.

In Figure 3.7 we plot the overall blocking probability, averaged over a large number of

two-connected topologies, as a function of the o�ered load (�=�), for all algorithms. The

�gure indicates that, as expected, the blocking probability for the cost-based algorithms (Op-

timum/cost, Optimum/cost/delay, KMB) is lower than that for the delay-based algorithms

(Optimum/delay, SP/cost, SP/delay). At 1% blocking, the network capacity for this tra�c

scenario is about 17 for the cost-based algorithms, and 13 for the delay-based algorithms.

At 10% blocking, the values are 25 and 22 respectively. We repeated the same runs for the

NSFNet T3 backbone and found similar results (with a more marked di�erence between the

two groups of algorithms). The results for the NSFNet are shown in Figure 3.8.

When multicasts with di�erent numbers of destinations co-exist in a network, we expect

that the blocking probability be higher for the multicasts with higher number of destinations.

In Figure 3.9 we show the blocking probability as a function of the number of destinations, at

di�erent load values, for the Optimum/cost algorithm. Figure 3.9 shows that, for low loads,

the blocking probability is a weak function of the number of destinations. Even at high
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loads, the ratio between the blocking probability for 10-destination multicasts and unicasts

(one destination) is in the range of 2-3. The plots for the other algorithms are similar.
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3.3.5 Introducing a Delay Constraint

The objective of this set of runs was to determine the e�ect of a constraint in the blocking

probability of the various algorithms. For these runs, we chose the NSFNet T3 backbone,

under single multicast sessions, with the stream bandwidth �xed at 10%. The diameter3 of

this network in delay is 28 ms (shortest path from Seattle to Arlington).

From the delay histograms for the the runs where no delay constraint was imposed, we

observed that there were no successful routes with delay higher than 80 ms. Therefore, any

constraint equal to or higher than 80 ms would have no e�ect in the results. We imposed a

constraint of 40 ms, which is a reasonable value considering that what is being discussed here

is the component of the delay in the wide-area network; in an audio/video communication,

there are other components to be considered, such as the delays due to the encoders/decoders

and the delays in the local networks where the sources and destinations are attached [4]. In

Figure 3.10 we plot the the blocking probability as a function of the load under the 40 ms

constraint. Table 3.2 shows the fraction of the routes in the unconstrained case which would

3Maximum shortest path over all pairs of nodes.
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not satisfy the 40 ms latency requirement.
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Figure 3.10: Simulation results for the NSFNet T3 backbone, under delay-constrained tra�c,

5,000 routes/point

Table 3.2: Fraction of routes that do not satisfy the 40 ms latency in the unconstrained case

Algorithm Fraction

Optimum/cost 16%

KMB 9%

Optimum/cost/delay 2.6%

SP/cost � 0%

Optimum/delay/cost � 0%

SP/delay � 0%

Figure 3.10 indicates that, as hinted by the numbers in table 3.2, the delay-based algo-

rithms are essentially una�ected by this constraint. The optimum algorithms take the delay

constraint into account when computing the routes; they are also not a�ected because they

can usually identify alternate routes satisfying the constraint. In the case of the KMB algo-

rithm, however, there is a large e�ect since its objective is cost, not delay. Even at low loads,
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the blocking is high because the algorithm is forced to reject sessions whose routes would

exceed the latency constraint. The bigger the number of destinations in the multicast, the

larger the e�ect: while at low load the KMB algorithm is capable to accommodate almost all

unicasts under the 40 ms constraint, the blocking probability is over 20% for 10-destination

multicasts. This is illustrated in Figure 3.11, where we plot the blocking probability as a

function of the number of destinations when �=� = 5. Under that load, the blocking for all

algorithms except the KMB is zero.
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Figure 3.11: Blocking probability as a function of the number of destinations under low load,

in the presence of a delay constraint

As the delay constraint is decreased from 40 ms, the blocking probability \plateau"

observed at low loads for the KMB algorithm (see Figure 3.10) will signi�cantly increase (a

constraint of 30 ms would move it to about 30%, and 20 ms to over 70%). As the constraint is

made tighter, the optimum algorithms will tend to use the shortest paths in delay, regardless

of their objective functions. Of course, if the constraint is set to a value lower than the

network diameter, the blocking will be high for all algorithms.
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3.3.6 Upgrading the Network

In this session, we consider the problem of adding bandwidth to the network. We consider

networks with a �xed number of nodes and a �xed session arrival rate, and increase the

network capacity by adding links to it, and observing the corresponding decrease in the

blocking probability.

Figure 3.12 shows the blocking probability for two-connected 6-node networks, when the

number of full-duplex links varies from 6 (ring topology) to 15 (fully-connected topology).

The �gure indicates that the blocking probabilities for the cost-based algorithms (Opti-

mum/cost, Optimum/cost/delay and KMB) are lower than those for the delay-based algo-

rithms (SP/delay, SP/cost and Optimum/delay/cost). The curve representing the relation

between the blocking probability and the number of links is concave, and has two distinct

regions: (i) the high-blocking region, where an increase in the number of links results in an

essentially linear decrease in blocking probability, and (ii) a low-blocking region, where the

network is capable of carrying almost all the o�ered tra�c, and addition of links has little

e�ect.
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Figures 3.13 and 3.14 show the blocking probability for 12-node networks, with varying

number of links (the NSFNet corresponds to the point where K = 15 in the plots). The plot

in Figure 3.13 shows the blocking probability when the number of destinations is uniformly

distributed between 1 and 4, and the plot in Figure 3.14 shows the blocking probability when

the number of destinations is between 1 and 10. Both curves show the high-blocking region,

where an increase in the number of links produces an approximately linear decrease in the

blocking probability. Additionally, Figure 3.13 shows the low-blocking region.
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Figure 3.13: 12-node networks, varying number of links, constant session arrival rate; number

of destinations between 1 and 4 (10,000 routes/point)

Figure 3.15 shows the blocking probability for a large (50-node) network, when the num-

ber of full-duplex links varies from 50 to 300. In this case, we considered only the heuristic

algorithms as the run time for the optimum would be extremely large. Again, we see a small

advantage for the cost-based algorithm (KMB) over the delay-based ones.

Finally, we considered the following question: given a network, is it better to add band-

width by adding links (as done in the plots in Figures 3.12 to 3.15), or to increase the

bandwidth of the existing links? To answer this question, we considered again a 50-node

network, under single multicast sessions, with 50 full-duplex links. Since we focus on two-
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Figure 3.15: 50-node networks, varying number of links, constant session arrival rate; number

of destinations between 1 and 10 (15,000 routes/point)

connected networks, the topology of this network is a ring. Using the KMB algorithm to
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compute the routes, we obtained the blocking probability for the case where links are added

to the network (same as Figure 3.15), and for the case where the bandwidth of the existing

links is increased, and the topology preserved. Note that in both cases we are adding the

same amount of bandwidth to the network; what changes is where this bandwidth is added.

The results can be seen in Figure 3.16; it is clear that, from a blocking probability point

of view, when upgrading the available bandwidth in the network, it is far better to do it

by adding new links than by increasing the bandwidth of existing links. This happens be-

cause as links are added, not only the capacity increases, but the average path length in the

network decreases, further reducing the blocking probability. In practice, however, adding

additional links to a network may be more expensive than increasing the bandwidth of the

existing links.
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3.3.7 Other Scenarios

In this section, we investigate other variations of the baseline case, namely video-conferencing

sessions, non-unit cost and other bandwidth distributions for the tra�c.

Videoconferencing Sessions

We considered multiple-multicast (video-conferencing) sessions. A video conferencing

session with P participants is composed of P multicast streams, from each of the participants

to the other P � 1 conferees. The stream bandwidth was �xed at 10% of the link capacity.

The network scenarios were: (i) 12 nodes, 15 links; (ii) 6 nodes, 8 links; and (iii) 6 nodes,

12 links. The main observation, valid for all scenarios, is that there is very little di�erence in

blocking probability between all the algorithms, although the cost-based algorithms still have

a small advantage. This is due to the fact that a session is blocked if any of its components is

blocked; therefore, the blocking probability is a much \coarser" measure of performance for

multiple-multicast sessions than for single-multicast sessions. Moreover, since in the cases

evaluated the number of multicasts in the session is small and each stream requests a small

fraction of the link bandwidth, the problem is in most cases naturally decomposable (i.e.,

there is no coupling between the routes of the streams in the session) and there should

be little di�erence between the optimum solution (which takes all streams into account

simultaneously when computing routes) and the solution found by the heuristic algorithms

(which considers each stream in isolation). Note that if the stream bandwidth is a signi�cant

fraction of the link bandwidth, this is not true anymore, as shown in Chapter 2, and there

will be a large di�erence between the optimum and the heuristics. The simulation results for

the NSFNet under videoconferencing tra�c (number of participants uniformly distributed

between 2 and 4, stream bandwidth set to 10% of the link capacity) are shown in Figure 3.17.

Another observation is that, except at very low loads, the blocking probability is now

highly dependent on the number of participants in the conference for all the algorithms. For

example, under the Optimum/cost/delay algorithm, the blocking probability at �=� = 10

is about 5% for conferences with 2 participants, while it reaches 22% for conferences with 4

participants, for networks of the size of the NSFNet.
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Figure 3.17: Blocking probability for the NSFNet under videoconference tra�c (up to 4

destinations, 10% of the link bandwidth), 5,000 sessions/point

Non-Unit Costs

In this section, we investigate the e�ect of non-unit costs. We repeated the simulation

for the following three scenarios, using the NSFNet topology:

� Unit link costs;

� Link costs generated at random, uniformly between 0 and 1; and

� Link costs set to the link lengths (i.e., same values as the link delays).

The results are shown in Figure 3.18 for the Optimum/cost algorithm; the �gure indicates

that when the costs are set to 1, the blocking probability is lower than when the costs are set

proportionally to the link lengths. The reason is that when the costs are all equal, minimizing

the cost means minimizing the amount of network resources used to route the multicast, and

that should lead to a lower blocking probability. However, as indicated in Figure 3.18, this

e�ect is relatively small - in fact, using random costs, uniformly distributed, yields basically

the same results as when using unit costs.
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Figure 3.18: NSFNet, non-unit costs, 25,000 routes/point

Other Bandwidth Distributions

In the previous sections, we have assumed that all the streams require the same bandwidth

(10% of the link capacity). In an actual network, we expect to �nd a mixture of bandwidths,

corresponding to di�erent qualities of video. This mixture is likely to have more streams

at lower bandwidths (i.e., lower video qualities) than at higher bandwidths. Additionally,

the bandwidths will belong to a discrete set of values (for example, 384 kb/s, 768 kb/s and

1.984 Mb/s for H.261; 1.5 Mb/s for MPEG I; 2 to 8 Mb/s for MPEG II).

To assess the in
uence (if any) of the request bandwidth distribution in the performance

evaluation, we repeated the baseline case simulations, changing the stream bandwidth from

its previous (deterministic) value of 10% of the link bandwidth, to a discrete random variable,

assuming the values of 4.5%, 9%, 18% and 36% of the link bandwidth, with probabilities 0.3,

0.3, 0.3 and 0.1 respectively (this would correspond approximately to streams of 2 Mb/s,

4 Mb/s, 8 Mb/s and 16 Mb/s being sent over 45 Mb/s links); the average bandwidth re-

quested is 13%. We observed the same qualitative results as when the streams request 10%

of the link bandwidth. In other words, the results presented here are not sensitive to the

distribution of the stream bandwidth.
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3.3.8 Run Times for the Algorithms

In this section, we characterize the average run times for the algorithms as a function of the

network size. The algorithms were implemented in a DEC 5000/240 workstation in C, and

compiled with the highest level of optimization available. Figure 3.19 shows the average run

time for each of the algorithms, for single-multicast sessions in a 6-node network, with the

number of destinations chosen at random between 1 and 4. The �gure indicates that the

run time for the optimum algorithm is one to two orders of magnitude higher than for the

heuristics; the di�erence increases with increasing network size.
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Figure 3.19: Run times for 6-node networks, 15,000 routes/point

Figure 3.20 shows the run times for the heuristic algorithms only, for single-multicast

sessions in 50-node networks, where the number of destinations for each multicast is chosen

at random between 1 and 10. The �gure indicates that the ratio between the run times

for the KMB and Shortest-Path algorithms is essentially constant; this is to be expected,

because the KMB algorithm corresponds essentially to running the shortest path algorithm

a number of times.

One �nal observation about the run times: for the optimum routing algorithm, we ob-

served that typically the run time for successful sessions (i.e., sessions for which there is at
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Figure 3.20: Run times for 50-node networks, 15,000 routes/point

least one solution to the routing problem, given the network usage) is much shorter than the

run time when no solution exists. In other words, if there is a solution to the routing problem

as formulated in Chapter 2, then the optimum routing algorithm will in most cases �nd it

quickly; otherwise, it might take a long time to determine that no solution exists. This is

not the case for the heuristics: they take approximately the same time to route a successful

session and to give up and declare a session blocked; in fact, a blocked multiple-multicast

session might take less time to process because not all routes are computed.

The di�erence in run times could be used to speed-up the optimum routing algorithm by

imposing a time limit for �nding the solution; if no feasible solution is found when the time

limit is reached, the problem is declared infeasible. Such an algorithm is not \optimum"

anymore, because there is always a chance that it can miss a solution, or return a sub-

optimal one. We evaluated this tradeo� for our implementation of the algorithm, in the

DEC 5000/240 workstation, using both the NSFNet topology and random topologies, for

sessions with 4-5 multicasts, with 2-5 destinations. The results are shown in Figure 3.21,

where we plot the fraction of feasible solutions that would be missed due to the imposition

of a time limit, as a function of this time limit. The �gure corresponds to 2,346 feasible
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sessions, and indicates that a reasonable limit is 500 seconds; higher limits would bring

diminishing returns. With the 500-second limit, less than 0.2% of the feasible solutions are

missed. We should stress that the 500-second �gure applies only to our implementation in

a DEC 5000/240 workstation and only to networks with 12 nodes and 15 links; for slower

CPUs (or bigger networks), higher limits should be used.
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Figure 3.21: E�ect of adding a run-time limit to the optimum

3.4 Conclusions

The main conclusion of this chapter is that cost-based algorithms yield, in general, lower

blocking probabilities than delay-based algorithms, at the expense of higher delays; the

network capacity (de�ned as the load �=� for a target blocking probability) can be 1.2 to

2.0 times higher when the former are used. However, traditional minimum-cost algorithms

cannot cope with latency constraints.

We proposed an algorithm for optimum multicast routing. However, due to the large

run times (one to two orders of magnitude higher than the heuristics), its main use is as a

benchmark for heuristic algorithms (except possibly for small networks). We have found that,
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under realistic network and tra�c conditions, the routes found by the heuristic algorithms

are close to the optimum; the only exception is when there are active latency constraints. In

this case, the best performance is achieved by the optimum.

The conclusions of this chapter can be summarized as:

� For 1-connected networks, the choice of routing algorithm makes little di�erence in

performance; one might as well use the simplest routing algorithm (shortest path). This

kind of network topology should be avoided when implementing a network, because of

lower reliability and performance.

� Minimum-cost algorithms are indicated for scenarios where the lowest possible blocking

probabilities are required (for a given infrastructure), and latency constraints are not

a problem. One example would be a campus network, where the link delays are low,

and any path will satisfy the latency constraint.

� In a scenario where the latency constraint can be a problem (e.g., in a WAN environ-

ment), the options are:

{ Use shortest path algorithms, and pay a price in higher blocking probability.

{ Use the optimum routing algorithm. This is possible only for small to moderate

size networks (i.e, of the size of the NSFNet).

An area for future work would be to devise an e�cientminimum-cost routing algorithm,

which is able to satisfy a delay constraint. The work by Kompella et al [37] is a step in

the right direction, but their algorithm is applicable only to networks with bidirectional

links, which is not the case in practice.

� The best way (from a tra�c point of view) to upgrade a network under stream tra�c

is to add links and make it into a mesh, thus reducing the path length, instead of just

increasing the bandwidth of existing links. This is true both for unicast and multicast

stream tra�c.
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Chapter 4

Routing of Streams in WDM

Recon�gurable Networks

4.1 Introduction

Due to its low attenuation (less than 0.2 dB/km) and very high bandwidth, �ber has become

the medium of choice for point-to-point links at high speeds, for any distance over � 100 m

and for data rates of 45 Mb/s and up. Using Wavelength-Division Multiplexing (WDM),

many channels can be created in the same �ber. A network node equipped with a tunable

transmitter can select any of these channels for sending data, and can dynamically change

this selection. The range of wavelengths addressable depends on the technology used to

implement the tunable transmitter [47]. The optical signal from the transmitters in the

network is combined by an optical interconnection (e.g, a WDM star coupler), and made

available to a subset of the optical receivers, determined by the optical interconnection.

Optical receivers can also be tunable [47]. The interconnection pattern between nodes is

de�ned by the tuning of transmitters and receivers to speci�c wavelengths, and can be

dynamically changed. In a traditional (�xed-topology) network, given a multimedia session,

the routing algorithm is responsible for �nding routes for each of its components, satisfying

the session requirements. In a WDM network with tunable transmitters and receivers, the

routing algorithm has an additional degree of freedom: it can choose (or modify) the topology.
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In this chapter, we consider the problem of routing multimedia streams in a WDM net-

work. In section 4.2, we discuss the characteristics of the optical components used in building

a network, and describe the previous work in optical WDM networks. In section 4.3, we give

the problem formulation, and show that it can be solved exactly by linear programming.

Since the problem is NP-complete, the optimum algorithm has worst-case exponential run-

time; additionally, its implementation is complex. Therefore, in section 4.4 we give a number

of heuristic algorithms for unicast and multicast routing; these heuristic algorithms �nd sub-

optimal solutions. Evaluation of the heuristic algorithms is presented in sections 4.5, 4.6

(unicast tra�c) and 4.7 (multicast tra�c). For the unicast tra�c case, we �rst derive an

upper bound in the performance measure of interest, and show that the heuristic produces

results that are close to the upper bound, thus obviating the need for pursuing the optimum

solution. We also evaluate the performance of the WDM network in a dynamic environment,

and compare it to that of a centralized switch. For the multicast tra�c case, we compare

the various heuristics proposed under a dynamic tra�c environment. Our conclusions are

presented in section 4.8.

4.2 Optical Network Components and Con�gurations

The optical WDM network has three basic \building blocks" [48]:

� optical interconnection;

� optical transmitters; and

� optical receivers.

In this section, we describe the characteristics of each of these components, and discuss the

previous work in the area of WDM networks.

4.2.1 Optical Interconnection

The optical interconnection is responsible for mixing the light from the transmitters and

splitting (dividing) it among the receivers, irrespective of the wavelength. The most common
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optical interconnection is the WDM star, shown in �gure 4.1. The WDM star equally divides

the optical power from each of the incoming ports among the output ports. The optical signal

in each output port is a combination of the optical signals from each of the input ports, as

shown in �gure 4.1.
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Figure 4.1: The WDM star coupler

Other optical interconnections, such as trees, multiple stars, etc., are possible; they do

not necessarily divide the input power equally among all the outputs. In general, a given

output will receive the signal from a subset of the inputs [49, 50].

4.2.2 Optical Transmitters

Optical transmitters are responsible for modulating the optical signal with the user data.

There are two kinds of light sources for optical transmitters: LEDs and lasers. LEDs can only

be amplitude-modulated because of their wide spectral widths, and cannot be modulated at

very high data rates. They are unsuitable for use in a WDM network. Lasers can provide

much larger output powers than LEDs, and can be modulated at much higher data rates.

Moreover, due to the (relatively) narrow spectral width of the laser, it can be modulated not

only in amplitude, but also in frequency or in phase.

There are several ways to build tunable lasers; the choice of methods usually represents

a tradeo� between tuning speed on one side, and linewidth1 and range of frequencies that

can be addressed on the other side. Linewidth is important because, for a given modulation

format, it determines the minimum channel spacing if WDM is used to combine several

1Due the the phase noise, the laser output spectrum is not an ideal line, but has a certain spectral width;

the 3-dB spectral width is denoted by linewidth.
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channels in the same �ber. Table 4.1 [51, 52] summarizes the characteristics of several

tuning methods.

Table 4.1: Characteristics of Laser Tuning Methods

METHOD RANGE KIND LINEWIDTH SPEED

Electro-optical 7 nm discrete 60 kHz 100 �s

Acusto-optical 70 nm discrete ? 3 �s

2-section DFB 0.32 nm continuous ? < 5 ns

3.3 nm continuous 15 MHz ?

3-section DBR 8-10 nm quasi-cont. 20-100 MHz 10 �s

4.4 nm continuous 1.9 MHz 10 �s

2 nm continuous 2.5-6.5 GHz 15 ns

Another important transmitter parameter is the optical power. If the optical signal from

a transmitter is split among multiple receivers by the optical interconnection, the optical

power is one of the factors determining the number of receivers that can be reached.

4.2.3 Optical Receivers

The main component in an optical receiver is the photodiode, which converts the incoming

light into an electrical signal. The photodiode responds to the optical power of the signal; it is

largely independent of the wavelength. There are basically two kinds of optical receivers [48,

47]:

Direct Detection Receivers: The optical signal is applied directly to the photodiode.

This kind of receiver can be used only with amplitude modulation (ASK). In a WDM

system, the direct detection receiver must be preceded by an optical �lter [53], which

allows only a single wavelength to reach the photodiode. If the optical �lter is tunable,

the receiver will be tunable. Table 4.2 presents the characteristics of the various types

of tunable �lters [54].
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Table 4.2: Tunable Filter Characteristics

TYPE RANGE BW (nm) CHANNELS LOSS SPEED

Fabry-Perot 50 nm < 0:01 100s 5 dB ms

Acusto-Optics 400 nm 1 100s 5 dB �s

Electro-Optics 10 nm 1 10 5 dB ns

Active Semiconductors 1-4 nm 0.05 10 0 dB ns

Coherent Receivers: Coherent receivers mix the light from a local laser with the incoming

signal, prior to applying it to the photodiode. The local laser is kept synchronized to

the transmit laser by means of a PLL. A coherent receiver responds only to a speci�c

wavelength, de�ned by the wavelength of the local laser. The coherent receiver can be

tuned by changing the wavelength of the local laser; see table 4.1 for the characteristics

of tunable lasers. Coherent receivers are more complex than direct detection receivers.

An optical WDM receiver is characterized by the following parameters:

Sensitivity: De�ned as the minimumpower at the input of the receiver that still guarantees

a bit error probability not higher than 10�9. A more fundamental measure is the

number of photons per bit required to achieve this error probability, but this quantity

only makes sense on a limit situation where the dominant noise is the shot noise. In

general, coherent receivers have higher sensitivity than direct detection receivers.

Minimum Channel Separation: Minimumseparation, in wavelength, between the center

frequencies of two distinct channels. Direct detection receivers use optical �lters, which

have large passbands, resulting on large channel separations. Coherent receivers do the

�ltering in the electrical domain, which allows for the use of much sharper �lters; in this

case, the channel separation is determined by the modulation format and the combined

linewidth of the transmitter and local oscillator lasers.

Tuning Speed: Time for a receiver to switch from one wavelength to another. Coherent

receivers can be tuned by adjusting their local oscillator lasers; the �gures on table 4.1

are valid for this case too. However, if the local laser must be kept in phase with the
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transmitter laser (which is required for PSK and FSK), then the total tuning time

includes also a component corresponding to the time necessary for achieving the phase

lock, which will depend on the receiver structure. The tuning times for the various

types of optical �lters are given in table 4.2

4.2.4 Optical Network Con�gurations and Operation

The basic function of a network is to transport the data generated by the users and deliver

it to the destination, with the appropriate quality of service. The physical implementation

of the network depends on where the users are and what kind of service they expect. For

example, a single shared channel is a reasonable implementation for a local area network,

while in the wide-area it is more reasonable to implement a network with point-to-point

links, operating in a store-and-forward fashion.

We classify the previous work into two categories: Local Area Networks (LANs) andWide

Area Networks (WANs). The work in Local Area Networks is characterized by the fact that

a direct channel is established between the sender and the receiver, and communication is

single-hop. The network interconnection is usually assumed to be a WDM star. The work in

Wide Area Networks is characterized by the multi-hop communication aspect, and by a more

general optical interconnection. The Metropolitan Area Network (MAN) is an intermediate

case; some MAN schemes are multiple-hop, others are shared-channel. A comprehensive

review of the work in the �eld of WDM networks can be found in [55] and [56]. Unless

explicitly stated, all the work described in this section is theoretical. A survey of the work in

experimental WDM networks can be found in [47]. Except for IBM's RAINBOW, which will

be described in the next section, none of the experimental WDM networks has contributed

to the �eld of routing: the bulk of the work done there was in the actual implementation,

and since all these networks have a small number of nodes, routing is really not an issue for

them.

WDM Local Area Networks/Single Hop Operation

In Local Area Networks, typically there is a direct channel between the sender and the

receiver. In existing networks such as an Ethernet segment, the bandwidth of this channel is
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shared between all the nodes connected to it, and is an upper bound in the throughput of the

network. As the user tra�c increases, either the channel bandwidth must be increased, or

more channels must be provided (and switching between these channels). WDM is a way of

providing more channels, and the switching function can be implemented by having tunable

transmitters and/or receivers. The following observations can be made:

� If the receivers are tunable, the network can provide physical multicasting, by tuning

multiple receivers to the wavelength used by a given transmitter. However, there is a

coordination problem, because the switching action (tuning) happens at the receiver,

which must be somehow informed that the sender wishes to initiate the communication.

� If the transmitters are tunable, there is no sender-receiver coordination problem, be-

cause the switching action happens at the sender. However, multiple transmitters can

potentially tune to the same wavelength; this represents a collision, and the resulting

signal in general cannot be received. This problem can be dealt with by having some

sort of coordination between senders (so it does not happen) or by providing some sort

of multiple-access scheme, to recover from collisions.

Habbab et al [57] and later Mehravari [58] considered a WDM star network where the

number of distinct wavelengths is much less than the number of stations. Each station has

one tunable receiver and one tunable transmitter, and both are capable of addressing all the

wavelengths in the network. Coordination between transmitters and receivers is achieved

by reserving one wavelength for control; all idle nodes keep their receivers tuned to this

wavelength. When a node decides to transmit, it chooses one of the data wavelengths at

random and sends a packet in the control channel informing the destination of this choice.

It then tunes its transmitter to the data wavelength chosen and sends the packet. Multiple-

access schemes are used both in the control and in the data channels. The authors study

the network throughput and delay as a function of the multiple-access schemes used in the

control channel and in the data channels.

Chlamtac and Ganz [59] and later Ganz and Koren [60] considered a scenario where all

the stations are synchronized, the transmitters are �xed and the receivers are tunable. All

packets arrive aligned at the star coupler. Coordination between transmitters and receivers
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is achieved by having a common \tuning schedule", known by all nodes; the wavelengths

are used in a TDM fashion. Control algorithms and approximate analysis based on Markov

chains are presented.

The RAINBOW network [61] is a local/metropolitan area WDM network intended to

cover a diameter of 25 km, designed and implemented by IBM. It connects up to 32 IBM

PS/2's through a 32 � 32 passive star coupler and allows the computers to communicate

circuit-switched data at a rate of 300 Mb/s/node, yielding an aggregate throughput of up

to 9.6 Gb/s. The network's physical topology is the WDM star. Each computer is equipped

with its own �xed frequency optical transmitter and tunable optical receiver. The optical

transmitters utilize directly modulated distributed feedback (DFB) laser diodes. Wavelength

selection at the receiver is accomplished with a tunable �ber Fabry-Perot �lter whose cavity

spacing is varied piezoelectrically. To open a circuit, a node tunes its receiver to the des-

tination's wavelength, and starts transmitting a \request" pattern in its wavelength. Idle

receivers are continuously polling the transmit wavelengths, looking for requests. Once a

request is found, the node will keep its receiver tuned to the requestor's wavelength, and will

acknowledge in is own wavelength. Communication now can start. The time for the receiver

to identify and lock to a channel is 10 ms.

In summary, the work done in single-hop algorithms assumes that the tuning of trans-

mitters and/or receivers can be very fast, and that the network either uses a multiple-access

scheme (which is di�cult to implement e�ciently in optics) or is synchronized (which might

be di�cult to achieve at high speeds).

Wide Area Networks/Multi-Hop Operation

In a Wide-Area Network, due to its size and geographical distribution of nodes, it is not

possible (or reasonable) to have channels shared by the nodes. For example, it is reasonable

to connect all the nodes in a building in a star topology; all the �bers go to a closet where

they connect to a WDM star coupler. However, it is not reasonable to connect all the major

network nodes in a country to a single \central" star; the delay and loss in the �ber would be

unacceptable. In this latter case, a mesh topology is more indicated; communication between

neighboring nodes will happen with a minimum of delay. In a WAN, links are usually point-
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to-point, and communication happens in a store-and-forward manner. One of the �rst WDM

networks proposed, the Shu�eNet [62], was a store-and-forward network. Transmitters and

receivers were �xed, and the \links" were the WDM channels. It was no di�erent than an

interconnection of nodes using point-to-point links in a certain speci�c topology.

In [63, 64, 65, 66] it is assumed that the network recon�guration process will be performed

infrequently; during the recon�guration, the network may even be non operational. The

problem then becomes similar to a traditional topological design problem, where the tra�c

is Poisson and the tra�c matrix is known, with additional constraints introduced by the fact

that each node has a well-de�ned number of transmitters and receivers. They all consider

that the combined optical signal from all transmitters is available to all receivers. The

di�erences are in the following areas:

(i) The �ber plant: paper [63] also considers the design of the �ber plant (optical power

budget, propagation delays). Papers [64, 65, 66] do not make any additional assump-

tions about the optical interconnection.

(ii) Objective function to be optimized: in [63], the objective function is to minimize

the average delay; the authors assume a queue model for the nodes, which makes

the delay a non-linear function of the 
ow in the links. They also take into account

the propagation delays in the network. In [64], the network is assumed to operate

under de
ection routing, and the average delay is indirectly minimized by minimizing

the length of the alternate paths between sources and destinations. In [65, 66], the

objective function is to minimize the maximum 
ow over all links.

(iii) Additional constraints in the optimization: in [66] tunability restrictions are assumed,

i.e., receivers can only be tuned to a subset of the available bandwidths. The other

papers do not have additional constraints.

(iv) Solution method: in [63, 64] the objective function is non-linear, and the authors resort

to the \simulated annealing" method to search for a sub-optimal solution. In [65,

66] the authors present an heuristic algorithm which divides the problem into two

subproblems - the wavelength assignment subproblem and the routing subproblem,
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which are solved by linear programming.

Summary of Previous Work

In summary, the previous work in the �eld of WDM networks can be classi�ed into single-

hop routing (appropriate for LANs, and maybe MANs) and multi-hop routing (appropriate

for MANs/WANs). For single-hop routing, one has to assume either a multiple-access scheme

or synchronization between nodes; both are di�cult to e�ciently implement in practice. For

multi-hop routing, it has been assumed that tuning of the transmitters and receivers happens

over a very long time scale; the topology of the network does not change often, and when it

does, it is in response to changes in the tra�c matrix. The problem then becomes similar

to the traditional topological design problem, with some additional constraints (i.e., the

number of links leading to a node must be equal to the number of receivers in that node,

and similarly for transmitters).

Restricting the WDM network to single-hop operation (tuning in a packet-by-packet

basis) has practical implementation problems, and if the tuning is not fast enough, streams

cannot be supported in this environment. The other extreme (recon�guring the network only

when the long-term tra�c trends change) does not make use of the full switching potential

of the WDM network. When dealing with streams, it is possible to recon�gure the network

when requests arrive, and when streams terminate. Conceptually, this is similar to the

long-term recon�guration, but the change in tra�c trends are actual stream arrivals and

terminations.

4.3 Problem Formulation

In this section, we de�ne the problem of routing streams in a WDM network. We start with

the tra�c model, which is the same as in Chapter 2, and then describe the assumptions we

make about the optical network. We then give the problem formulation in precise mathemat-

ical terms, and show how it can be transformed into an integer linear programming problem.

The approach taken is to present a sequence of linear programming formulations, starting

from the simplest (unicast tra�c, unit link labels, no latency constraints) and reaching the
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most general case.

4.3.1 The Tra�c Model

For the tra�c, we assume that user's requests come in sessions. A session is a group of

streams that are logically related. We will denote by T the number of streams in the session.

Stream i, i = 1; : : : ; T , is characterized by its source si, its ni destinations di1; di2; : : : ; dini ,

its bandwidth requirement ri and its maximum latency constraint Di. We assume that all

the streams in the session arrive and depart simultaneously, the session arrival process is a

Poisson process with rate �, and the session duration is exponentially distributed with rate

�.

4.3.2 Network Assumptions

In this chapter, we assume that the network operates in a store-and-forward, multi-hop

operation, but the recon�guration of the network happens in a stream-by-stream basis,

creating paths as the streams arrive, and removing them after they terminate. As done in

the previous chapters, bandwidth in the links can be shared in a TDM fashion.

We make the following assumptions about the network, which is depicted in Figure 4.2:

� There are N nodes in the network; node i, i = 1; : : : ; N is equipped with Si optical

transmitters and Pi optical receivers.

� The optical interconnection is such that all receivers have access to the light signal from

all transmitters. No other assumptions are made about it. This assumption simpli�es

the formulation of the problem, but limits the results to the LAN/MAN environment.

� The number of distinct wavelengths, denoted by W , is larger than the number of

transmitters/receivers in the network. Due to the large available in the �ber, this is a

reasonable assumption.

� At any time, only one transmitter can be tuned to a given wavelength. We do not con-

sider multiple-access operation (i.e., many transmitters tuned to the same wavelength),

because this is di�cult to implement e�ciently in optics.
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� Any given transmitter can be connected to any given receiver - there are no tunabil-

ity restrictions. Current technology allows the implementation of transmitters and

receivers that are tunable over wide ranges, making this a reasonable assumption.

� Usually, Si and Pi are much less than N . Therefore, each node will have direct con-

nectivity to a (typically small) subset of nodes.

wavelengthsW

1 transmittersS

transmittersS2

SN transmitters NP receivers

receivers2P

1 receiversP

+

+

+
INTERCONNECTION

OPTICAL

NODE

1

NODE

2

NODE

N

NODE

1

NODE

2

NODE

N 

Figure 4.2: The WDM Network

4.3.3 Statement of the Problem

The problem under consideration can be stated as: \Given a session with T streams, each

stream being characterized by its source, destinations, latency constraint and bandwidth re-

quirement, �nd the logical network topology and routes that satisfy the stream requirements,

while optimizing a given objective function."

A solution to the recon�guration/routing process is composed of two parts: (i) the wave-

length assignment, which de�nes which transmitters are connected (tuned) to which receivers

(and thus de�nes the network topology), and (ii) the assignment of routes given the wave-

length assignment. If multiple solutions exist for a recon�guration/routing problem, the
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objective function is the criterion used to select the \best" one. As done in Chapter 2, the

objective function is chosen to be a linear combination of costs and delays.

4.3.4 First Formulation: The Unicast Routing Problem

In this section, we present the mathematical formulation for the optimum recon�guration

and routing problem in its simplest case. To write this formulation, we make the following

additional assumptions:

� There are no latency constraints.

� All the streams are unicast.

� The total number of transmitters in the network (
PN

i=1 Si) is equal to the total number

of receivers in the network (
PN

i=1 Pi) and will be denoted by K. This is a reasonable

assumption under unicast tra�c because all communications is one-to-one; \extra"

transmitters or receivers will remain unused and thus can be ignored.

� No physical multicast is allowed, i.e., there is at most one receiver and one transmitter

per wavelength. Under this assumption, it does not matter which element (i.e., the

transmitter or the receiver) is tunable.

� Link costs and delays are all unity.

All these assumptions will be relaxed in latter formulations. De�ning:

T : Number of streams in the session

frig : Required bandwidth for stream i, i = 1; : : : ; T

fsig : Source node for stream i, i = 1; : : : ; T

fdig : Destination node for stream i, i = 1; : : : ; T

K : Total number of transmitters/receivers in the network

N : Number of nodes in the network

V : Bandwidth of each individual link

P : Receiver distribution vector (N � 1); Pi is the number of receivers in node i
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L : Transmitter location matrix (N � K); Lij = 1 if transmitter j is located in

node i, otherwise Lij = 0.

R : Wavelength allocation matrix (N �K); Rij = 1 if transmitter j is sending in

a wavelength currently being received at node i, otherwise Rij = 0.

Bi : Destination vector (N � 1) for stream i, i = 1; : : : ; T ; Bi
si
= 1, Bi

di
= �1, and

Bi
j = 0 for j = 1; : : : ; N ; j 6= si; j 6= di

X i : Routing vector (K � 1) for stream i; X i
j = 1 if stream i is routed through

transmitter j, i = 1; : : : ; T , j = 1; : : : ;K

The problem formulation can be expressed as:

GIVEN: K;N; V; T;L;P ; fsig; fdig; frig; i = 1; : : : ; T

MINIMIZE: Average path length
TX
i=1

ri

KX
j=0

X i
j (4:1)

WITH RESPECT TO: R, X i; i = 1; : : : ; T

UNDER CONSTRAINTS:

1. Communication is one-to-one, i.e., there is only one transmitter and one receiver per

wavelength.

NX
i=1

Rij = 1; j = 1; : : : ;K (4:2)

2. Node i has only Pi receivers.

KX
j=1

Rij = Pi; i = 1; : : : ; N (4:3)

3. There should be a path from every source to every destination. This is equivalent to

writing a set of 
ow conservation equations, for routing one unit of 
ow from the source

to the destination of each stream in the session.

(L�R)X i = Bi; i = 1; : : : ; T (4:4)

112



4. The total bandwidth of the streams routed through a link should not exceed the link

bandwidth:

TX
i=1

riX
i
j � V; j = 1; : : : ;K (4:5)

5. Integer constraints: receivers cannot be \divided".

R is binary (4:6)

No bifurcation of 
ow (in a packet-switched network, this condition can be relaxed, in

which case the stream might be \divided" into several routes):

X is binary (4:7)

The objective function (4.1) and constraints (4.2), (4.3), (4.4) and (4.5) de�ne a non-

linear optimization problem; the objective function is linear, but the constraint set (more

speci�cally, equations (4.4) - the 
ow conservation equations) is not. When constraints (4.6)

and (4.7) are added, it becomes a non-linear integer optimization problem.

However, the non-linearity in the constraint set comes just from the RX i product in

equation (4.4). By using the fact that R and X i are binary variables, and by increasing the

number of equations and free variables, we can convert the routing/recon�guration problem

into a linear integer programming problem. We add to the set of free variables the N �K

binary matrices Z i, i = 1; : : : ; T , subject to the following new constraints:

Z i
jk � X i

k (4.8)

Z i
jk � Rjk (4.9)

i = 1; : : : ; T ; j = 1; : : : ; N ; k = 1; : : : ;K

Equation (4.4) then becomes :

LXi
�Z i1 = Bi (4:10)
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where 1 is a K � 1 vector with 1 in all positions.

In summary, by adding Z i to the list of free variables, replacing equation (4.4) with

equation (4.10), and adding inequalities (4.8) and (4.9) to the constraint set, the recon-

�guration/routing problem becomes a linear integer programming problem, which can be

solved by standard techniques such as the branch-and-bound method [35]. It should be

noted that, for a given �xed topology (i.e., given R), this problem reduces to the well-known

multicommodity 
ow problem.

4.3.5 Second Formulation: Routing of Multicast Streams in a

WDM Network with Tunable Transmitters

We now relax the following assumptions from the previous formulation:

� Streams can be multicast.

� Streams can have maximum latency constraints, measured in hops.

� The objective function is a linear combination of costs and delays, both measured in

number of hops.

We still assume that tuning is one-to-one, i.e., physical multicast is not allowed. This

would be the case in a WDM network where the transmitters are tunable. Of course, if we

prohibit physical multicasting, this formulation also applies to a WDM network with tunable

receivers.

De�ning:

K : Total number of transmitters/receivers in the network

N : Number of nodes in the network

V : Bandwidth of each individual link

P : Receiver distribution vector (N � 1); Pi is the number of receivers in node i

L : Transmitter location matrix (N � K); Lij = 1 if transmitter j is located in

node i, otherwise Lij = 0.

R : Wavelength allocation matrix (N �K); Rij = 1 if transmitter j is sending in

a wavelength currently being received at node i, otherwise Rij = 0.
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T : Number of multicast streams.

si : Source node for multicast i

ni : Number of destinations for multicast i

fdikg : Set of destinations for multicast i, k = 1; : : : ; ni

ri : Bandwidth requirement for multicast i

X i : K�ni multicast routing matrix for multicast stream i. X i
jk = 1 if transmitter

j is used in the multicast path for stream i to reach destination dik, otherwise

X i
jk = 0, k = 1; : : : ; ni.

Y i : K � 1 multicast path vector for stream i. Y i
j = 1 if transmitter j is in the

multicast path for stream i, otherwise Y i
j = 0.

Mi : Delay for multicast request i, in hops.

Di : Latency constraint for multicast request i, in hops.

Bi : N � ni source-destination matrix for multicast stream i; Bi
jk = 1 if j = si,

Bi
jk = �1 if j = dik, and B

i
jk = 0 otherwise, k = 1; : : : ; ni.

�c : Weight of the cost in the optimization.

�d : Weight of the delay in the optimization.

The optimum multicast routing routing problem in a WDM network can be formulated as

follows:

GIVEN: K;N; V;L;P ; T; �c; �d; fB
i
g; frig; fDig; i = 1; : : : ; T

MINIMIZE:
TX
i=1

ri

0
@�c KX

j=1

Y i
j + �dMi

1
A (4:11)

WITH RESPECT TO: R;X i; Y i;Mi; i = 1; : : : ; T

UNDER CONSTRAINTS:

1. Physical communication is one-to-one, i.e., there is only one transmitter and one re-

ceiver per wavelength.

NX
i=1

Rij = 1; j = 1; : : : ;K (4:12)
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2. Node i has only Pi receivers.

KX
j=1

Rij = Pi; i = 1; : : : ; N (4:13)

3. For every stream, there must be a path from its source to each of its destinations. This

is equivalent to writing a set of 
ow conservation equations for routing one unit of 
ow

from the source to each of the destinations:

(L�R)X i = Bi i = 1; : : : ; T ; (4:14)

4. If a link is in the path from the source to any of the destinations, then it must be

included in the multicast path.

X i
jk � Y i

j ; k = 1; : : : ; ni; j = 1; : : : ;K; i = 1; : : : ; T ; (4:15)

5. The delay for a multicast is the delay to the farthest destination:

Mi �

KX
j=1

X i
jk � 0; k = 1; : : : ; ni; i = 1; : : : ; T ; (4:16)

6. There is a maximum delay constraint for each of the multicast streams:

Mi � Di; i = 1; : : : ; T ; (4:17)

7. The total 
ow through a link cannot exceed its bandwidth:

TX
i=1

riY
i
� V ; (4:18)

8. Integer constraints: no bifurcation of 
ow; a single path is taken from the source to

each of the destinations.

X; Y are binary: (4:19)
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Receivers cannot be \divided":

R is binary (4:20)

The objective function (4.11) and constraints (4.12) to (4.18) de�ne a non-linear opti-

mization problem; the objective function is linear, but the constraint set (more speci�cally,

equations (4.14) - the 
ow conservation equations) is not. When constraints (4.19) and (4.20)

are added, it becomes a non-linear integer optimization problem.

However, the non-linearity in the constraint set comes just from the RX i product in

equation (4.14). By using the fact that R andX i are binary variables, and by increasing the

number of equations and free variables, we can convert the routing/recon�guration problem

into a linear integer programming problem. We add to the set of free variables the N �K

binary matrices Z ij, i = 1; : : : ; T , j = 1; : : : ; ni, subject to the following new constraints:

Z
ij
kl � X i

jl (4.21)

Z ij
kl � Rkl (4.22)

i = 1; : : : ; T ; j = 1; : : : ; ni; k = 1; : : : ; N ; l = 1; : : : ;K

Equation (4.14) then becomes :

LX i
j �Z

ij1 = Bi
j (4:23)

i = 1; : : : ; T ; j = 1; : : : ; ni

where 1 is a K � 1 vector with 1 in all positions.

In summary, by adding Z ij to the list of free variables, replacing equation (4.14) with

equation (4.23), and adding inequalities (4.21) and (4.22) to the constraint set, the recon�gu-

ration/routing problem becomes a linear integer programming problem, which can be solved

by standard techniques such as the branch-and-bound method [35]. It should be noted that,

for a given �xed topology (i.e., given R) and for unicast tra�c, this problem reduces to the

well-known multicommodity 
ow problem.
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4.3.6 Third Formulation: Routing of Multicast Streams in a

WDM Network with Tunable Receivers

An optical WDM network where the receivers are tunable is able to provide physical multi-

casting, by having multiple receivers tune to the same wavelength. As indicated in Chapter 2

and depicted in Figure 4.3, this physical multicasting can be modeled by creating, for each

transmitter, a virtual node that is reached with delay and cost equivalent to the delay and

cost from the transmitter to the \center" of the network (the WDM star). The link between

the real node and the virtual node models the fact that the capacity out of the transmitter

is V . The \replication" of the data happens at the virtual node.

Delay: d Delay: d
T 2

λ λ

λ

OPTICAL

TX
PASSIVE

STAR

OPTICAL
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OPTICAL

RX 2

Capacity:   V

TX

d

δ
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dDelay:

δ
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Cost:

dDelay:

δ

Cost:

T
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V

RX2

RX1

1
VCapacity:   

T

Physical Multicasting Model for Physical Multicasting

Figure 4.3: Physical multicasting in a WDM network

The di�erence between this formulation in this section and the previous one is that now

we allow physical multicasting. To do that, it becomes necessary to augment the network

with the virtual nodes, one for each transmitter. Also, we no longer assume that the network

has the same total number of transmitters and receivers.

Initially, we de�ne:

N : Number of actual (not virtual) nodes in the network

Pi : Number of receivers in node i, i = 1; : : : ; N

Si : Number of transmitters in node i, i = 1; : : : ; N

P : Total number of receivers in the network; P =
PN

i=1 Pi

S : Total number of transmitters in the network; S =
PN

i=1 Si

K : Total number of transmitters and receivers in the network; K = S + P
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N 0 : Total number of nodes (real and virtual) in the network; N 0 = N + S

To each transmitter and each receiver in the network we assign a number; transmitters

are numbered from 1 to S, and receivers from S + 1 to K. Using this numbering scheme,

when we refer to \transceiver j", it can be either a transmitter or a receiver, according to the

value of j. We also number the network nodes from 1 to N and the virtual nodes from N + 1

to N 0; when we refer to \node i", it can be either a real node or a virtual node, depending

on the value of i. Virtual node N + i corresponds to transmitter i, i = 1; : : : ; S. De�ning:

V : Bandwidth of each individual link

T : Number of multicast streams.

si : Source node for multicast i

ni : Number of destinations for multicast i

fdikg : Set of destinations for multicast i, k = 1; : : : ; ni

ri : Bandwidth requirement for multicast i

X i : K �ni multicast routing matrix for multicast stream i. X i
jk = 1 if transceiver

j is used in the multicast path for stream i to reach destination dik, otherwise

X i
jk = 0, k = 1; : : : ; ni.

Y i : K � 1 multicast path vector for stream i. Y i
j = 1 if transceiver j is in the

multicast path for stream i, otherwise Y i
j = 0.

Mi : Delay for multicast request i, in hops.

Di : Latency constraint for multicast request i, in hops.

L : Transmitter location matrix (N � S); Lij = 1 if transmitter j is located in

node i, otherwise Lij = 0.

R : Receiver location matrix (N � P ); Rij = 1 if receiver j is located at node i,

otherwise Rij = 0.

F : Wavelength allocation matrix (S�P ); Fij = 1 if receiver S+ j is tuned to the

wavelength of transmitter i.

Bi : N � ni source-destination matrix for multicast stream i; Bi
jk = 1 if j = si,

Bi
jk = �1 if j = dik, and B

i
jk = 0 otherwise, k = 1; : : : ; ni.

�c : Weight of the cost in the optimization.

119



�d : Weight of the delay in the optimization.

The optimum multicast routing routing problem in a WDM network with tunable receivers

can be formulated as follows:

GIVEN: K;N; V;L;R; T; �c; �d; fB
i
g; frig; fDig; i = 1; : : : ; T

MINIMIZE:
TX
i=1

ri

0
@�c KX

j=1

Y i
j + �dMi

1
A (4:24)

WITH RESPECT TO: F ;X i; Y i;Mi; i = 1; : : : ; T

UNDER CONSTRAINTS:

1. A receiver can be listening to only one wavelength:

SX
i=1

Fij = 1; j = 1; : : : ; P (4:25)

2. For every stream, there must be a path from its source to each of its destinations:

2
64 L �R

�IS F

3
75
2
64 Xt

i

Xri

3
75 =

2
64 B

i

0

3
75 i = 1; : : : ; T (4:26)

where IS is the S � S identity matrix, Xti is a matrix with the �rst S rows of X i,

and Xri is a matrix with the remaining P rows of X i. This matrix equation can be

divided into the following two equations:

LXti �RXri = Bi (4.27)

�Xti + FXri = 0 (4.28)

3. If a link is in the path from the source to any of the destinations, then it must be

included in the multicast path.

X i
jk � Y i

j ; k = 1; : : : ; ni; j = 1; : : : ;K; i = 1; : : : ; T ; (4:29)

120



4. The delay for a multicast is the delay to the farthest destination:

Mi �

KX
j=1

X i
jk � 0; k = 1; : : : ; ni; i = 1; : : : ; T ; (4:30)

5. There is a maximum delay constraint for each of the multicast streams:

Mi � Di; i = 1; : : : ; T ; (4:31)

6. The total 
ow through a link cannot exceed its bandwidth:

TX
i=1

riY
i
� V ; (4:32)

7. Integer constraints: no bifurcation of 
ow; a single path is taken from the source to

each of the destinations.

X; Y are binary: (4:33)

Receivers cannot be \divided":

R is binary (4:34)

As in the previous formulation, the only non-linear equation in this optimization problem

is equation (4.28), which has the FXri product. The problem is made linear by adding to

the set of free variables the S � P binary matrices Z ij, i = 1; : : : ; T , j = 1; : : : ; ni, subject

to the following new constraints:

Z ij
kl � Xrijl (4.35)

Z ij
kl � Fkl (4.36)

i = 1; : : : ; T ; j = 1; : : : ; ni; k = 1; : : : ; S; l = 1; : : : ; P

Equation (4.28) then becomes :
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�Xtij +Z
ij1 = 0 (4:37)

i = 1; : : : ; T ; j = 1; : : : ; ni

where 1 is a P � 1 vector with 1 in all positions.

In summary, by adding Z ij to the list of free variables, replacing equation (4.28) with

equation (4.37), and adding inequalities (4.35) and (4.36) to the constraint set, the recon�g-

uration/routing problem becomes a linear integer programming problem.

4.3.7 A General Linear Programming Formulation for the Opti-

mum Multicast Routing Problem

In this thesis, we have presented several optimum routing formulations, based on integer

linear programming, each speci�cally tailored to a particular scenario. In this section, we

present a general formulation that encompasses all the previous ones, and can be used

in any of the previous scenarios (although not very e�ciently). The main shortcoming

the formulation in Chapter 2 is that it cannot accommodate WDM networks. The main

shortcoming of the unicast and multicast formulations presented so far for the WDM network

is that it implicitly assumes unit link costs and delays. Ideally, we should be able to assign a

cost and a delay to each of the transmitters and receivers in the WDM network; when there

is a connection between a given transmitter and a given receiver, the delay and cost of the

link created will be the sum of the transmitter and receiver costs and delays. For example,

if the physical topology of the WDM network is the star, the propagation delay between

two nodes corresponds to the propagation delay from the �rst node to the star (which is

proportional to that node's distance to the star) plus the propagation delay from the star to

the second node.

Another scenario not included in the previous formulations is the case of tunable trans-

mitters and receivers, when the number of available wavelengths is smaller than the number

of transmitters (if it is larger, then one would just tune each transmitter to a di�erent wave-

length and leave it �xed). In this case, the \transmitter virtual nodes" of the previous
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section represent the distinct wavelengths, and are not necessarily associated with a spe-

ci�c transmitter. Formally, the identity matrix IS in equation 4.26 becomes a (non-square)

transmitter assignment matrix.

Since this formulation is very similar to the previous one, we use the same symbols, with

the following additions:

C : K � 1 cost vector; Ci is the cost associated with transmitter i, i = 1; : : : ; S,

and CS+i is the cost associated with receiver i, i = 1; : : : ; P .

D : K � 1 delay vector; Di is the delay associated with transmitter i, i = 1; : : : ; S,

and DS+i is the delay associated with receiver i, i = 1; : : : ; P .

W : Number of available wavelengths.

G : W � S transmitter assignment matrix; Gij = 1 if transmitter j is sending on

wavelength i.

E : Maximumnumber of receivers that can be connected to a transmitter. If trans-

mitters are tunable, E = 1; if receivers are tunable, E = P . This formulation

does not preclude the use of 1 � E � P .

The general formulation is:

GIVEN: K;N; V;L;R;C;D; T; �c; �d; E; fB
i
g; frig; fDig; i = 1; : : : ; T

MINIMIZE:
TX
i=1

ri
�
�cCY

i + �dMi

�
(4:38)

WITH RESPECT TO: F ;G;X i; Y i; Zrij ; Ztij ;Mi; i = 1; : : : ; T ; j = 1; : : : ; ni

UNDER CONSTRAINTS:

1. A receiver can be listening to only one wavelength:

SX
i=1

Fij = 1; j = 1; : : : ; P (4:39)

2. The number of receivers connected to a transmitter can be at most E:

PX
j=1

Fij � E; i = 1; : : : ; S (4:40)
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3. No more than one transmitter can be sending on each wavelength:

SX
j=1

Gij � 1; i = 1; : : : ;W (4:41)

4. A transmitter sends in only one wavelength:

WX
i=1

Gij � 1; j = 1; ldots; S (4:42)

5. For every stream, there must be a path from its source to each of its destinations:

LXti �RXri = Bi (4.43)

�Ztij1+Zrij1 = 0 i = 1; : : : ; T ; j = 1; : : : ; ni (4.44)

6. Flow to the receivers can only be sent if the link is in place:

Zr
ij
kl � Xrijl (4.45)

Zrijkl � Fkl (4.46)

i = 1; : : : ; T ; j = 1; : : : ; ni; k = 1; : : : ;W ; l = 1; : : : ; P

7. Flow from the transmitters can only be sent if wavelengths have been allocated:

Zt
ij
kl � Xtijl (4.47)

Ztijkl � Gkl (4.48)

i = 1; : : : ; T ; j = 1; : : : ; ni; k = 1; : : : ;W ; l = 1; : : : ; S

8. If a link is in the path from the source to any of the destinations, then it must be

included in the multicast path.

X i
jk � Y i

j ; k = 1; : : : ; ni; j = 1; : : : ;K; i = 1; : : : ; T (4:49)
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9. The delay for a multicast is the delay to the farthest destination:

Mi �

KX
j=1

DjX
i
jk � 0; k = 1; : : : ; ni; i = 1; : : : ; T (4:50)

10. There is a maximum delay constraint for each of the multicast streams:

Mi � Di; i = 1; : : : ; T (4:51)

11. The total 
ow through a link cannot exceed its bandwidth:

TX
i=1

riY
i
� V (4:52)

12. Integer constraints: no bifurcation of 
ow; a single path is taken from the source to

each of the destinations.

X; Y are binary: (4:53)

Receivers cannot be \divided":

F is binary (4:54)

The product of the allocation matrices and the 
ows must be binary:

Zr; Zt are binary (4:55)

The above formulation is completely general:

� For �xed-topology networks, one just has to �x the F matrix and set E to 1; the

costs and delays associated with the \transmitters" are set to zero, and the actual link

costs and delays are associated with the receivers. In the particular case of unicast

sessions, �xed-topology networks, no latency constraints, this formulation reduces to

the traditional multicommodity 
ow problem
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� For WDM networks, one can set E to 1 if the transmitters are tunable, or set E to P

if the receivers are tunable. Note that, if the receivers are tunable, even under unicast

tra�c it might make sense to tune two receivers to the same transmitter - two unicast

streams can be sharing that transmitter's bandwidth, each addressed to a di�erent

receiver.

� If the number of wavelengths is bigger or equal to the number of transmitters, one just

has to set G to IS .

4.4 Heuristic Algorithms for the Recon�guration and

Routing Problem

The recon�guration and routing problem, as formulated in section 4.3, is NP-complete, and

the exact optimum solution given there has (in the worst case) exponential run time. In this

section, we present a number of simpler heuristic solutions. We start by presenting a heuristic

algorithm for the unicast case, and use this heuristic algorithm to build minimum-cost and

minimum-delay heuristics for the multicast case.

Given a session with one or more streams, we seek to �nd the logical network topology and

the routes for this session. From a high level point of view, the heuristic solutions proposed

here start with an arbitrary initial logical topology, and make changes to it considering the

streams in the session one at a time. The changes are made using the Shortest Path with

Recon�guration Algorithm, a variation of Dijkstra's Shortest Path algorithm proposed by us

that works in a recon�gurable network environment. In the following, we �rst describe the

Shortest Path with Recon�guration Algorithm, and then give the complete recon�guration

and routing heuristics.

4.4.1 The Shortest Path with Recon�guration Algorithm

Given a source node, Dijkstra's algorithm builds a shortest path tree from that node. The

tree starts with the source node, and at each iteration a node is added to it in such a way

that the paths in the tree are the shortest from the source. When used to �nd the shortest
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path between a particular pair of nodes, the algorithm terminates when the destination node

is added to the tree, at which point the remainder of the tree is discarded and only the path

between the source and the destination nodes is retained.

Our objective is to compute the shortest path in a WDM network, where the topology

of the network is a free variable that can also be used to minimize the path length. In the

best case, we would just tune a transmitter at the source and a receiver at the destination

to the same wavelength, and obtain the shortest possible path, with length equals to one

hop. However, this might not always be possible, since transmitters and receivers might be

already connected to other nodes. In general, we classify the transmitters and receivers in

the network either as free or locked, and the shortest path algorithm can only recon�gure the

free transmitters and receivers, although it might make use of the locked ones in whatever

topology they happen to be. If the WDM network supports physical multicasting (i.e., if

it has tunable receivers), this is taken into account in the algorithm by considering all the

transmitters as free, without regard to the other connections. The algorithm described below

does exactly this: given the WDM network in a certain logical topology, where some links are

free and some are locked, and a source-destination pair, it �nds the shortest path between

these two nodes, recon�guring the free links if necessary. In Appendix C, we give a formal

description of the algorithm.

Step 1: Using Dijkstra's algorithm, identify: (i) the shortest path between the source

and the destination, and (ii) the node closest to the source which has a free

transmitter (i.e., either the source itself or the �rst node added to the shortest

path tree that has a free transmitter); this node, if found, will be denoted by

Node A. Note that if the network is disconnected, there might not be a path

between the source and the destination.

Step 2: Using Dijkstra' algorithm in reverse from the destination to the source (i.e.,

building the tree in reverse), �nd the node closest to the destination that has a

free receiver; this node, if found, will be denoted by Node B.

Step 3: If either node A or node B or both were not found, stop. If a path between the

source and the destination was found in step 1, it is the shortest path. Otherwise,
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there is no path. If both node A and node B were found, proceed to step 4.

Step 4: Let L1 denote the length of the shortest path found in step 1 (make L1 = 1 if

no path was found), and L2 denote the length of the path obtained by tuning

the transmitter in node A to the receiver in node B, and using the shortest path

from the source to A, the newly-created A-B link, and the path from B to the

destination. If L1 � L2, do not recon�gure the network and use the shortest path

from step 1; otherwise, tune A to B and use the path just created, as described

above.

NOTE: At most one recon�guration is needed to obtain the shortest path (and the algorithm

above �nds it). This can easily be shown by contradiction: assume that the shortest path

between nodes S and R requires that node A be recon�gured to connect to node B, and

node C be recon�gured to connect to node D. In the absence of tuning constraints, we

can recon�gure node A to connect directly to node D, �nding a path that is shorter, which

contradicts the initial hypothesis.

4.4.2 The Recon�guration and Routing Heuristic for Unicast

Streams

Given a session, the basic idea behind the wavelength assignment heuristic is to take an

arbitrary initial topology, and apply the shortest path with recon�guration to each of the

components of the session. The shortest path with recon�guration algorithm is applied to

the streams in the session in decreasing order of bandwidth. In general, the �rst streams to

be routed will be given shorter paths, as more network resources are available. Therefore,

it is better to route �rst the higher-bandwidth streams, to minimize their usage of network

resources.

Step 1: Choose an arbitrary initial wavelength assignment. Create a vectorU , containing

the used bandwidth on each transmitter; initially, Ui = 0, i = 1; : : : ;K. Sort the

streams in the session in order of bandwidth.
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Step 2: Consider the stream with the highest bandwidth requirement that was not yet

processed; let us denote it by stream j. Temporarily prune from the network

topology the transmitter/receiver pairs that do not have enough free bandwidth

to support the stream, i.e., belonging to the set fi : V � Ui < rjg. Mark all the

transmitter/receiver pairs belonging to the set fi : Ui > 0g as locked, and the

remainder as free.

Step 3: Execute the \Shortest Path with Recon�guration Algorithm" described above

for this stream. If successful, update the the U vector as follows: Ui  Ui � rj,

i 2 path.

Step 4: If all streams in the session have been considered, terminate; otherwise, return

to step 2.

After this algorithm is run, the initial network topology is transformed into a new topology

which matches the session requirements. If all the invocations of the shortest path with

recon�guration algorithm in step 3 are successful, a set of routes for the session is also

available; otherwise, the heuristic fails and declares the problem infeasible.

Note that, if the logical network topology has been de�ned, routing a session using this

topology becomes the traditional multicommodity 
ow problem. More speci�cally, the R

matrix in equation (4.4) ceases to be a free variable, thus making it a linear equation; the

optimization problem then becomes equations (4.1), (4.4), (4.5) and (4.7).

As done in Chapter 2 for the routing of multicast streams in �xed-topology networks,

this integer linear programming problem can be solved by the traditional branch-and-bound

method. Speci�c features of the problem can be used to prune the search space and speed-up

the solution, as proposed by Crowder et al [38]. In fact, the same pruning rules presented

in section 2.5.2 apply here; one just needs to remember that there is one single destination

in the unicast case. The linear relaxation of the problem can also be e�ciently solved by

decomposition, with the di�erence that, in this case, there is only a single level of decompo-

sition - a group of T unicast streams is decomposed into T unicast routing problems. The

decomposition equations for this case are well-known and will not be presented here; the

reader is referred to [17].
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One can further optimize the routing solution by using the topology found by the heuris-

tic, disregarding the routes found in step 3, and re-routing the session using the integer linear

programming solution. In some cases, by doing this it is possible to solve a problem declared

infeasible by the heuristic.

4.4.3 Using Simulated Annealing to Improve the Heuristic So-

lution

The Simulated Annealing method [67] is an optimization method designed for non-linear

integer problems that are di�cult to solve analytically. The method starts from a feasi-

ble solution, and perturbates this solution to see if it can be improved. Unlike traditional

steepest-descent methods, simulated annealing can accept modi�cations to the current solu-

tion that do not improve it. This gives it the potential of moving away from a local optimum,

and �nding a better solution. The result given by the heuristic described in the previous

section can be used as the starting point for the simulated annealing method; from that, the

method can potentially identify a better solution, closer to the optimum.

The method mimics the annealing process for a metal or crystal. Initially the metal is

melted, and its temperature is very high. The temperature is gradually lowered, and the

metal will crystallize in a regular structure, with a minimum of energy. If the temperature is

lowered too fast, the regular crystalline structure will not form. The same idea is applied to

the optimization problem. The \temperature" controls the probability that a perturbation

in the solution that does not improve the objective function is accepted. Initially, the

\temperature" is high; it is then gradually lowered, and the solution should \coalesce"

into the optimum. The algorithm works in \epochs" of constant temperature; each epoch is

composed of a �xed number of perturbations in the current solution. A perturbation, in the

case of the WDM network, corresponds to exchanging the connections of two transmitter-

receiver pairs, as depicted in Figure 4.4 [68]. After the network topology is changed, the

routes can be re-optimized using integer programming, as described in the previous section.

The algorithm keeps track of the \best" solution it has seen; let us denote the objective

function of this solution as L�. If a perturbation improves the objective function, it is
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NODE C NODE D

NODE BNODE A

Original Links

After the perturbation

Figure 4.4: The perturbation

accepted. Otherwise, it may be accepted with probability exp(�L�L�

Te
), where L is the new

value of the objective function after the perturbation, and Te is the current temperature. For

routing in the WDM network, the \temperature" has no physical meaning; it is just a number

selected by trial and error, based on the order of magnitude of the values of the objective

function. To implement a simulated annealing optimization, one must �nd (experimentally,

by trial and error) the appropriate values for the following parameters:

� Size (i.e., number of perturbations) of the annealing epoch.

� Temperatures:

{ Initial and �nal temperatures.

{ Rate of temperature decrease between annealing epochs.

4.4.4 Heuristic Algorithms for Multicast Routing In WDM Net-

works

In this section, we present minimum-cost and minimum-delay heuristic algorithms for WDM

networks, based on the Shortest Path with Recon�guration algorithm. The algorithms pre-

sented here are for a single multicast stream; bandwidth constraints are taken care of by

pruning from the network those links with insu�cient free capacity, and multiple streams

are handled sequentially, as done for the unicast case.
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4.4.4.1 Minimum Delay Heuristic Algorithm

On a �xed-topology network, minimum-delay multicast routing can be achieved by �nding

the shortest path from the source to each of the destinations and then merging these paths.

For a single multicast, this is an exact algorithm, i.e., the routes found are optimal. The

same idea can be applied to the WDM network: one would use the shortest path with

recon�guration algorithm between the source and each of the destinations, and merge the

paths. However, unlike its �xed-topology counterpart, this algorithm might not be optimal

even for a single stream, depending on whether or not physical multicasting is available.

In the �xed-topology network, using shortest path (with link delays as link labels) leads

to minimum-delay paths. If this process is repeated from a source node to all its destina-

tions, the delay to each destination will be minimum, and thus the delay of the multicast

path (de�ned as the delay to the farthest destination) will be minimum. The paths can be

computed independently, and then merged. In a WDM network, the Shortest Path with

Recon�guration algorithm is also optimum for a single destination. However, if physical

multicasting is not allowed (or possible), as routes are computed, links get locked and the

topology changes; the tree found is dependent on the order in which the routes to the individ-

ual destinations are computed. In this case, the global optimum cannot be decomposed into

a number of individual subproblems. If physical multicasting is allowed (i.e., the receivers

are tunable), then this algorithm is optimum, because: (i) all transmitters are always free,

regardless of the tuning of the receivers, and (ii) if the path to two di�erent destinations

require the tuning of the same receiver, they will require the same tuning, and thus will not

interfere with each other.

4.4.4.2 Minimum-Cost Routing Heuristic Algorithm

The minimum-cost multicast routing heuristic algorithm presented here is based on the

Takahashi-Matsuyama (TM) minimum Steiner tree heuristic. The basic idea in the original

TM algorithm is to start building a tree with the source node, and at each iteration add to

the tree the destination closest to it. The same idea can be used in the WDM network, but

here we use the shortest path with recon�guration algorithm.
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Formally, the minimum-cost heuristic is:

INPUTS: A WDM network, where some transmitters and receivers are locked into a certain

topology, and some are free; and a multicast to be routed, characterized by its source node

s, and its n destinations fd1; d2; : : : ; dng.

OUTPUTS: The updated topology for the WDM network, and the multicast path from the

source to the destinations.

ALGORITHM:

Step 1: Add the source node s to the multicast path. Create a virtual node V where the

path is \collapsed", i.e., all the nodes in the multicast path are removed from the

network and node V \inherits" their transmitters and receivers.

Step 2: Find the shortest path with recon�guration from V to all the multicast destina-

tions not yet in V . Each path is computed independently from the others, i.e.,

without taking into account the changes in topology required by the other paths.

Step 3: From all the paths found in step 2, choose the shortest and discard the others.

\Collapse" all the nodes in the path into V .

Step 4: If all the destinations have been added to V , stop. The desired multicast path is

the result of merging all the paths in V . If there are still destinations not in V ,

return to step 2.

4.5 Performance Evaluation of The Recon�guration

and Routing Heuristic for Unicast Tra�c

In this section, we present an evaluation of the recon�guration and routing heuristic described

in the previous section, considering a single session in an empty network. Ideally, one would

compare the results of the heuristic with the exact (optimum) solution; however, we derive

an upper bound in performance, which is much simpler to compute than the optimum, and

use it in the evaluation. We also compare the performance of the WDM recon�gurable
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network with a �xed-topology network with the same number of nodes and links; for the

evaluation, we chose the Shu�eNet [62]. The routes in the Shu�eNet were computed using

integer programming [17, 35]. In summary, the main objectives of this section are to compare

the performance of the heuristic proposed in the previous section for unicast tra�c with the

upper bound, and with the performance of a �xed-topology network. We also seek to evaluate

the improvement in the heuristic brought upon by the simulated annealing method.

4.5.1 Evaluation Scenarios and Performance Measures

The �rst step in the evaluation is de�ning the evaluation scenarios and performance measures

under which the algorithms are to be compared:

Evaluation Scenarios

For the evaluation, we consider networks with N = 8 nodes; each node has 2 optical

transmitters and 2 optical receivers (K = 16). We consider the routing of a single session

over an idle network (this is equivalent to making the session arrival rate, �, much lower than

the average session duration, 1=�). The session is composed of T streams, 10 � T � 20,

and the sources and destinations of the streams are uniformly distributed over the network.

The bandwidth requirement for each stream is chosen at random between 0 and 100% of

the link bandwidth, using the following bimodal distribution (m is the average bandwidth

requirement, expressed as a fraction of the link bandwidth V ):

pR(r) =

8<
:

1�m

m
if r < m

m

1�m
if r � m

(4:56)

The average bandwidth required by the session, as a fraction of the total bandwidth in

the network, is given by mT=K; we denote this quantity as the O�ered Load to the network.

For the evaluation, we vary the o�ered load between 0 and 0.9.

Performance Measures

The most basic performance measure is the Session Acceptance Probability. Given a

large sample space of sessions, the session acceptance probability is the fraction of this

sample space that can be routed in the network (i.e., the feasible region of the optimization
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problem described in 4.3 is not empty). Since we seek to minimize the Average Path Length

(in hops), this is another useful performance measure. Note that these two performance

measures are related: for a given algorithm, the average path length indicates the usage of

network resources when routing a session. If this value is high, it is likely that the blocking

probability will also be high.

4.5.2 An Upper Bound on the Session Blocking Probability

Given a session composed of T streams as described above, it might be impossible to route

this session, regardless of the network recon�guration algorithm. In this section, we establish

a necessary condition for a session to be accepted.

If a session is to be accepted and routed, for each node in the network there should be

at least one way of distributing the streams that originate from it (terminate at it) among

its transmitters (receivers). For example, it is not possible to have three streams requesting

60% of a link's bandwidth originating at a node that has only two transmitters, although

the three streams combined request less bandwidth than the total available. Formally, a

necessary condition for the existence of a solution for the routing/recon�guration problem

in section 4.3, is that, for every node k, k = 1; : : : ; N , at least one feasible solution is found

for each of the problems below:

Problem 1: de�ne Ak to be the set of streams that originate at node k; �nd a set �ij,

i 2 Ak, j = 1 : : : ; Sk such that:

X
i2Ak

�ijri � V; j = 1; : : : ; Sk (4:57)

SkX
j=1

�ij = 1; �ij is binary; 8i 2 Ak

Problem 2: de�ne Bk to be the set of streams that terminate at node k; �nd a set �ij,

i 2 Bk, j = 1 : : : ; Pk such that:

X
i2Bk

�ijri � V; j = 1; : : : ; Pk (4:58)
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PkX
j=1

�ij = 1; �ij is binary; 8i 2 Bk

Although in general these problems could be solved by linear integer programming, for

the purposes of this chapter we just implemented an exhaustive search, due to the relatively

small number of streams per session in the cases evaluated.

4.5.3 Numerical Results

In this section, we present numerical acceptance probability and average path length results

for the scenarios described above. In all cases, we are routing a single session on an empty

network.

As indicated in section 4.4.3, before the simulated annealing method can be employed, we

need to determine reasonable values for its parameters, based on test runs. These parameters

are the number of perturbations in the annealing epoch, and the temperatures. Moreover, we

need to estimate the size of the session sample space to estimate the acceptance probability.

Therefore, we performed three sample runs, varying the number of perturbations in the

annealing epoch, and the number of sessions in the sample space. We restricted ourselves to

a single annealing epoch, with the temperature �xed at 1. Each session had T = 12 requests,

and the average bandwidth per stream was set to m = 0:35. The average path length and

acceptance probability are given in table 4.3, for the Shu�eNet, the recon�guration and

routing heuristic, and the simulated annealing (which uses the heuristic as a starting point).

Based on the results from table 4.3, we decided to �x the number of perturbations at 100 and

the number of sessions tried for each load at 150. We chose to keep the simulated annealing

solution at one single epoch of temperature 1 until we could compare the results obtained

with the upper bound derived in section 4.5.2.

We have simulated the scenarios described in section 4.5.1, and obtained both the session

acceptance probability and the average number of hops, as a function of the o�ered load,

for sessions composed of 10, 15 and 20 streams. We also obtained the same performance

measures for an 8-node Shu�eNet, with 2 transmitters and 2 receivers per node (i.e., the

same size as the WDM network under evaluation), using exactly the same sessions. The
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Table 4.3: Number of Sessions and Annealing Epoch Size

Shu�eNet WDM Network

Heuristic Sim. Anneal.

Run Pert. Sessions Len. Prob. Len. Prob. Len. Prob.

1 100 100 2.0209 34% 1.11343 87% 1.10671 89%

2 100 500 2.03492 33.4% 1.10925 89.4% 1.10812 91.4%

3 1000 100 1.99385 36% 1.0983 86% 1.09366 90%

Len.: Average path length.

Prob.: Acceptance probability.

simulation results are given in Figures 4.5, 4.6 and 4.7, where we plot the session acceptance

probability as a function of the o�ered load for the Shu�eNet and for the WDM recon-

�gurable network, for 10, 15 and 20 streams per session respectively, as well as the upper

bound from section 4.5.2. For the WDM network, the plots show the session acceptance

probability for the heuristic and for the simulated annealing. Since the heuristic solution

was the starting point for the simulated annealing, its results have to be better or equal than

those of the heuristic. The main conclusions from these plots are:

� The fact that the session acceptance probability for the proposed heuristic is close to

the upper bound indicates that there is no need to pursue the optimum solution, since

the room for improvement is at most the di�erence between the two solutions.

� The simulated annealing, in general, improved very little over the heuristic solution.

Since there is little room for improvement anyway, we decided not to pursue annealing

solutions with multiple epochs.

� As expected, the recon�gurable network signi�cantly outperforms the �xed-topology

network (the Shu�eNet), even under uniformly-addressed tra�c. For example, for

a 90% session acceptance probability, the recon�gurable network can carry twice the

load of the Shu�eNet, for 15-stream sessions.
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Figure 4.6: Session Acceptance Probability for 15 streams per session (150 sessions per point)

Figure 4.8 shows a comparison of the session acceptance probability for 10, 15 and 20

streams/session, both for the WDM network (using the routing and recon�guration heuristic)

and the Shu�eNet. As shown in Figure 4.8, for the same load, a session with a higher number

of streams will have a higher probability of being accepted, because the bandwidth of the

individual streams will be lower, thus allowing more freedom in arranging them. This is
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always true for the Shu�eNet. For the recon�gurable network, however, at very high loads,

this trend is reversed - the performance for sessions with smaller number of streams is better

because (for the sessions accepted) it is possible to dedicate a link to each stream.
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Figure 4.8: Comparison of the Session Acceptance Probability for the Shu�eNet and the

WDM Network, 150 sessions/point

Figure 4.9 shows the average path length as a function of the o�ered load, for 20 streams
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per session (the plots for 10 and 15 streams/session are similar), and it further con�rms

our observation that the performance of the recon�gurable network is better than the �xed-

topology one; while the average path length for the Shu�eNet is around 2 hops, the path

length for the recon�gurable network, even at high loads, is close to 1 hop, which is, of

course, the minimumpossible. Again, there is very little improvement by using the simulated

annealing method.
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Figure 4.9: Average Path Length for 20 streams/session, 150 sessions/point

4.6 Evaluation of the WDM Network for a Dynamic

Tra�c Model Under Unicast Tra�c

In the previous section, we evaluated the recon�guration/routing algorithm in a static en-

vironment, i.e., the routing of a single session with a �xed number of streams on an idle

network. Although this evaluation was useful to show that there is no motivation to pursue

the optimum, it is not an indication of the actual performance of the algorithm in a realistic

environment. In this section, we evaluate the WDM network and the routing/recon�guration

in a realistic environment, where sessions arrive, are routed (or dropped), and if accepted

stay in the network for a certain period of time. We �rst describe the operation of the
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network in such a scenario, keeping in mind the tra�c requirements, and then evaluate its

performance, which we compare to that of a centralized switch.

4.6.1 Operation of the WDM Network in a Dynamic Environ-

ment

The main di�erence between a WDM network and a traditional mesh network is that the

former is able to dynamically change its topology; with current optical components, this can

be accomplished in sub-millisecond time. The ability to change the network topology at will

during operation, in a de-centralized fashion, gives rise to the following issues:

Control of the network: Control of the network is distributed; therefore, messages about

the network topology have to be exchanged by the nodes. There are two ways to do

that: (i) have a separate control network, whose topology is �xed (e.g., a ring), and

send the control messages over this network; and (ii) keep the optical network strongly-

connected, and reserve a certain amount of bandwidth in each link for management

purposes. In this latter case, recon�gurations that partition the network should not

be allowed. We chose to keep the network topology strongly-connected at all times;

therefore, in Appendix C we describe a simple modi�cation of the Shortest Path with

Recon�guration algorithm to keep the network connected by performing a secondary

recon�guration, if necessary. Therefore, all transmitters and receivers in the optical

network are kept connected (tuned) at all times, even if they are not being used for

data tra�c.

Re-routing established sessions in use: For stream tra�c, if a link in use is recon�g-

ured, the stream has to be interrupted for re-routing. Video/audio streams can tolerate

interruptions and delay variations as long as the receiving end pre-bu�ers a certain

amount of data, to keep playing during interruptions. For interactive tra�c, however,

the amount of pre-bu�ering cannot be very large as it adds latency to the communica-

tion; it is generally recognized that the latency for interactive communications should

be less than 200 ms. The decision of when to recon�gure the network represents a
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tradeo� between performance (in terms of session blocking probability) and the num-

ber of times an established stream is re-routed during its lifetime. The extremes for

this tradeo� are:

� Recon�gure only the idle transmitters and receivers : this has the advantage

that existing connections are never disturbed, but at high loads, it is unlikely

that a link is completely idle; the network will �nd itself \locked" in a random

con�guration that is far from optimal, and will generally perform worse than a

regular �xed-topology network under the same tra�c conditions.

� Recon�gure the network at each arriving session: one could consider the arriving

session and the sessions already established in the network as a new \larger"

session to be routed on an empty network. This has the advantage that the

network is always optimal, but a given stream might be re-routed an excessive

number of times.

Considering the issues listed above, we propose the following model of operation for the

recon�gurable network, which is illustrated in Figure 4.10:

� The network starts with some arbitrary strongly-connected topology.

� When a session arrives, it is either routed or blocked; blocked sessions are cleared.

� The recon�guration/routing algorithm used to accept a session and route it is:

Step 1: Try to route the session on the current network topology, using the short-

est path with recon�guration algorithm; unused links can be recon�gured.

Prior to routing each stream in the session, temporarily prune from the

network topology those links that do not have enough free bandwidth to

support it. A session can be accepted only if the routing of all its com-

ponent streams is successful. If the session was successfully routed, accept

this route. The streams already established in the network will not be

disturbed. Otherwise, proceed to step 2.

142



Step 2: Since no path was found in step 1, the only alternative to accept this session

would be to re-arrange existing connections. We use the unicast heuristic

presented in section 4.4 to compute the new topology and routes, consider-

ing as our \session" the existing streams and the new session being added.

Step 3: If the recon�guration/routing in step 2 was successful, we accept the new

session and implement the recon�guration. Otherwise, we block the incom-

ing session and the network topology remains unchanged.
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SESSION ARRIVES

IS IT POSSIBLE

TO ROUTE THIS SESSION
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PERFORM THE

RECONFIGURATION
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W/ RECONF.?

ROUTE THE SESSION USING
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THE SESSIONS?

BY RE-ARRANGING

Figure 4.10: Dynamic operation of the WDM Recon�gurable Network

In summary, we recon�gure the network only when the cost of not doing so is to block a

session; this way, we achieve the same blocking probability as if we were to recon�gure at

every arriving session, while minimizing the number of times a given stream is re-routed.
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4.6.2 Numerical Results

In this section, we present simulation results for the WDM network in a dynamic environ-

ment, where sessions arrive according to a Poisson process, and if not blocked, stay for an

exponentially-distributed amount of time. The performance measures of interest are:

� Session blocking probability: probability that an arriving session cannot be routed and

is blocked.

� Average time between successive recon�gurations.

� Average path change for re-routed streams; the path change is de�ned as the di�er-

ence between the longest and the shortest paths experienced by the stream during its

lifetime. This is a measure of the delay jitter introduced by the recon�guration. This

jitter has to be taken into account when de�ning the receive bu�er sizes for video and

audio streams.
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Figure 4.11: Session Blocking Probability (50,000 routes per point)

Figure 4.11 shows the session blocking probability in the WDM network as a function

of the session arrival rate, and Figure 4.12 gives the breakdown of the blocking probability
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as a function of the stream bandwidth, for case where the average bandwidth requested is

50%. As Figure 4.12 indicates, streams requesting higher bandwidths are more likely to be

blocked.
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Figure 4.12: Session blocking probability, as a function of the stream bandwidth and the

session arrival rate; average session bandwidth of 50%

Figure 4.13 shows the average path length as a function of the session arrival rate, for

various values of the average stream bandwidth. At low arrival rates, the average path length

is close to 1, since there is a high likelihood that the transceivers will be free. As the tra�c

load increases, the path length increases, as transceivers become locked and the streams

are forced to take longer paths. Figure 4.13 also shows that the higher the average stream

bandwidth, the lower the path length; the reason is that, since high-bandwidth streams use

more resources, the network \�lls up" faster, and only the sessions that lead to shorter path

lengths can be accepted.

Figure 4.14 shows the average time between re-routes as a function of the session arrival

rate. Note that the time is given as a multiple of the session duration, i.e., a value of 10

means that the average time between recon�gurations is 10 times the lifetime of a session; in

the average, approximately only one out of 10 sessions will be re-routed during its lifetime.

The �gure shows that, at low loads, re-routing is seldom employed, becoming more frequent

only at very high tra�c loads. An interesting e�ect shown in Figure 4.14 is that, for a given

session arrival rate, the average time between re-routes exhibits a minimum in relation to

the average stream bandwidth. This happens because, when the average bandwidth is lower,

the network blocks less frequently; therefore, there are longer intervals between re-routing.
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Figure 4.13: Average Path Length in the WDM Network

As the bandwidth increases, blocking increases, but the new sessions can still be accepted

after re-routing. However, at high bandwidths, it is less likely that the arriving session can

be accepted even with re-routing; re-routing is again a less frequent event.

We also computed the average change in the path (di�erence between the maximum and

the minimum paths during the lifetime of the stream), and found it to be under 0.6 hops in

all cases, as shown in Figure 4.15, where we plot the average path change as a function of the

session arrival rate. The �gure indicates that, at low loads, most streams are not re-routed;

as the load increases, the average path change increases. Lower bandwidth streams will

su�er higher path changes than streams requesting higher bandwidths.

We note that the WDM network can be thought of as a \distributed switch", where the

switching function is performed at the nodes and the \center" of the network is completely

passive. However, the same function could be performed by a centralized switch (such as an

ATM switch); routing is trivial (all paths are of the form source ! switch ! destination),

and, if the switch is non-blocking, there is no contention inside the network: as long as there

is available bandwidth in the link from the source to the switch and in the link from the

switch to the destination, the stream can be accepted. So, it is important to determine if,
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from a performance point of view, there is any advantage in using a WDM network.

The two network con�gurations, using a \distributed switch" (WDM) and a centralized

switch, are shown in Figure 4.16. For the centralized switch, there are two pairs of optical
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transmitters/receivers, one to carry the tra�c from the node to the switch, and the other

to carry the tra�c from the switch to the node. A WDM network with the same number of

optical transmitters and receivers would have two transmitters and receivers per node. We

claim that the complexity of the two networks depicted in Figure 4.16 is approximately the

same. The optical transceivers are more complex in the WDM case, but the \center" of the

network is passive. On the other hand, in the centralized switch scenario, all the complexity

is moved to the center of the network, and the optical transceivers are simpler. To complete

the evaluation scenario, we still have to choose the transmitter/receiver data rates in the

WDM case (VWDM ) and in the centralized switch case (VSW ). Two cases are possible:

� Same data rate for all transmitters and receivers in both situations, VSW = VWDM .

This scenario corresponds to using the \same" transmitters and receivers both for

the switch and for the WDM network. The switch has the advantage of no internal

blocking, and a shorter path length; the WDM network has the advantage of having

twice the output bandwidth per node, but some of this capacity has to be used to

forward tra�c from other nodes. We will denote this switch as \switch 1".

� Same output bandwidth for each node in both situations, VSW = 2VWDM (Si = Pi = 2),

i.e., although the same number of transmitters and receivers is used in both networks,

the ones connected to/from the switch have twice the data rate as the ones in the

WDM network. The performance of this switch is the same as the upper bound on the

performance of the WDM network previously discussed. We will call this \switch 2".

We have simulated the WDM network described above, as well as switch 1 and switch 2.

In all cases, the same requests are o�ered to the three networks. For the all the evaluations

in this section, sessions are composed of a single stream.

Figure 4.17 shows the session blocking probability for the three networks as a function

of the session arrival rate. The plot shows that, as expected, the performance of the WDM

network is lower than that of switch 2, but not signi�cantly. The performance of switch 1,

however, is much lower than that of the WDM network. In Figure 4.17, the average band-

width requested per stream was set to 25% of the link bandwidth; we repeated the evaluation

for other values of the stream bandwidth and found similar results.
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Figure 4.16: Distributed versus Centralized Switching

In summary, we have shown that the performance of a WDM recon�gurable network

is much superior to that of a centralized switch with roughly the same amount of optical

hardware (switch 1 in the discussion), and is comparable to the performance of a switch using

optical transmitters and receivers at twice the rate of the WDM counterparts (switch 2 in the

discussion). The WDM network will introduce an additional delay jitter due to stream re-

routing. We have shown that, under reasonable tra�c conditions, this re-routing represents

a small e�ect, and will a�ect more the low-bandwidth streams than the higher-bandwidth

ones. Moreover, if a speci�c stream cannot be re-routed for some reason2, one just needs to

2The amount of bu�ering in the end stations limits the number of times a stream can be re-routed. If a

stream is destined to a station with very small bu�ers, it might not have enough \jitter budget" to support

re-routing.
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mark the transmitters/receivers it is using as locked, and that stream will not be disturbed

by network recon�guration.

4.7 Evaluation of the Multicast Routing Heuristic Al-

gorithms for WDM Networks

In this section, we present an evaluation of the heuristic algorithms proposed in section 4.4

for multicast routing in a WDM network. As done in Chapter 3, we �rst evaluate the

performance in a baseline case, and then determine how variations in the baseline case

change the performance measures.

4.7.1 The Baseline Case

The baseline case used here is similar to the one used in the evaluation in Chapter 3. The

following elements characterize the baseline case:
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Tra�c Model: We use the same tra�c model as in the baseline case for Chapter 3: single-

stream sessions, sources and destinations uniformly distributed in the network, stream

bandwidths set to 10% of the link bandwidth, number of destinations uniformly dis-

tributed between 1 and 10. Sessions arrive according to a Poisson process, and if

accepted remain in the network for an exponential period of time. No latency con-

straints were assumed.

Network Scenario: 12-node networks, each node having 2 transmitters and 2 receivers.

The network starts with a strongly-connected topology generated at random. We

consider the following three kinds of networks:

� networks with tunable transmitters (no physical multicast);

� networks with tunable receivers (physical multicast allowed); and

� �xed-topology networks (corresponding to the initial topology of the WDM net-

work, which is a strongly-connected topology generated at random).

Transmitter/receiver costs (vector C in section 4.3.7 were set to 0.5, making the cost

of a path equal to the number of hops in the path. The distances between the nodes

and the WDM star coupler were generated at random, uniformly between 0 and 15;

for each node, delays for its transmitters and receivers (vector D in section 4.3.7) were

set to the distance to the star coupler.

Algorithms Evaluated: For each network scenario, we evaluated the minimum-cost and

the minimum-delay heuristic. If the network under consideration allowed physical

multicast, it was employed. For the �xed-topology case, the minimum-delay heuris-

tic reduces to the traditional shortest path, and the minimum-cost heuristic to the

Takahashi-Matsuyama algorithm. As done in the WDM unicast case, we allowed re-

routing of existing streams only when doing so would allow the network to accept a

session that it would otherwise block. For the baseline case, we do not impose the

constraint that the network must remain strongly connected.
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Performance Measures: The main performance measure is the blocking probability.

Other performance measures, such as average time between recon�gurations, algorithm

run time and average cost/delay of the established routes were also obtained.
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Figure 4.18: Blocking probability for the baseline case: single-multicast sessions, stream

bandwidth 10% of the link capacity, 50,000 routes/point

The blocking probability as a function of the session arrival rate in the baseline case is

shown in �gure 4.18, for the various algorithms and network scenarios. The main conclusions

from that �gure are:

� Networks where physical multicast is allowed present much higher blocking than net-

works where it is not allowed. For example, when �=� = 10, the blocking probability is

under 0.2% for the �xed-topology networks and for the networks with no physical mul-

ticast, while it is about 30% for networks with physical multicast. For such networks,

there is basically no di�erence between minimum-cost and minimum-delay algorithms.

The main reason for this result is that in the baseline case, the number of transmit-

ters and receivers in the network is the same; therefore, if two receivers are tuned to

the same transmitter, there is a transmitter in the network that it not connected and

cannot be used. The gain in 
exibility does not make up for the lost capacity.
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� Minimum-cost algorithms perform better than minimum-delay algorithms, as expected.

Also, for the same kind of algorithm (i.e., minimumcost or minimumdelay), the WDM

networks perform better than the �xed-topology networks. However, it is interesting to

note that the blocking probability for the �xed-topology under minimum-cost routing

is lower than the blocking probability of the WDM network under minimum-delay

routing.
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Figure 4.19: Comparison of costs and delays for established sessions in the baseline case

The plots in Figure 4.18 have shown that the blocking probability for the networks where

physical multicast is allowed is much higher than when it is not. This seems counter-intuitive:

the networks with physical multicast have an additional degree of freedom, therefore they

should have \better" performance. Figure 4.19 shows where this better performance is seen:

in the cost and delay of accepted sessions. Minimizing the blocking probability is not the
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objective of minimum cost/delay algorithms. The two plots in Figure 4.19 show clearly that

the lowest costs and delays are achieved in the networks where physical multicast is allowed.

However, this does not mean at all that blocking probability will be low! We should point

out that, while in a traditional (�xed-topology) network the cost measure has a well de�ned

meaning (usage of network resources), in the optical network this meaning is lost, because

it does not capture the fact that the tunability of transmitters and/or receivers is a resource

that can be used (and \spent"). The delay measure, however, has still the same meaning.
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Figure 4.20 shows the blocking probability as a function of the number of destinations

for various load values. The routing algorithm is the minimum cost heuristic, with tunable

transmitters (no physical multicast). The �gure indicates that the blocking probability is a

weak function of the number of destinations3. The same result holds for the other algorithms

and network scenarios in the baseline case.

Figure 4.21 shows the average time between stream re-routes as a function of the session

arrival rate in the baseline case. The time is normalized to the session duration, i.e., an

3In Chapter 3 we have shown that this also happens with �xed-topology networks.
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Figure 4.21: Average time between stream re-routes, baseline case

average re-route time of 10 indicates that the average time between re-routing of established

streams is 10 times the average session duration (or, on the average, only one session in 10

will su�er rerouting in its lifetime). The �gure indicates that only a small fraction of the

streams will be re-routed during their lifetimes, for reasonable tra�c loads. Moreover, it is

very unlikely that a stream will will be rerouted more than once. Re-routing is more severe in

networks where physical multicast is allowed, due to the high blocking. We also determined

that the average path change when a stream is re-routed is very small; the average change

in cost is under 0.2 hops for the topologies with no physical multicast, and under 0.6 hops

for the topologies with physical multicast.

4.7.2 Changing the Network Size

In this section, we investigate the e�ects of increasing the network size. The network size

can be increased by: (i) increasing the number of nodes, and/or (ii) increasing the number of

transmitters and receivers per node. We consider the following two variations to the baseline

case:
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� Increase the number of transmitters and receivers per node to 3, keeping the number

of nodes �xed at 12.

� Increase the number of nodes from 12 to 20, keeping the number of transmitters and

receivers per node �xed at 2.

We keep the tra�c model the same as in the baseline case.

Increasing the Number of Transmitters/Receivers

Figure 4.22 shows the blocking probability as a function of the session arrival rate for a

12-node network, with 3 transmitters and 3 receivers per node. We note that the di�erence

in performance between the �xed-topology network and the WDM network has decreased

considerably. This is explained by the fact that the increased node degree leads to a richer

topology, with shorter paths; the additional degree of freedom of rearranging links in the

WDM network is less important in this scenario. Other observations:

� Re-routing happens less frequently than in the baseline case.

� Costs (in hops) are approximately the same as the baseline case.

� For higher loads, the blocking probability is more sensitive to the number of destina-

tions.

Increasing the Number of Nodes

Figure 4.23 shows the blocking probability as a function of the session arrival rate for a

20-node network, with 2 transmitters and receivers per node, under the same tra�c as the

baseline case. The same qualitative comments about the algorithms made in the baseline

case can be repeated here. We note that the advantage of the WDM network over the

�xed-topology network has increased. Other observations:

� Since the paths get \longer", the average change in cost can be as high as 1 hop for

the networks where physical multicast is allowed, and 0.6 hops where it is not.
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15,000 routes/point

� For higher loads, the blocking probability is more sensitive to the number of destina-

tions. For example, at �=� = 60, using the minimum cost algorithm with no physical
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multicast (tunable transmitters), the blocking probability is about 20% for unicasts,

and increases to about 45% for 10-destination multicasts.

4.7.3 Keeping the Network Connected

In the runs for the baseline case, we did not require the network to stay strongly connected

as its topology changes. In this section, we impose the additional constraint that at every

invocation of the Shortest Path with Recon�guration Algorithm, the resulting network is

tested and, if necessary, a secondary recon�guration is implemented to keep connectivity, as

described in Appendix C. The blocking probability results are shown in Figure 4.24. The

results for �xed-topology networks are the same as in the baseline case and are repeated here

for the sake of comparison.
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The main observation from Figure 4.24 is that while there is basically no change in the

results for networks where physical multicast is not possible, there is a signi�cant improve-

ment for networks where it is used. This is made clearer in �gure 4.25, where we compare

the blocking probability for the minimum-cost heuristics in the connected and not connected
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cases.

Other observations include:

� For networks allowing physical multicast, keeping the topology connected increases

the average time between re-routes and decreases the change in cost, especially for

minimum-delay algorithms.

� Keeping the network connected increases the cost/delay obtained by the minimum

cost/delay heuristics.
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Figure 4.25: Comparison of blocking probability for minimum cost heuristics, when the

network is kept connected versus when it is not

4.7.4 Changing the Number of Receivers

In the previous sections, we have shown that allowing physical multicast in the WDM network

when the number of transmitters and receivers is equal greatly degrades the performance.

Keeping the network connected o�sets some of this degradation, but it is still severe. How-

ever, we expect that in a network where receivers are abundant (i.e., more receivers than

transmitters), allowing physical multicast should improve the performance.
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To investigate this fact, we computed the blocking probability for a number of 12-node

networks, keeping the number of transmitters per node �xed at 2, and varying the number of

receivers per node from 2 to 8. The session arrival rate was kept �xed, and no connectivity

constraints were imposed in the network. The blocking probability results (as a function of

the number of receivers) are shown in �gure 4.26. The baseline case corresponds to 2 receivers

per node.
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Figure 4.26: Increasing the number of receivers per node, keeping the number of transmitters

�xed, 20,000 routes/point

Figure 4.26 shows that, as expected, networks where physical multicast is not possible

cannot make e�ective use of extra receivers. When physical multicast is allowed, adding

receivers will improve the performance. For this particular case, the point where the per-

formance of the two networks becomes the same is between 5 and 6 receivers. For higher

loads, the point of equal performance shifts to a lower number (for example, for �=� = 40,

the crossover point is between 4 and 5 receivers).

The results shown in �gure 4.26 were obtained considering: (i) the network topology

was not constrained to be connected at all times, and (ii) receiver/transmitter costs were

assigned as in the baseline case (i.e., all costs set to 0.5). We know that keeping the network
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topology connected improves the performance when physical multicast is allowed, and we

would like to investigate the role played by the link costs in the performance.

Figure 4.27 contains two plots, one for connected topologies, and the other for topologies

that are not required to stay connected. Both plots contain the blocking probability as a

function of the number of receivers in the network, for the minimum-cost heuristic on a

network allowing physical multicast; the number of transmitters was �xed at 2. Each plot

contains three curves, corresponding to the following transmitter/receiver cost assignments:

� Receiver cost 0.5, transmitter cost 0.5 (this is the assignment used in the evaluation

so far).

� Receiver cost 1.0, transmitter cost 0.0.

� Receiver cost 0.0, transmitter cost 1.0.

The results from �gure 4.27 indicate that when the network is kept connected, there is little

sensitivity to the way the link cost is split between the transmitters and receivers. However,

when the network is not restricted to connected topologies, the best assignment is to assign

all the cost to the receivers (making it \expensive" to employ the physical multicasting).

If physical multicast is not allowed, the minimum-cost algorithm is not sensitive to the

assignment of costs.

4.8 Conclusions

In this chapter, we considered the problem of routing multimedia streams in a WDM net-

work, taking into account their requirements of bandwidth, multipoint communications, and

latency, and making use of the additional degree of freedom (the topology) of the network.

We presented an exact solution for the optimum routing and recon�guration problem, based

on linear integer programming. Since this solution is complex (and has exponential worst-

case run time because the problem is NP-complete), we also proposed heuristic algorithms to

�nd sub-optimal solutions, and derived an upper bound in performance. For unicast tra�c,

we showed that the heuristic solution is close to the upper bound, which obviates the need
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to pursue the more complex exact solution. Finally, we evaluated the performance of the

WDM network in a realistic environment, and showed that it compares favorably with a

centralized electronic switch of equivalent complexity.

The main conclusion from the evaluation of multicast routing algorithms in the WDM

network concerns the use of physical multicasting in a network where receivers are tunable.

The unrestricted use of physical multicasting can decrease the cost and delay of accepted

sessions, but at the price of a much higher blocking probability. The previous sections have

shown that, by keeping the network connected and/or by properly assigning link costs, the

162



penalty paid in performance can be reduced. However, the blocking probability is still much

higher than in the case where no physical multicasting is allowed, except when the number

of receivers is large. The fundamental reason for this behavior is simply that, by allowing

physical multicasting, the network can be re-arranged in a topology where all receivers

are in use, but some transmitters are not connected to any receiver. This represents a

net decrease in network capacity, and leads to increased blocking probability. Keeping the

network strongly connected and/or shifting the cost to the receivers improve the performance

because less transmitters are allowed to remain disconnected. By the same token, when there

are plenty of receivers, it is unlikely that transmitters will be disconnected. In summary:

� Networks where physical multicasting is allowed are able to make use of extra receivers

as they are added; however, performance with a small number of receivers per node is

very low; techniques such as keeping the network strongly connected and/or properly

assigning transmitter/receiver costs can help, but not much.

� Networks where physical multicasting is not allowed have much better performance

when the number of receivers is small, but cannot make use of additional receivers.

These observations indicate that the best way to use physical multicasting is:

1. The network should be kept strongly connected at all times.

2. At all times, there should be at least one receiver connected to each transmitter.

3. Physical multicasting can be used as long as it does not violate rules 1 and 2 above.

Note that this is true regardless of the type of tra�c (unicast or multicast) in the

network. Even unicast tra�c can bene�t from the extra 
exibility of allowing physical

multicasting, as long as rules 1 and 2 are satis�ed.

By using the above rules, we can guarantee good performance both when the number of

receivers is small and when it is large. Note that, if the number of receivers is equal to the

number of transmitters, no physical multicasting will be allowed.

Based on the results of this chapter, we derive the following set of guidelines for design-

ers/implementors of WDM networks:
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� If the network has tunable transmitters and �xed receivers, the total number of trans-

mitters and receivers in the network should be the same. To upgrade a node's capacity,

one has to add transmitters and receivers to it in pairs.

� It is recommended that the network be built with tunable receivers and �xed transmit-

ters. In this case, a node can be upgraded just by adding receivers. When operating

the network, physical multicasting should be allowed only if there are more receivers

than transmitters, as described above.

� Under multicast tra�c, the minimumcost heuristics achieve lower blocking. It remains

to be seen if delay is a problem.
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Chapter 5

Conclusions and Future Work

5.1 Introduction

Supporting multimedia streams in data communications networks has implications in all the

layers of the OSI model. This thesis has focused in the aspect of routing, which resides at

the network layer.

The routing function is composed of three elements: (i) the routing algorithm, responsible

for �nding the routes given the stream requirements; (ii) the resource reservation protocol,

responsible for reserving the resources required to support the stream and for maintaining

state information about the reserved resources, and (iii) the routing protocol, responsible for

transporting routing information between the network nodes.

The vast majority of today's data networks operate in datagram mode: packets are

delivered in a \best-e�ort" manner. Since data is highly bursty, it is generally not possible

to reserve resources. Therefore, there is no need for a resource reservation protocol, and the

routing algorithm only has to �nd a path from the source to the destination, without regard

for tra�c, bandwidth, latency, etc. The routing protocol keeps the nodes informed of the

network topology, so that they can recompute routes should it change (e.g., in case of link

failure).

Support for multimedia streams at the network layer requires new routing algorithms,

which can take into account the stream requirements as well as the current network usage

when �nding the routes; resource reservation protocols; and new routing protocols, to support
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the routing algorithms and resource reservation protocols. In this thesis, we focused on the

routing algorithms, assuming that appropriate resource reservation and routing protocols

are in place.

In a traditional network, the only degree of freedom exercised by the routing algorithm

is selection of routes. An optical network using Wavelength-Division Multiplexing (WDM)

has an additional degree of freedom: by properly tuning transmitters and/or receivers, it is

possible to create and remove links between nodes; the topology itself becomes a degree of

freedom for the routing algorithm. We have also studied the problem of routing audio/video

streams in a recon�gurable WDM network.

In the following two sections, we summarize the conclusions pertaining the routing of

streams in �xed-topology networks and WDM networks. We also touch upon directions for

future research.

5.2 Routing of Multicast Streams in Fixed-Topology

Networks - Summary of Conclusions

A routing algorithm for multimedia streams must satisfy the requirements of multipoint

communications, bandwidth and latency. It also must be e�cient, due to the relatively

high bandwidths involved in video transport. No existing algorithm can meet all these

requirements simultaneously. As a matter of fact, the optimummulticast routing problem is,

in general, NP-complete (a simpler case, minimum-cost routing of a single multicast stream,

corresponds to the well-known Steiner tree problem in graphs, which is NP-complete).

We have shown that the optimum multicast stream routing problem can be formulated

as a linear programming problem. If the 
ow between each source-destination pair is re-

stricted to a single route, the problem becomes an integer programming problem. This

integer programming problem can be solved using traditional methods: simplex for the lin-

ear relaxation (when the integer constraints are disregarded), and branch-and-bound for the

integer problem. We have proposed an e�cient solution technique, with two parts:

� A two-step decomposition, to speed up the linear relaxation. The problem of routing
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a multiple-multicast session is �rst decomposed into single-multicast problems. Each

of these single-multicast routing problems is further divided into unicast routing prob-

lems, from the source to each of the destinations. If the 
ow of data is allowed to use

multiple routes, the linear relaxation is all that is needed for routing.

� Improved value-�xing rules, to speed up the search for the integer solution.

We have evaluated the speed-up gained by these techniques, and shown that, in most

cases, they signi�cantly reduce the time to �nd the optimum solution. However, since the

problem is NP-complete, the worst-case run time is still exponential with the size of the

problem; the optimumsolution derived here can be used as a benchmark for other algorithms.

The run times for heuristic multicast stream routing algorithms are usually much lower than

those of the optimum, but the results are in general inferior, especially for multiple-multicast

sessions.

We have used the optimum routing algorithm to evaluate the existing heuristics in real-

istic network and tra�c scenarios. Previous work in the area focused in evaluating the cost

and delay of a single multicast in an empty network. The �rst step was to de�ne \realistic"

network scenarios. Obviously, a network topology derived from an existing network is realis-

tic; however, the set of existing networks is rather limited. To properly evaluate the routing

algorithms, it is necessary to apply them to a wide range of topologies; therefore, methods

for generating random topologies \resembling" existing networks are needed. Waxman [39]

proposed an algorithm to generate \realistic" random network topologies, based on the ob-

servation that in existing networks, a node is more likely to be connected to other nodes

that are \closer" than nodes that are \farther away". However, our evaluation showed that

the more important property of a real network is that it is two-connected (for reliability pur-

poses), rather than being made of \shorter" links. For the tra�c, we considered a dynamic

scenario, where sessions arrive, are routed if enough resources exist, and terminate. In this

scenario, the session blocking probability is the main performance value.

The evaluation of multicast routing algorithms showed that, as expected, the blocking

probability is lower for cost-based algorithms, since they minimize the usage of network

resources. On the other hand, they might lead to excessive delay; routing algorithms that
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minimize the usage of network resources while meeting latency constraints are needed. Based

on the work presented on this thesis, the recommendations for selecting a routing algorithm

are:

� For 1-connected networks, the choice of routing algorithm makes little di�erence in

performance; one might as well use the simplest routing algorithm (shortest path). This

kind of network topology should be avoided when implementing a network, because of

lower reliability and performance.

� Minimum-cost algorithms are indicated for scenarios where the lowest possible blocking

probabilities are required (for a given infrastructure), and latency constraints are not

a problem. One example would be a campus network, where the link delays are low,

and any path will satisfy the latency constraint.

� In a scenario where the latency constraint can be a problem (e.g., in a WAN environ-

ment), one can either use the optimum proposed in this thesis (if the network is small)

or use shortest-path algorithms.

We also found that, from a tra�c point of view, the best way to upgrade a network

which is carrying stream tra�c is to add links, instead of increasing the bandwidth of the

existing links. This happens because adding new links will not only increase the network

capacity, but also decrease the average path length (thus decreasing the load). Of course,

the implementation cost of adding new links can be very di�erent (i.e., much higher) than

increasing the bandwidth of the existing links.

5.3 Routing of Multimedia Streams in WDM Net-

works - Summary of Conclusions

We considered the problem of routing unicast streams in a WDM recon�gurable network.

The WDM network has an additional degree of freedom over conventional networks: its

topology can be dynamically changed by the routing algorithm to create the routes needed.

Previous work in the area has focused either in very fast recon�guration, with single-hop
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routing, or very slow recon�guration, using multi-hop routing. The �rst scheme su�ers from

practical implementation problems; the second does not use the full capacity of the WDM

network. We considered recon�guration in the session time scale: the network is recon�gured

as sessions arrive and depart, to create the appropriate routes.

We have shown that the optimum routing and recon�guration problem can be written as

a linear integer programming problem. We have also proposed an heuristic solution to the

problem, based on the Shortest Path with Recon�guration Algorithm, which is an extension

of Dijkstra's shortest path for recon�gurable networks. For unicast tra�c, we have shown

that the proposed heuristic produces results that are close to the optimum, by using an

analytical upper bound for the performance measures of interest. This obviates the need to

pursue the more complicated optimum solution. We have also shown that the recon�gurable

network outperforms a �xed-topology network of the same size.

We have also evaluated the performance of the WDM network in a realistic environment,

where sessions arrive, are routed, and terminate. We have shown that, if re-routing is allowed,

a session will be re-routed at most once in its lifetime, for a wide range of tra�c values. We

also compared the performance of the WDM network with that of a centralized electronic

switch of equivalent complexity, and found that the WDM network outperforms the switch.

We have proposed a number of algorithms for routing of multicast streams in the WDM

network. A WDM network with �xed transmitters and tunable receivers is able to provide

physical multicast, by having multiple receivers tune to the same transmitter. We identify

two cases: networks with tunable receivers, and networks with �xed receivers. For each of

the cases, we present a linear integer programming formulation for the optimum multicast

routing problem, and a minimum-cost and a minimum-delay heuristic. The minimum-cost

heuristics are extensions of the Takahashi-Matsuyama minimum-cost heuristic, using the

Shortest Path with Recon�guration algorithm.

Finally, we have evaluated the heuristic algorithms proposed for multicast routing in

WDM networks, and found that indiscriminate use of physical multicasting greatly degrades

the performance. The key point is that no transmitters should be left disconnected; therefore,

physical multicasting should be used only in networks (with tunable receivers) where the

number of receivers exceed the number of transmitters. We also found that, as the node
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degree of the network is increased, the gain realized by changing the network topology

decreases. Our recommendations for the WDM network can be summarized as:

� WDM networks with tunable receivers and �xed transmitters are potentially better

than networks where the transmitters are tunable and the receivers are �xed, due

to the possibility of physical multicasting. When operating the network, the best

performance is obtained by having at least one receiver tuned to each transmitter.

� WDM networks with tunable receivers can be upgraded by adding additional receivers;

on the other hand, if the transmitters are tunable, the network can only be upgraded

by adding transmitter/receiver pairs.

� Under multicast tra�c, the best performance in terms of blocking probability is achieved

by the minimum-cost algorithms, and by keeping the network fully connected at all

times.

5.4 Future Work

The work done in routing of streams, both on �xed-topology and on WDM networks, can

be extended in the following directions:

� Study the scenario where the delays are a function of the 
ows in the link.

� More work should be done in proposing minimum-cost heuristics with a latency con-

straint. The heuristic by Kompella et al [37] is a step in the right direction for �xed-

topology networks, but it only applies to topologies with undirected links.

� The work done in this thesis pertains exclusively to routing, and the optimum is de�ned

in relation to the current session. Another optimization axis is time: if the statistics of

the session arrival process are known, one could use a tool like dynamic programming

to accept or reject incoming sessions. In other words, to minimize the overall blocking

probability it might be useful to block a session even though there are enough free

resources in the network to accept it.
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� The optimum multicast routing algorithm proposed in this thesis can be applied to

multi-stage ATM switches under multicast tra�c, to provide routing between switching

modules. Since ATM switches have regular structures, it might be possible to propose

e�cient multicast routing heuristics based on the structure of the switch, and use the

optimum proposed here to evaluate them.

� The routing algorithms discussed in this thesis are all centralized, i.e., they must have

global knowledge not only of the network topology but also of the usage of each link. In

practice, sessions arrive at di�erent locations in the network, and knowledge of this fact

takes some time to propagate. Thus, at a given point in time, there might be con
icting

requests propagating through the network, because sessions arrived simultaneously at

di�erent locations. Under this light, the results presented in this thesis can be seen

as an upper bound on the actual performance. Alternatives to tackle this problem

include:

{ Upon arrival of the session, the node computes the routes as described here, and

sends out the reservation. Reservations are broadcast over the whole network.

Con
icting reservations arriving to a node are resolved in a deterministic fashion.

Eventually, all the nodes get the reservations, and learn of the con
ict. Since they

all run the same algorithm, they will know which of the con
icting reservations

\wins".

{ Instead of broadcasting every session arrival and departure, the nodes may elect

to broadcast only the state of the links, and only when the available bandwidth

becomes lower than some threshold.

� For �xed-topology networks, performance may be improved if the network is allowed

to re-route streams already in place. How to provide re-routing, and quantifying its

bene�ts, is for further study.

Additionally, the work in routing of streams in WDM networks can be extended in the

following areas:

171



� The evaluation presented in Chapter 4 for unicast tra�c should be extended to net-

works of other sizes, not only 8 nodes.

� A better minimum-delaymulticast routing heuristic should be proposed for the tunable

transmitter case.
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Appendix A

The Decomposition Procedure

In this appendix we show an extension of the decomposition problem shown in [17], used in

the solution of the linear relaxation of the optimum multicast routing problem.

A.1 Formulation

Consider the following optimization problem (bold letters represent matrices or vectors):

GIVEN: Ai; bi; Ci;Di; E; F; V; Ui

MINIMIZE:
TX
i=1

Cixi +Ey (A:1)

WITH RESPECT TO: xi; y; s

SUBJECT TO:

Aixi = bi; i = 1; : : : ; T (A.2)
TX
i=1

Dixi + Fy + s = V (A.3)

0 � xi � Ui

y � 0

s � 0

Where Ai is N �K, bi is N � 1, Ci is 1 �K, Di is M �K, E is 1 � L, F is N � L, y is

L � 1, xi is K � 1, and s; V are M � 1. Additionally, we will assume that all elements in

vector V are non-negative.
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A.2 The Decomposition Procedure

De�ne Xi = fxi : Aixi = bi; 0 � xi � Uig. Since xi is limited, the set Xi will have

a �nite number ki of extreme points. Therefore, any xi 2 Xi can be written as a convex

combination of those extreme points, as follows:

xi =
kiX
j=1

�ijxij (A.4)

�ij � 0 (A.5)
kiX
j=1

�ij = 1 (A.6)

The xij in equation (A.4) are the extreme points of Xi.

Introducing equations (A.4)-(A.6) into equations (A.1) and (A.3)1, the optimization prob-

lem becomes:

GIVEN: xij ; Ci;Di; E; F; V

MINIMIZE:
TX
i=1

kiX
j=1

Ci(�ijxij) +Ey (A:7)

WITH RESPECT TO: �ij , y; s

SUBJECT TO:

TX
i=1

kiX
j=1

Di(�ijxij) + Fy + s = V (A.8)

kiX
j=1

�ij = 1; i = 1; : : : ; T (A.9)

�ij � 0

y � 0

s � 0

Equations (A.7), (A.8) and (A.9) can be written in matrix format as:

MINIMIZE:

1Equation (A.2) is automatically satis�ed by the xij .

174



�
Cixij E 0

�
2
666664
�

y

s

3
777775 (A:10)

SUBJECT TO:

2
64 A F IM

D 0 0

3
75
2
666664
�

y

s

3
777775 =

2
64 V
1

3
75 (A:11)

where:

A = [Dixij]

IM is the M �M identity matrix

D =

2
66666666664

1 � � � 1 0 � � � 0

0 1 � � � 1 � � � 0
...

...
...

0|{z}
k1

0|{z}
k2

� � � 1 � � � 1| {z }
kT

3
77777777775
=

2
4 e1 � � � e1| {z }

k1

� � � eT � � � eT| {z }
kT

3
5

ei is the i
th unit vector (i.e., a vector that has a \1" in row i and \0" elsewhere)

Let us assume that a basic feasible solution in terms of the �ij 's and y; s is available2,

and let [ ! � ] be the vector of dual variables corresponding to this basic solution (! is

1�M and � is 1�T ). To determine the entering variable, one has to compute the following

vector:

�
! �

� 264 A F IM

D 0 0

3
75�

�
Cixij E 0

�
(A:12)

The positive elements in the vector de�ned by equation (A.12) correspond to variables

that can enter the basis and improve the objective function. Substituting the values for A

and D in equation (A.12), we �nd:

�
(!Di �Ci)xij + �i !F �E !

�
(A:13)

2This solution can be obtained using the well-know two-phase method, for example
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From (A.13) we learn:

1. If (!Di � Ci)xij + �i > 0, then �ij can enter the basis;

2. If (!F �E)k > 0, then yk can enter the basis;

3. If !l > 0, then sl can enter the basis.

Given ! and �, conditions 2 and 3 above are immediate to compute. Since xij is an

extreme point of Xi, condition 1 above can be rewritten as:

a. Solve the following problem:

Maximize (!Di �Ci)xi + �i

Subject to Aixi = bi, 0 � xi � Ui

b. If the objective value of the problem solved in (a.) is positive, then the �ij correspond-

ing to the optimum xi in that problem can enter the basis. Otherwise, no �ij from

subproblem i can enter the basis.

A.3 Solution Algorithm

In the following description, we will denote by Master Problem the problem described by

equations (A.10) and (A.11).

INITIALIZATION STEP:

Begin with a basic feasible solution to the master problem. Store the basis inverse B�1,

b = B�1

2
64 V
1

3
75 and [ ! � ] = ĉBB

�1, where ĉij = Cixij for the basic �ij variables, and

ĉk = Ek for the basic yk variables, in the revised simplex array shown below:
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�
! �

�
ĉBB

�1b

B�1 B�1b

(A:14)

MAIN STEP:

� Select the the entering variable according to the rules given in section A.2. If there is

no candidate to enter the basis, stop { the optimum solution has been reached.

� If a variable has been selected to enter the basis, compute its column, adjoin it to

the revised tableau, and pivot. This will update all the variables in the tableau. The

columns are computed as follows:

{ If �ij will enter the basis, the column is B�1

2
64 Dixij

ei

3
75

{ If yk will enter the basis, the column is B�1

2
64 Fk

0

3
75

{ If sl will enter the basis, the column is B�1

2
64 el

0

3
75

� Repeat the previous steps until the optimum has been reached.

A.4 Finding an Initial Solution

The procedure described in the previous section assumes that an initial basic feasible solution

is available. In this section, we make use of the two-phase method to identify this initial

solution. Let us consider the problem in the format described by equation (A.11). We add a

number of arti�cial variables that enable us to immediately identify an initial feasible basis
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for this extended problem. We then optimize to drive the arti�cial variables out of the basis.

We add T arti�cial variables to the problem, denoted by the T � 1 vector a, as follows:

MINIMIZE:

�
0 0 0 1

�
2
666666664

�ij

y

s

a

3
777777775

(A:15)

SUBJECT TO:

2
64 A F IM 0

D 0 0 IT

3
75

2
666666664

�ij

y

s

a

3
777777775
=

2
64 V
1

3
75 (A:16)

Since all elements of V are non-negative by hypothesis, one can immediately identify a

basis in equation (A.16): it will be composed by the s variables (with si = Vi) and by the

arti�cial variables a (with ai = 1). Therefore,

B =

2
64 IM 0

0 IT

3
75 = IM+T = B�1 (A:17)

ĉB =

"
0 � � � 0| {z }

M

1 � � � 1| {z }
T

#
(A:18)

�
! �

�
= ĉBB

�1 = ĉB (A:19)

b = B�1

2
64 V
1

3
75 =

2
64 V
1

3
75 (A:20)

ĉBB
�1b =

"
0 � � � 0| {z }

M

1 � � � 1| {z }
T

# 264 V
1

3
75 = T (A:21)

Equations (A.17) to (A.21) can be represented by the following revised simplex array:
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0 � � � 0 1 � � � 1 T

IM+T

V

1

To determine the entering variable, we must compute:

�
! �

� 264 A F IM 0

D 0 0 IT

3
75�

�
0 0 0 1 � � � 1

�
(A:22)

which resolves into:

�
!Dixij + �i !F ! �� 1

�
(A:23)

The positive entries in the vector on (A.23) correspond to variables that can enter the basis.

Therefore,

� If !Dixij+�i > 0, �ij can enter the basis, and the column to pivot is B�1

2
64 Dixij

ei

3
75.

� If (!F )k > 0, yk can enter the basis, and the column to pivot is B�1

2
64 Fk

0

3
75.

� If !l > 0, sl can enter the basis, and the column to pivot is B�1

2
64 el

0

3
75.

� If �m � 1 > 0, the arti�cial am can enter the basis, and the column to pivot is

B�1

2
64 0

em

3
75.

The solution procedure indicated earlier in this appendix used here. At optimality, one

of the following three situations will happen:

1. All the arti�cials are out of the basis. An initial feasible solution has been found. One

just has to compute [ ! � ] = ĉBB
�1 and ĉB(B

�1b), and proceed according to what

was indicated in section A.3.
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2. There is at least one arti�cial in the basis at non-zero level. This means that the

original problem is infeasible, i.e., has no solution.

3. There is at least one arti�cial in the basis at zero level. We can proceed to the main

optimization as described in item 1, but during the pivoting process, we always select

one of the remaining arti�cials as the leaving variable, if possible.
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Appendix B

Algorithms for Generation of

Random Topologies

In this Appendix, we present the algorithms used to generate the random topologies for the

evaluation in chapter 3.

B.1 Generating a Completely Random Topology - Full

Duplex Links

INPUTS: Number of nodes, N , number of full-duplex links, K, and dimensions

of the rectangle (Sx; Sy) in which to place the nodes. It is assumed

that K � N � 1.

OUTPUT: The network topology.

Step 1: Generate N node locations at random (horizontal coordinate is generated uni-

formly between 0 and Sx; vertical coordinate is generated uniformly between 0

and Sy).

Step 2: Create a set of nodes denoted by T , initially empty. Choose one of the nodes at

random and add this node to T .
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Step 3: Choose at random a node in T and a node not in T , and place a full-duplex link

between them in the network topology. Add the node that was not in T to T .

Repeat this step until all N nodes are in T .

Step 4: In step 3, N � 1 links were placed. Place the remaining K � N + 1 full-duplex

links in the topology by choosing their endpoints at random, but allowing only

one link between any pair of nodes.

B.2 Generating a Random Topology, Short Links

INPUTS: Number of nodes, N , number of links, K, and dimensions of the

rectangle (Sx; Sy) in which to place the nodes. It is assumed that

K � N � 1, and the links are full-duplex.

OUTPUT: The network topology.

Step 1: Generate N node locations at random (horizontal coordinate is generated uni-

formly between 0 and Sx; vertical coordinate is generated uniformly between 0

and Sy).

Step 2: Using Prim's algorithm [9], generate a minimum-distance spanning tree and add

it to the topology. This is computed by considering the distance graph (i.e., an

auxiliary graph where there is a link between every pair of nodes whose cost is

the distance between the nodes) and �nding its minimum-cost spanning tree. In

this step, N � 1 links are placed.

Step 3: Choose a node at random, say, node n. Let Sn denote the set of nodes to which

node n is not connected, say, fs1; s2; : : : ; skg. If d1; d2; : : : ; dn are the distances

from node n to nodes s1; s2; : : : ; sk, choose a node from the set Sn at random, with

probabilities proportional to 1=d1; 1=d2; : : : ; 1=dk , say, si, and add a full-duplex

link in the topology between n and s1. Repeat this step until the desired K links

are placed, but allowing only one link between any pair of nodes.
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B.3 Generating a Two-Connected Topology

INPUTS: Number of nodes, N , number of links, K, and dimensions of the

rectangle (Sx; Sy) in which to place the nodes. It is assumed that

K � N � 1, and the links are full-duplex.

OUTPUT: The network topology.

Step 1: Generate N node locations at random (horizontal coordinate is generated uni-

formly between 0 and Sx; vertical coordinate is generated uniformly between 0

and Sy).

Step 2: Generate a ring as follows: �rst, �nd the two nodes closest to each other and add

a full-duplex link between them in the topology. This forms a full-duplex path.

Then proceed to form a ring, adding the nodes closest to each extremity of the

path, until the ring closes. In this step, N links are placed.

Step 3: Choose a node at random, say, node n. Let Sn denote the set of nodes to which

node n is not connected, say, fs1; s2; : : : ; skg. If d1; d2; : : : ; dn are the distances

from node n to nodes s1; s2; : : : ; sk, choose a node from the set Sn at random, with

probabilities proportional to 1=d1; 1=d2; : : : ; 1=dk , say, si, and add a full-duplex

link in the topology between n and s1. Repeat this step until the desired K links

are placed, but allowing only one link between any pair of nodes.
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Appendix C

Formal Description of The Shortest

Path with Recon�guration

Algorithms

In this Appendix, we describe the basic Shortest Path with Recon�guration algorithm, an ex-

tension to Dijkstra's shortest path algorithm for recon�gurable networks, and the secondary

recon�guration algorithm, which is used to keep the network strongly-connected.

C.1 The Basic Shortest Path with Recon�guration

Algorithm

The algorithm described in this section �nds the shortest path between two nodes in a

recon�gurable optical network. Some transmitters and receivers in the network might already

be tuned due to other communications in progress; these cannot be recon�gured, but they

might be used in whatever topology they happen to be. The algorithm has two degrees of

freedom: the path, and the topology, potentially recon�guring the transmitters and receivers

that are idle. A numeric label is assigned to each transmitter and receiver in the network.

If a transmitter with label lt is tuned to a receiver with label lr, an unidirectional link with

label lt + lr is created. The shortest path minimizes the sum of the labels in the path. The
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label can represent, for example, the propagation delay; in this case, if the network topology

is a star, the label associated with the transmitter is the propagation delay from the node

to the star, and the label associated with the receiver is the propagation delay from the star

to the node.

INPUTS:

� A WDM network with N nodes; node i has Si optical transmitters and Pi optical

receivers, i = 1; : : : ; N . The optical transmitters and receivers are either locked or free;

the locked transmitters and receivers are tuned, forming a given topology, and the free

ones are not connected at all and can be recon�gured. If the network supports physical

multicasting, all transmitters are to be considered free.

� A set of nonnegative transmitter labels fltijg, i = 1; : : : ; N , j = 1; : : : ; Si.

� A set of nonnegative receiver labels flrijg, i = 1; : : : ; N , j = 1; : : : ; Pi.

� A source node s and a destination node d.

OUTPUT: The path from s to d with the minimum length (sum of the transmitter and

receiver labels in the path), using, if necessary, free transmitters and receivers.

ALGORITHM:

Step 1: For all transmitters in the network, do the following: if transmitter j in node i is

free, add a transmitter virtual node V t
ij to the network topology, and a link (using

transmitter j) from node i to node V t
ij , with label ltij.

Step 2: For all receivers in the network, do the following: if receiver j in node i is free,

add a receiver virtual node V r
ij to the network topology, and a link (using receiver

j) from node V r
ij to node i, with label lrij.

Step 3: Create a set of nodes P , initially empty, and a set of nodes T , initially containing

all the nodes in the network. For each node in the network, associate a label l;

initially, assign l(s) = 0, l(i) =1 for i 6= s. Create also two sets of nodes A and

B, initially empty.
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Step 4: Let k be the node with the smallest l(k) (if there are many, choose one at random).

If l(k) = 1, there is no path between s and d using the locked receivers and

transmitters; go to step 7. Otherwise, move k from the set T to the set P . If

node k is a virtual node and the set A is empty, also put node k in A.

Step 5: If k is not a virtual node, update the node labels as follows: 8j 2 P , if there

is a link from node k to node j, make l(j)  minfl(j); l(i) + lkjg, where lkj is

the label of the link between k and j. If k is a virtual node, there is no need to

update the node labels.

Step 6: If k 6= d, return to step 4; otherwise, the shortest path using the locked trans-

mitters and receivers has been found; proceed to step 7.

Step 7: Create a set of nodes P 0, initially empty, and a set of nodes T 0, initially containing

all the nodes in the network. For each node in the network, associate a label l0;

initially, assign l0(d) = 0, l0(i) =1 for i 6= d.

Step 8: Let k be the node with the smallest l0(k) (if there are many, choose one at

random). If l0(k) =1, go to step 10. Otherwise, move k from the set T 0 to the

set P 0. If k = s, go to step 10. If node k is a virtual node and the set B is empty,

put node k in B and go to step 10.

Step 9: If k is not a virtual node, update the node labels as follows: 8j 2 P 0, if there is

a link from node j to node k, make l0(j) minfl0(j); l0(i) + ljkg. Go to step 8.

Step 10: If the set A or the set B or both are empty, terminate. The shortest path is

the one found in step 6, if any. If both A and B are non-empty, let us denote

by a the node in A and by b the node in B. Let L1 = l(d), La = l(a) and

Lb = l0(b). If L1 � La + Lb, the path found in step 6 is the shortest and there

is no need to recon�gure the network. Otherwise, a shorter path can be created

by connecting the virtual nodes a and b. If a corresponds to the virtual node V t
ij

and b corresponds to the virtual node V r
kl, then transmitter j in node i must be

tuned to receiver l in node k, and the shortest path will be the path from s to i,

the newly-created i-k link, and the path from k to d.
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C.2 The Secondary Recon�guration Heuristic

For control purposes, it is necessary to keep the WDM network strongly connected at all

times, so that all the nodes can exchange control messages. The transmission of control

messages can be done by 
ooding, as in the OSPF routing protocol [12].

In the basic shortest path with recon�guration algorithm presented in section C.1, the

free transmitters and receivers are considered to be idle. In general, however, they will be

connected in a certain topology, to keep the network strongly connected. When the shortest

path algorithm described in section C.1 is applied, it might change the network topology,

and the resulting topology can potentially be disconnected. We denote the recon�guration

from the shortest path algorithm as the primary recon�guration. The heuristic in this section

will try to identify a secondary recon�guration to keep the network strongly connected.

As indicated above, the network will have as many free transmitters and receivers con-

nected as possible (but available for recon�guration). If the total number of transmitters in

the network is equal to the total number of receivers, then all free transmitters and receivers

can be used. Recon�guring the network so that a transmitter and a receiver can be con-

nected might also include recon�guring the previous connections held by them, as illustrated

in �gure C.1.

If the primary recon�guration causes the network to become disconnected, then this

new topology has at most two disconnected subsets; a way to implement the secondary

recon�guration would be to identify two good candidate nodes to \bridge" the two subsets.

Therefore, we need an algorithm that can:

1. Test a topology for connectivity.

2. If the topology is disconnected, locate the appropriate nodes where the \bridging"

between the subsets can be performed.

Both of these functions can be e�ciently performed by a simpli�ed version of the Floyd-

Warshall shortest path algorithm [9]. In the the next two sections, we describe the simpli�ed

Floyd-Warshall algorithm and give the secondary recon�guration heuristic.
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Desired connection

Reconfiguration

Before

Reconfiguration

After

Free receiver

Free transmitter

Existing connections

Free receiver

Free transmitter

Figure C.1: Recon�guring the network

C.2.1 The Simpli�ed Floyd-Warshall Algorithm

INPUT: The network topology (N is the number of nodes).

OUTPUT: The connectivity matrixD, where Dij = 1 if there is at least one path

from node i to node j, and Dij = 0 otherwise.

ALGORITHM:
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Step 1: De�ne the matrixD(0) as follows:

Dij(0) =

8><
>:

1 if node i is connected to node j, or i = j

0 otherwise

Step 2: Calculate the matrix D(k) from the matrixD(k � 1) as follows:

Dij(k) =

8><
>:

1 if Dik(k � 1) and Dkj(k � 1) are both 1

Dij(k � 1) otherwise

Step 3: Repeat step 2 for k = 1; : : : ; N ; matrix D(N) is the desired connectivity matrix

D.

C.2.2 Description of the Secondary Recon�guration Heuristic

The secondary recon�guration heuristic is executed as a part of the shortest path with recon-

�guration algorithm in section C.1. If that algorithm decides on a primary recon�guration,

the secondary recon�guration algorithm is invoked; if it fails, the primary recon�guration

is not permitted. More speci�cally, in step 10, if L1 > La + Lb, the secondary recon�gu-

ration algorithm is executed. If it is successful, then the shortest path algorithm proceeds

as originally described, possibly with a secondary recon�guration in place. If it fails, then

the primary recon�guration is dropped; the �nal path between the source and destination

will be the path found using the current topology (or no path at all). Note that this is not

optimal in any sense; one could elect to search for other recon�gurations besides the primary

that would lead to longer paths but would not partition the network.

The secondary recon�guration algorithm is:

INPUTS: The network topology, the list of locked and free transmitters and

receivers, and the primary recon�guration.

OUTPUTS: A 
ag, indicating failure or success; in case of success, the algorithm

may recommend a secondary recon�guration.

ALGORITHM:

Step 1: Execute the primary recon�guration in the network topology given and use the

simpli�ed Floyd-Warshall algorithm to compute the connectivity matrix D. If
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all the entries in D are 1, return and indicate success; the new topology is

connected and there is no need for a secondary recon�guration. Otherwise, mark

the transmitter and receiver used in the primary recon�guration as locked and

proceed to step 2.

Step 2: Search the D matrix for an entry dij such that dij = 0, node i has a free trans-

mitter and node j has a free receiver. If the WDM network supports physical

multicasting, consider all transmitters as free.

Step 3: Recon�gure the network so that a link between nodes i and j is created (ex-

changing any other connection as depicted in �gure C.1). Compute the new

connectivity matrixD0.

Step 4: If all the entries inD0 are 1, stop. The secondary recon�guration has been found.

Return the secondary recon�guration and indicate success. Otherwise, return to

step 2 to search for another entry. If all zero entries in D have been considered

already, terminate and indicate failure.
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