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Abstract

This paper introduces Architecture Evaluator's Workbench(AEWB), a high level de-

sign space exploration methodology, and its application to 
oating point units(FPUs). In

applying AEWB to FPUs, a metric for optimizing and comparing FPU implementations

is developed. The metric { FUPA incorporates four aspects of AEWB { latency, cost,

technology and pro�les of target applications. FUPA models latency in terms of delay, cost

in terms of area, and pro�le in terms of percentage of di�erent 
oating point operations.

We utilize sub-micron device models, interconnect models, and actual microprocessor scal-

ing data to develop models used to normalize both latency and area enabling technology-

independent comparison of implementations. This report also surveys most of the state

of the art microprocessors, and compares them utilizing FUPA. Finally, we correlate the

FUPA results to reported SPECfp92 results, and demonstrate the e�ect of circuit density

on FUPA implementations.

Key Words and Phrases: Floating point units, microprocessors, SPECfp92, pro�ling,

die area, technology scaling, delay modeling, interconnect modeling
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1 Introduction

Architecture Evaluator'sWorkbench(AEWB) is a high level design space exploration method-

ology focusing on evaluating processor implementations based on its resource allocations in

a technology-independent way. The resources are time in terms of latency and throughput,

and costs in terms of die-area and power consumption. Optimality of designs is judged

based on best cost-performance in executing relevant benchmarks. AEWB incorporates

the powerful concept of technology-independent comparisons using models predicting the

latency and density gains from progressing technology. By removing the gains from tech-

nology, we enable comparisons among implementation of di�erent processes, the ability to

measure the progress of both algorithms and implementations among generations of proces-

sors, and whether designs have made best use of the current technology. This methodology

also projects the e�ective life time of a given process as the performance increase resulting

from implementation and algorithmic improvements are reduced.

To prove the relevance of AEWB, we apply its concepts in developing a FPU metric|

FUPA|Floating Point Unit Performance Cost Analysis Metric. Even though the devel-

opment applies speci�cally to FUPA, the associated concepts also apply to 
oorplanning

other functional units of microprocessor.

Beside the desire to prove AEWB's concepts, the emergence of a 
oating point metric is

overdued. With the added integration a�orded through technology scaling, microprocessor

designers have gone from software emulations of 
oating point (FP) operations, to dedicated

FP chips (80387), to on-chip FPU, and �nally to multiple FPUs on chip. Meanwhile, the

latencies of most FP operations have gone from hundreds of cycles, to two or three cycles.

The basis of these design e�orts is the fundamental need of applications for fast 
oating

point executions. Despite these e�orts, allocation of die area to 
oating point units is an art

based on engineering intuition, and past experiences. FUPA enables quantitative trade-o�s

between performance and cost.

Traditionally, researchers have published papers proclaiming the superiority of their

FP architecture and implementation to those preceding them. Comparisons are made on

algorithmic levels in terms of number of cycles, and on circuit level in terms of number of

transistors and its inherent critical path gate delay. However, most of the arguments have

been unconvincing or inconclusive due to lack of attention to anyone of 4 important aspects

{latency, cost, technology, and pro�le of applications.

Of the 4 aspects, the most attention has been paid to latency by microprocessor design-

ers. Previous researches have studied delay modeling of MOS circuitry [14], timing analysis

at the chip level [20], and performance optimization [19]. For this paper, latency is de�ned as

the delay incurred from the time input data is applied to the input of FP units till the time

the result is available at the output of the FP units, and is usually expressed as either delay

(ns) or the number of cpu cycles. FP operations can be pipelined into sub-operations with

latencies less than the cycle time of the cpu leading to faster throughput, but pipelining also

adds synchronizing delay as well as die area for storage. FP algorithms also lead to iterating

implementations [21] where additional result bits are generated each cycle providing sav-

ings in die area, but adding to both the overall latency of the operation and communication

overhead. One element of latency is often ignored { technology. Often, comparisons have

1



been made between implementations of di�erent technologies. This is obviously inequitable

since both implementations could have bene�ted from advance processes. We introduce

a model which permits technology-independent comparisons of latencies based on results

from BSIM3 spice models [3] , empirical data [10], and interconnect and delay modeling

[2, 8, 9].

Substantially less attention has been paid to die area in implementation comparisons.

The general problem of optimizing area is arduous because area usage is a function of

transistor size, placement, and routing. In fact, two dimensional pacement of transistors into

the smallest rectangle, and the three dimensional routing of transistors with the smallest

routing area are both NP complete [16] [17]. Decisions at the algorithmic level directly

impact the layout size and regularity of the routing. An example of this is the choice

of Wallace tree reduction [18] versus an reduction array. On the surface, Wallace tree

implementation with logx(2n)
1 stages of reduction delay seems superior when compared

to an array structure with O(n) stages of reduction where n is the number of operand

bits. However, after investigating the routing requirements of Wallace tree in terms of wire

length, and additional tracks, the initial impression may not be true. Decision at the circuit

level implementation also impacts the layout area. Although dual rail circuit design [11]

reduces delay, it also doubles the number of wiring tracks at each bit slice, and this may

be unacceptable for the given technology's routing density and the design's bit-slice pitch

limitations.

To motivate the close relationship between die-area, operating frequency, and power,

we collect power consumption, die-area, and operating frequencies of various low power

and high speed microprocessors from the past 4 years. Figure 1 exhibits the total die-

area versus power consumption of microprocessors. The general trend exhibited is higher

power for processors using larger die-area, although the lack of consideration for operating

frequency in the plot, and power supply voltage voltage levels contributes to the scattering

of the data points.

Figure 2 shows the operating frequency versus power consumption of microproces-

sors. Higher operating frequency consistently leads to higher power consumption with the

DEC21164 leading the pack at 50 watts and 300 MHz. Figure 3 shows the plot of Die-Area

x Operating frequency versus power consumption. Interesting enough, a lot of the scatter-

ing exhibited by the previous data have being removed from this graph, an indication of

the close relations of Die-Area, Operating Speed, and Power.

Optimizing die area usage positively impacts dynamic power consumption, delay, as well

as chip yield. The dynamic power dissipated in a CMOS circuit is modeled by,

Pd = 1=2fAveCTV
2
dd; (1)

where fAV E is the average circuit switching frequency, CT is the sum of the driving transis-

tor's self load, the load transistors' gate and parasitic capacitance, and the wiring capaci-

tances. Dynamic power dissipation due to transistor capacitance is decreased by minimizing

the width of the transistor, and the dynamic power dissipation due to interconnect capaci-

tance is decreased by minimizing the length , width, and thickness of the metal.

1(x = CSAIN
CSAOUT

)

2
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Figure 3: Area X Speed Versus Power Statistic for Microprocessors

The impact of reduce die-area and lower total capacitance on delay is also a positive

one despite limiting e�ects of velocity saturation in transistors, and rising resistance in the

interconnect as features in IC and interconnect design shrink. RC models are used in this

paper whereby scaling the e�ective length of the channel leads to decreases in both on-

resistance of the transistor and the transit time of carriers across the channel. Optimizing

die-area usage also shortens the length of the local interconnect lines thereby reducing both

capacitance and resistance. We explore these aspects in more detail in section 2.

Minimizing die area not only minimizes power and reduces delay, it also improves chip

yield and manufacturing cost. Many studies have shown the direct relationship between

transistor area and chip yield, yet another advantage of die area usage reduction. As

discussed in [7], �gure 4 shows net probe yield has steadily declined since 1Mb DRAM

generation. Even though decline has been compensated by introducing redundancy circuits

so gross yield has declined at a slower rate, unless IC process breakthrough occurs in the

near future, die size increases will be slowed due to the inevitable yield decreases. As

in the case of latency, AEWB facilitates equitable comparisons among design of di�erent

technologies by employing a model to normalized the area data prior to comparisons.

AEWB incorporates another key aspect { applications' pro�le to FUPA. Customer ap-

plications are constantly evolving, and in turn, microprocessor designers are constantly

attempting to optimize the microprocessor to execute these applications faster, and with

more e�ciency. FUPA uses application pro�les to measures the marginal utility of die area

investment and design e�ort for FPUs, an idea often used in instruction set design. If a

instruction is only executed 0.1% of the time, it would be unwise to dedicate 20% of the die

4



0

1 0

2 0

3 0

4 0

5 0

6 0

7 0

8 0

9 0

256k 1M 4M 16M 64M 156M

Net Yield

Gross Yield

DRAM Generations

%

Figure 4: Declining Yield with Increasing Circuit Density

area to reduce the latency of executing that instruction. The same idea can be applied to

FPUs where applications use FP-Adds and Multiplies more than FP-Divide, and SQ-Root.

In this paper, we pro�led the SPECfp92 [5, 6] suite to obtain the dynamic FP operation

distributions used in the metric.

Under the above premises, we apply our metric to collected FPU area usage of most

of the recent microprocessor design with their associated operation latencies and process

technology. Section 2 describes the di�erent aspects of AEWB and FUPA in more detail.

Section 3 presents and analyzes the results from applying FUPA to industrial microproces-

sors. Section 4 discusses the limitations of FUPA, and the observations gained from the

results. Finally, in section 5, we conclude with a summary of the contributions of this work.

2 Discussion of AEWB

Past impact and future trend of CMOS scaling have been detailed in [1, 12, 3, 7]. These

and other research e�orts provide accurate modeling of sub-micron devices, and discuss some

of the challenges of future scaling. AEWB incorporates BSIM3 empirical spice models that

have shown good conformance with experimental data up to and including the sub-quarter

micron range. We summarize the results of these studies here, and discuss how they are

incorporated into the metric. Table 1 shows the past trend of transistor scaling which has

allowed the rapid growth in circuit complexity and speed in the past 2 decades. Table 2

projects the future scaling trend based on physical limitations such as Tox, leakage current,

5



Table 1: Past Trend of MOS Scaling(Hu[4,12])

1977 1979 1982 1985 1988 1991

Minimum Feature(um) 3 2 1.5 1 0.7 0.5

Gate Length(um) 3 2 1.5 1.1 0.9 0.6

Channel Length(um) 2 1.5 1.2 0.9 0.7 0.4

Gate Oxide(nm) 70 40 25 25 20 13.5

Vcc(volt) 5 5 5 5 5 5

Gate Delay(ps) 800 350 250 200 160 90

Table 2: Projected Future Trend of MOS Scaling(Hu[4,12])

1991 1994 1997 2001 2005 2009

Minimum Feature(um) 0.5 0.35 0.25 0.18 0.13 0.09

Channel Length(um) 0.4 0.30 0.25 0.2 0.15 0.13

Gate Oxide(nm) 13.5 9 8 7 4.5 4

Vcc(volt) 5 3.3 3.3 3.3 2.2 2.2

Gate Delay(ps) 90 79 68 56 49 43

and reliability constraints.

In this paper, we focus on technology independent comparisons of microprocessor imple-

mentation, and with this requirement, we develop models that remove the e�ects of scaling.

For latency, the transistor saturation current Idsat is of key importance since it determines

the time required to charge and discharge the capacitive loads that it drives. Instead of the

classical MOSFET model,

IDSAT = �CoxW (Vg � Vt)
2=L; (2)

a more realistic model accounts for the fact that the inversion layer charge carrier moves

with the saturation velocity, vsat, at the pinch o� point in the channel. Such a model is,

IDSAT = vsatWCox(Vg � VDSAT � Vt); (3)

1

VDSAT
=

1

Vg � Vt
+

�

2vsatLeff
; (4)

�n = 240[0:06Tox=(Vg + Vt)]
1=2; (5)

where VDSAT is the potential at the pinch-o� in the channel, and vsat = 8x 106 cm/s for

electron and 6.5x106 cm/s for holes. The only dependence on Leff is VDSAT (approximately

1X increase in current for 5X decrease in Leff ) , but this dependence is much weaker than

the linear dependence suggested by the classic model. Only reduction in Tox accompanied

6



Table 3: Ideal MOS Scaling

Dimensions ( W , L, Tox, Xj ) 1=�

Substrate Doping ( NSUB ) �

Voltage ( Vdd, Vtn, V tp ) 1=�

Device Current ( Ids ) 1=�

Gate Capacitance ( Cg ) 1=�

Rout ( Vdd/Ids ) 1

Intrinsic Delay ( �) 1=�

Device Area ( A = WL ) 1/�2

by decreasing Leff leads to more signi�cant increase in IDSAT [12]. Equation 5 models the

reduction of surface mobility due to increasing vertical �eld. The above equations models

the driving capability of CMOS with scaling.

The general goal of scaling is two-fold { to increase transistor current, and to increase

circuit density. Transistor current increases by (1) decreasing Leff , (2) decreasing Tox, and

(3) increasing W . The last technique goes against the goal of increasing circuit density,

and is usually used sparingly to bu�er heavily loaded nodes, or to speed up critical paths.

Reducing the oxide thickness, which increases the vertical �eld and the inversion charge

density leads to greater Idsat increases. However, the reliability constraint of oxide thickness

due to time-dependent dielectric breakdown ( TDDB ) leads to the following model,

Eox = (1:1Vdd)=Tox < 7MV=cm;which requires

Tox > 8nm for Vdd = 5V;

Tox > 5nm for Vdd = 3:3V; and

Tox > 4nm for Vdd = 2:5V:

The above oxide thickness is re
ected in the projected scaling trend in table 2.

2.1 Area Modeling

Ideal scaling rules for devices, local, and global interconnect are shown in Table 3 and 4.

Results from [2] show interconnect capacitance and resistance are become dominating factors

in VLSI design in both area utilization and delay modeling as devices and interconnects are

scaled. Without accounting for velocity saturation, the need to drive the interconnect, O(n2)

worst case growth in communication area overhead, and most importantly the constant

desire to reduce the cycle time, 1=�2 reduction in die-area is possible. However, after

taking these factors, die-area scaling is less than quadratic. In order to make technology

independent comparisons, we derive a area compensating factor, Areacf , based on empirical

data. Figure 5 demonstrate the scale factors of various parameters of the Intel Pentium

processor. Metal-4 pitch has a zero scale factor since Pentium process had no metal-4.

Instead of the 1=�2 reduction in area, the scaling resulted in 1=�1:4 reduction in area without

7
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Figure 6: Measured or Predicted Idsat per Width (um)

eliminating the e�ect of an additional fourth layer metal which the designer claimed to have

reduced the area by 10%.

Figure 6 shows measured and predicted values of Idsat per um width for NMOS and

PMOS for both high speed(HS) and low power(LP) scenarios based on [1]. Splitting of

high speed and low power processes is a trend currently practiced in the industry with

processes targeted for either high-speed or low power applications. A trend of slowing of

slowing decreases in Idsat is exhibited with drops during years where power supply reductions

are predicted. The situation is worsen once we take into account the scaling of width as

shown in �gure 7. Two consequences can be concluded from these results{ (1) unless load

capacitance are equally scaled, the decrease in delay will be lessen, and (2)designers would

have to increase the W
L

ratios of transistors as technology is scaled. It has been shown in

[2] that for local interconnect paths, capacitance have decreased, but not at su�ciently rate

to keep W
L constant in order continue the trend of clock rate doubling every two process

generations.

Based on the above data, we normalized the die-area as,

NArea = Area=(Leff)
Areacf (6)

Areacf is derived empirically, and took account of:

� Velocity Saturation's implication on density is due to the fact that Idsat=W slowing

increase as Leff approaches zero. To drive identical load with equal delay, W cannot

be scaled at the same rate as Leff is scaled.

� The increase routing density required with increasing circuit density is apparent with

the increasing number of metal layers employed. The end result is more area is taken

by routing.
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� To keep interconnect resistance from dominating both local and global interconnects

and to keep coupling noise within reasonable levels, ideal scaling of interconnect cannot

be used. For local interconnect, constant R scaling can be used by 1=
p
� or keeping

the thickness Hint constant. For global interconnect and constant delay scaling, the

situation is much worse { we need to scaled up all dimensions by �DS . Both scenarios

take away from the ideal area reduction of 1=�2.

2.2 Latency Modeling

2.2.1 Unloaded Gate Delay

Figure 8 and 9 displays the trend and projection of high-speed and low-power CMOS. It

is apparent that after 1994 the unloaded gate delay is declining at less than linear rate with

respect to the scaling of e�ective channel length, but prior to 1994, the relationship between

gate delay and Leff is almost exactly linear. This trend of slowing decline is attributed to

the reduction in Vcc required for oxide reliability, and the slowing increase of Idsat per unit

width. The unloaded gate delay is modeled as,

�d =
CselfVcc

4
(

1

Idsat�n
+

1

Idsat�p
) (7)

2.2.2 Interconnect Modeling

As further proof that the importance of interconnect capacitance(Cint) and resistance(Rint)

to delay cannot be unestimated. Figure 10 from [2] shows precisely this fact by calculating
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length as predicted by length model

the critical length of metal when both interconnect capacitance and resistance is equivalent

to that of transistor resistance(Rtr) and capacitance(Cg). On the same �gure, we plot

both local and global interconnect length as predicted by our interconnect length model.

From this plot, we can predict when interconnect capacitance and resistance dominates as

feature sizes are scaled. Capacitance have always been determined by interconnect for both

local and global connections, whereas resistance is still dominated by the driving gate's

on-resistance (Rtr) until 1996 when the global interconnect resistance exceeds it. Since a

reasonable analysis of delay cannot exclude interconnect, we incorporate results from [2]

which has modeled scaling e�ects on the delay of CMOS gate driving both interconnect and

load capacitance. We summarize the model and the results here.

The interconnect model consists of:

� Aluminum metallization with resistivity of 3.0 �
� cm.

� Capacitance model that includes all 3-dimensional e�ects such as coupling and plate

capacitances.

� Minimum feature size as described in table 12..

� Wire spacing(Wsp) and wire width(Wint) are equal to 2.5X of minimum feature size.

� Metal thickness(Hint) and insulation thickness(Hox) are equal to 1.25X of minimum

feature size.
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Figure 11: Interconnect length distribution of VLSI chip in 1982

� Ideal local interconnect scaling is used described in table 4.

� Die size is doubled every two generation of technology.

We developed a local interconnect model based on the work of [4] in 1982 with wire length

distributions shown in �gure 11. The two peaks represent two groups of interconnect:

local and global interconnects, with the local representing intra-module connections, and

the global representing shared data-paths, and inter-module connections. For our analysis,

a local interconnect length scaling model is used where,

lint = 0:1(
MinFeature

MinFeature1982
)(
p
Ac) (8)

The model is based on the assumption that as circuit density is increased, local interconnect

lengths scale linearly with minimum feature size. Another factor is the increasing die-

size(Ac) as technology is scaled.

Interconnect resistance is modeled as

Rint =
�ALlint

WintHint
; (9)

where �AL is the resistivity of the conductor material, Wint is the width of the interconnect,

and Hint is the thickness of the interconnect. Note that ideal scaling increases R by greater

that � once we take into account die-area increases.

Interconnect capacitance is modeled as

Cint = �oxlint(1:15(
Wint

Hox
) + 2:8(

Hint

Hox
)0:222 (10)

+ [0:6(
Wint

Hox
) + 1:66(

Hint

Hox
)� 0:14(

Hint

Hox
)0:222](

Tox

Wsp
)1:34); (11)

where �ox is the dielectric constant of oxide, Hox is the thickness of the insulating layer

between adjacent interconnect layers or between interconnect layer and ground plane, and
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Figure 12: Fanout of 4 model allows for technology independent evaluation of delay parti-

tioning and optimization

Wsp is the spacing between adjacent wires on the same interconnect layer. This capaci-

tance model is from [8], and takes into account both parallel plate capacitance and fringing

capacitive e�ects as well as both coupling capacitance between adjacent wires, and plate

capacitance to the ground plane. As compared to rigorous numerical analysis of wire ca-

pacitance, this model reports less than 10% error.

2.2.3 Unifying Gate and Interconnect Delays

The zeroth order delay modeling is the response of a lumped RC network to a step input,

and is expressed as,

Vout(t) = 1� e�
t
RC ; (12)

where R is the total resistance including Rint and Rtr, and C is the total capacitance

including Cint and Cg. This lumped model is easy to use, but overestimates the actual

delay. A distributed network can be used, but has no close form solution in the time

domain. However, many methods have been proposed to approximate the distributed RC

delay. For this paper, the formulation for T50% from [9] is:

CL = (kn + kp)LeffCoxFO; (13)

Cox =
�ox

Tox
; (14)

Rtr =
Vdsat

Idsat
; (15)

T50% = 0:4RintCint + 0:7(RtrCint + RtrCL + RintCL); (16)

where CL is the loading introduce by a fanout=FO of identical gates, kn and kp are the

W/L ratios of the NMOS and PMOS, and Rtr is the on-resistance of the transistor. The

Idsat and Vdsat make use of the BSIM3 as a predictive model with technology scaling. The

gate level delay model is shown in �gure 12. Fanout of 4 inverter delay is chosen because of
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Figure 13: Delay Model

its technology independence. In general the cycle time of a processor or delay of a functional

unit can be mapped to the delay of a number of fanout of 4 inverters in series. Even as the

delay of gates decreases with technology, this number can be used to indicate the level of

partitioning or delay optimization of the designs. Switch level modeling [14, 15] which is

both computationally e�cient, and 
exible is used in our gate delay modeling where each

transistor is modeled as a perfect switch in series with a resistor. The �nal delay model

shown in �gure 13 takes into account all the previously discussed parameters. Figure 14

shows the constitution of total fanout of 4 gate delay connected via a local interconnect.

The delay is divided into three components{T-interconnect, T-gate1, and T-gate2 where

T-gate1 is simply the FO4 delay without interconnect, T-gate2 is the delay of transistor

driving interconnect capacitance, and T-interconnect is the distributed RC delay of the

interconnect alone.

2.2.4 Computing the Latency Compensating Factor

Finally, based on the above models, we can calculate the compensating factor(Latcf). The

idea behind Latcf is by predicting the local delay variation as technology is scaled, we can

derive its relations to Ldrawn scaling, and produce Latcf which e�ectively nullify the e�ects

of scaling.

The resulting latency compensating factor(Latcf) uni�es both device and interconnect

scaling analysis and is shown in �gure 15. The latency compensating factor factor(Latcf)

computes as following,

Delaysc =
T50%Generationn�1

T50%Generationn
; (17)

Technologysc =
LdrawnGenerationn�1

LdrawnGenerationn
; (18)

Latcf =
Delaysc

Technologysc
: (19)

Therefore, to normalize 
oating point unit performance among processors of di�erent

technologies, the Normalized E�ective Latency(NEL) is,
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NEL =
EL

LdrawnLatcf
; (20)

where EL represents E�ective Latency introduced in the next section. Verifying the results

from [2], the analytical model matches the of pentium cycle time scaling results precisely

as �gure 5 shows.

2.3 Application Pro�ling

Computer benchmarking has always been a troublesome, but necessary step to the design

of computers. Benchmarks provide a common ground for comparing processor performance

where a suite of selected program and data set is run on all the di�erent vendor machine. The

ultimate results of these runs provide a indication of the overall performance of the system

taking into account instruction set e�ciency, latency and throughput of key operations, as

well as the capability of machines to supply needed memory and I/O bandwidths to its

underlying functional units.

In this study, we have incorporated the distributions of 
oating instruction reported in

[22] into the metric as e�ective latency ( EL). We pro�led the SPECfp92 benchmark, a

industry standard for comparing workstation systems. The benchmarks were compiled on

DECstation 5000 using the MIPS C and Fortran compilers. The binaries are then instru-

mented using pixie which partitions a program into its basic blocks, and adds extra code to

tracks the execution of each basic block. Pixstat then gathers the dynamic distribution of

FP instructions shown in �gure 16.

Dynamic distribution from the pro�ling is used to formulate the E�ective Latency as

following,

EL =
nX

i=1

OPi�latencyOPi�distribution : (21)

EL is normalized as described in the previous section. The OPi�distribution serves as a

weighting function for the di�erent operation latencies. OPi�latency is the latency in nsfor

processing each of the operations.

2.4 FUPA Computation

Now that all aspects of FUPA have been discussed, we can summarize with the computation

of FUPA as following,

FUPA =
(NEL)(NArea)

100
(22)

FUPA is the unweighted product of NEL and NArea. The assumption is that area and

latency are of equal importance. This can be easily adjusted for applications where the

designer wishes to emphasized either parameter. In general, since latency is related to
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Figure 16: Dynamic 
oating point instruction mix of SPECfp92

distance(interconnect) and area (loading), it can be reasoned that increasing area beyond an

optimal point increases the overall latency of an operation, and this is proven in later sections

where data shows the lowest latency implementation is not the largest implementation.

The interpretation of FUPA rating is trivial{ the smaller the rating, the more optimum

the implementation. Designer can use FUPA to discover inadequacies in their FPU such

as poor choice of algorithms, ine�cient utilization and allocation of available die-area and

integration, too much resource sharing leading to long timing paths, and ine�ective parti-

tioning of timing budget into pipeline stages by comparing to previous implementations of

same processor family or other processor families. FUPA also permits alteration for di�er-

ent and evolving applications. By changing the distributions of the FP operations in EL,

we can weigh each operation according the pro�les of target applications.

2.5 FUPA2 Computations

One element of process technology ignored in FUPA2 is the di�erence in interconnect den-

sity a�orded by the speci�ed metal pitches as well as the number of metal layers. It is

obvious, however that additional interconnect densities could lead to algorithms requiring

more interconnect overhead, and overall all circuit density.

Instead of normalizing area with scaling technology, it is possible to normalize area

with circuit density which would have accounted for the increased interconnect density as

well. The argument against this method is that designers should not be penalized for using

algorithms or implementation that take advantage of available circuit and interconnect
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densities. In fact, this type of optimization lead to lower FUPA ratings, thus encouraging

designers to evolves with available technologies.

One interesting observation gained from normalizing area with circuit density is that by

comparing the results with FUPA it demonstrate whether the designs utilizes the available

density well. We de�ne a di�erent FUPA which normalize area with circuit density as,

FUPA2 =
(NEL)(NArea2)

100
(23)

NArea2 = (Area)(LogicCircuitDensity)=1000; (24)

LogicCircuitDensity =
Transistortotal � Transistorstorage

Areatotal �Areastorage
: (25)

Logic density is used excluding storage density since include storage densities would

skewed results for processors with di�erent size caches.

2.6 Verifying FUPA

To verify FUPA, we have compared the results of EL to the reported SPECfp numbers.

Direct comparison between FUPA and 1/SPECfp is not made since SPECfp is a pure

compute time metric and does not take into consideration die-area consumption. SPECfp

metric also depends heavily on other aspects of system such as memory and I/O bandwidth

as well as software aspects such as compiler optimization.

By showing correlation between EL and SPECfp, we show the e�ectiveness of the

latency aspect of FUPA. The advantage of FUPA over a metric like SPECfp is the incor-

poration of cost as well as technology, and allows for realistic comparison of FP algorithms

and implementation regardless of technology, system con�guration, and compiler tricks.

3 Floating Point Unit Comparisons

3.1 E�ective Latency

Figure 17 shows the results of applying equation 20, 21 to industrial microprocessor FPU's

operation latencies. From the EL data, there is a general trend of reducing 
oating point

unit latencies within each processor families. It can also be observed that FPU latency is

highly dependent upon the intended application of the processor with low-end and embedded

processors exhibiting higher EL. Processors de�cient in their operating frequency such as

the SuperSparc su�ers since the per cycle latency of 
oating point units are restricted by

the cycle time. SuperSparc with its 3-cycle latency Adds and Multiplies receives a higher

EL rating than that of DEC21164 which has 4-cycle Adds and Multiplies. The pentium

processor announced in March of 1993 shows quite an improvement over a period of one

generation in the x86 architecture as its EL rating shows a 5 times improvement over

i486DX2 announced in March 1992.

The NEL is intended to allow for technology independent comparisons of FPU laten-

cies. The NEL of processor with more advance processes such as the the 0.5� Ldrawn
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Figure 17: Latencies versus Normalized Latencies of Floating Point Units

DX4 and DEC 21164 are normalized to remove their technology advantage. NEL shows

improvements or regressions in FPU latencies within the same processor family. Looking

at the x86 family, we see improvements across processor generations from 486 to Pentium.

However, within each generation, process upgrades have not done as well. This is shown

by the processor pairs of [486DX2, DX4] and [Pentium, P54C]. The lack of improvement

in these processor pairs is due to the absence of optimization for lowering latency. For

the MIPs processor family, NEL ratings shows improvement between [R4000, R4400], and

degradation between [R4400, R8000]. The degradation can be attributed to the relatively

high cycle time of 13.5 nsof the R8000. The relative high NEL rating of R4200 is due to its

merged integer/fp data-path as well as its intended application in low power and embedded

environment. For the Sparc family, SuperSparc2 showed an improvement from SuperSparc.

This can be attributed to the removal of several critical path in SuperSparc2. On the other

hand, HP-PA family, PA7200 did not showed much improvement from PA7100 due to the

relatively modest improvement in cycle time despite the more advance process. However,

this is consistent with P54C where the FPU remained unchanged from the previous genera-

tion. Both the IBM Power family, and the PPC family showed improvement over processor

generations.

Overall, it is concluded that simply counting on technology scaling alone to reduce

latency results in degraded NEL ratings between generations. In the case of R8000, the

degradation is due to bad management of the cycle time, but in general improvements were

in NEL was achieved by each family of processors.
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Figure 19: Normalized Area and Latency of Microprocessor FPUs

the other hand, SuperSparc2, a shrink from SuperSparc, demonstrated a NArea almost

double that of the SuperSparc. The additional area is due to the addition of a separate

unit for divides and square roots, which solves a critical timing path of SuperSparc. The

DEC21164 NArea is slightly higher than that of the DEC21064, but gets reduced latency

and split multiply/add data path in return. In comparison, the PPC620 has more than

doubled the NArea of the PPC604 in return for reduced latencies, and a hardware square-

root functional unit which will increase performance of applications like Spice.

3.3 FUPA

Figure 20 shows both the product of EL and Area, and FUPA. In most cases, the data

sets tracks each other with one technology dependent the other technology independent.

However, the advantage of FUPA is allowing designers to evaluate whether optimum use of

current technology in terms of area, delay, and density has been accomplished. For example,

in comparing the i486DX2 to the DX4 processors form Intel, even though by comparing

the product of EL and Area, it appears the designers have improved upon the design from

DX2 to DX4. However, FUPA shows otherwise, with DX4 almost doubling the rating of

DX2. It can be pointed out based on FUPA rating that more optimization is available for

the DX4 FPU. Similar argument apply toward the processor pairs of [R4000,R4400], [Su-

perSparc,SuperSparc2], [PA7100,PA7200], and [PPC604,PPC620]. Examples where designs

have become more optimal as processor family have progressed are [Pentium, P54C], and

[DEC21064,DEC21164].
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Figure 20: Floating Point Unit Implementation Comparisons for Microprocessors

FUPA is more general than allowing for comparisons within a single processor family.

It also permit designers to compare their designs with the rest of the industry, and perhaps

learn from those who are doing better.

As discussed in section 2.5, the authors hope to compensate for the di�ering interconnect

densities due to processes with di�erent metal pitches, and number of available metal layers.

Figure 21 shows the results of FUPA2 as it compares to FUPA.

Processors with FUPA2 ratings greater than FUPA ratings made good use of the avail-

able circuit density since after normalizing for circuit density, the ratings are degraded.

This situation applies to the Intel family, DEC21164, as well as the IBM PPC families.

Processors with FUPA2 ratings less than FUPA, ine�cient use of available circuit den-

sities has occurred. This situation applies to the R8000, DEC21064, HP PA family, and

the Power1 processor. For the R8000 case, 298 mm2 was consumed by less than a million

transistors, obviously underutilizing the available circuit density. For these processors, the

designers should consider methods of reduce their die-area utilizations in their respective

implementations to achieve better ratings.

3.4 Correlating FUPA to SPECfp

Figure 22 correlates the latency aspects of FUPA to SPECfp as discussed in section 2.6.

Although the SPECfp metric also measure both system as well as compiler performance,

we show our EL model tracks with it very well.

For cases where EL is greater than 1

SpecFP
, the execution of the SPECfp92 benchmarks

23



0

100

200

300

400

500

600

700

800

900

i4
8

6
D

X
2

D
X

4

P
e

n
ti
u

m
( 

P
5

 )

P
5
4
C

R
4

0
0

0

R
4

2
0

0

R
4

4
0

0

R
8

0
0

0

M
ic

ro
S

p
a
rc

S
u
p
e
rS

p
a
rc

S
u

p
e

rS
p

a
rc

2

M
6

8
0

6
0

d
e

c
 

2
1

0
6

4

d
e

c
 

2
1

1
6

4

P
A

7
1

0
0

P
A

7
2

0
0

P
o

w
e

r1

P
o

w
e

r2

P
P

C
6
0
1

P
P

C
6
0
3

P
P

C
6
0
4

P
P

C
6
2
0

  
  

  
  

S
P

X
2

0

5 0

100

150

200

250

FUPA2

FUPA1

FUPA1FUPA2

Figure 21: Eliminating Circuit Density Factor from FUPA

0

5 0

100

150

200

250

300

350

i4
8

6
D

X
2

D
X

4

P
en

tiu
m

( 
P

5 
)

P
54

C

R
4

0
0

0

R
4

2
0

0

R
4

4
0

0

R
8

0
0

0

M
ic

ro
S

pa
rc

S
up

er
S

pa
rc

S
up

er
S

pa
rc

2

M
6

8
0

6
0

de
c 

21
06

4

de
c 

21
16

4

P
A

7
1

0
0

P
A

7
2

0
0

P
ow

er
1

P
ow

er
2

P
P

C
60

1

P
P

C
60

3

P
P

C
60

4

P
P

C
62

0

  
  

  
  

S
P

X
2

0

1 0

2 0

3 0

4 0

5 0

6 0

7 0

EL

1/SpecFP

EL (1/SpecFP)*100

Figure 22: Correlating FUPA to SPECfp92

24



bene�ted from either data bandwidth or compiler optimization to compensate for its inher-

ent operation latencies. This applies to DX4, R8000, DEC21064, DEC21164, PA7200, and

the IBM PPC family of processors.

The reverse conclusion can be reached for processors where EL is lower than 1
SpecFP

. In

this cases, the processor is either not supplying su�cient bandwidth to the FPU , or the code

is not optimized su�ciently for the FPU architecture. The processors under this category

are the Pentium, P54C, MicroSparc, M68060, Power1, and the SPX2. The designers of

these processors can either improve the data bandwidth and compiler optimization, or if

FPU performance is not the focus, reduce the area allocated to FPU.

4 Limitation of Metric

The intent of FUPA is to provide insights into the evolution of FPU designs. A key as-

pect of FUPA is that the underlying data are non-proprietary. We initially plan to include

implementation details to suggest how to achieve optimal FUPA. However, companies usu-

ally treat detailed implementations as con�dential. To quote partially released information

would only serves to confuse the issue further.

As a result, we derive FUPA based on| area, latency, and technology| public in-

formation announced during microprocessor introductions, easing the future application of

FUPA. To that end, since FUPA uses area measured from die photos, we introduce er-

rors during measurements; however, the error introduced should not prevent FUPA from

serving its purpose of providing high-level comparisons and cost/performance tradeo�s of

FPU design.

As with any metric, the desire for simplicity and ease of use imposes limitations on

FUPA. Speci�cally, FUPA does not account for:

� di�erent circuit design styles, and

� throughput of FPUs.

Circuit design style a�ects latency, area, power, as well as noise margins, and reliability of

operation. Processor designs have typically used static CMOS for its ease of design although

dual-rail and dynamic design styles are attractive for switching speed. Even though FUPA

does not explicitly take circuit design style into account, it is still applicable since the

latency gains by varying circuit design style are counter-balanced by losses in noise margin,

power, or area.

Throughput of FPUs is the number of FP operations per cycle performed, or the number

of FPU operations initiated every cycle. Faster throughput enhances performance during

consecutive FP operations and multiple-issue of FP operations. However, most recent mi-

croprocessor FPUs are fully pipelined and have a throughput of one. Other design choices

that a�ect throughput are: 1) fused operations such as the popular multiply-and-add, 2)

shared data path for di�erent FP ops, and 3) limited number of FP register ports. We deem

these design choices to be second order e�ects, and as a result, we choose not to include

them in FUPA.
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5 Conclusion

In this paper, we have introduce the general concepts of Architecture Evaluator'sWorkbench

as well as its application in deriving FUPA. In FUPA, we have reached our intended goal

of incorporating cost, performance, technology, and application{ the four main elements of

AEWB.

The idea behind FUPA has general applicability to computer architecture. An equitable

comparison of architectures requires cost analysis in terms of area, latency, and power

consumption. FUPA facilitate technology independent comparisons{a powerful concept that

separates advancements in technology from algorithms, and implementation e�ciency. This

concept allows realistic comparison between implementations using di�erent technologies,

and between implementation of di�erent generations. Design with lower FUPA also exhibits

more optimal use of current technology in terms of circuit and interconnect densities.

FUPA promotes the concept of marginal utility of die-area in that it suggest optimal

partitioning of die-area based on dynamic distribution of individual operations. Adjusting

parameters in FUPA allows it to evolve with changing applications.

In this paper, FUPA, a metric for comparing FPU implementations is introduced and

applied to recent microprocessor FPUs. FUPA achieved the goal of incorporating latency,

cost, technology, and pro�les of target application in a seamless way.
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