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Abstract

In synchronous digital logic systems, asynchronous external signals must be referenced to

the system clock or synchronized. Synchronization of asynchronous signals, however,

inevitably leads to metastability errors. Metastability error rates can increase by orders of

magnitude as clock frequencies increase in high performance designs, and supply voltages

decrease in low-power designs. This research focuses on the characterization of metasta-

bility parameters and error reduction with no penalty in circuit performance. Two applica-

tions, high-speed flash analog-to-digital conversion and synchronization of asynchronous

binary signals in application-specific integrated circuits have been investigated.

Applications such as telecommunications and instrumentation for time-domain analy-

sis require analog-to-digital converters with metastability error probabilities on the order

of 10−10 errors/cycle, achievable in high performance designs only through the use of ded-

icated circuitry for error reduction. A power and area efficient externally pipelined meta-

stability error reduction technique for flash converters has been developed. Unresolved

comparator outputs are held valid, causing the encode logic to fail benignly in the pres-

ence of metastability. In ann bit converter, errors are passed as a single unsettled bit to the

converter output and are reduced with an external pipeline of onlyn latches per stage

rather than an internal pipeline of 2n−1 latches per stage.

An 80-MHz, externally pipelined, 7-bit flash analog-to-digital converter was fabri-

cated in 1.2-µm CMOS. Measured error rates were less than 10−12 errors/cycle. Using

internal pipelining with two levels of 127 latches to achieve equivalent performance

would require 3.48 times more power for the error reduction circuitry with a Nyquist fre-

quency input. This corresponds to a reduction in the total power for the implemented con-

verter of 1.24 times compared with the internally pipelined converter.
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In synchronizers and arbiters, general purpose applications require mean time between

failures on the order of one per year or tens of years. Comparison of previous designs has

been difficult due to varying technologies, test setups, and test conditions. To address this

problem, a test circuit for synchronizers was implemented in 2-µm and 1.2-µm CMOS

technologies. Using the test setup, the evaluation and comparison of synchronizer perfor-

mance in varying environments and technologies is possible. The effects of loading, out-

put buffering, supply scaling, supply noise, and technology scaling on synchronizer

performance are discussed.
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Chapter  1

Introduction

1.1   Motivation

Recent advances in complementary metal oxide semiconductor (CMOS) technology have

led to unparalleled levels of integration in digital logic systems. By and large, these digital

logic systems require a clock to synchronize signals and ensure proper operation.

However, in practical applications, digital systems must communicate with the outside

world or other systems. This requires external signals asynchronous to the clocked system

to be converted to signals the clocked digital system can understand. The requirement for

synchronous systems is that all circuits required to respond to an input uniformly agree on

the binary value of the input. In many applications, however, due to the nature of one or

more of the external inputs, the input requirements for the synchronous circuit will be

violated, and errors will result. Depending upon the application, the errors are described

by a number of different terms including “synchronization failure,” “arbitration error,” and

“metastability error.” The underlying mechanism for all of these problems is the same, and

of these terms, “metastability error” is the most general because it describes the failure of

the element within the circuit and not the application.

Metastability is a widespread phenomenon and errors may occur in any synchronous

circuit where an input signal can change randomly with respect to a reference signal [1]-

[4]. The reference signal may be either a voltage based reference, such as a bias voltage, or

a time based reference, such as a clock signal. Circuits in which metastability can occur

include analog-to-digital converters [5]-[9], memories [10]-[12], time digitizers [13], [14],

and bus controllers [15]-[17]. All of these circuits have a characteristic error probability,

PE, or mean time between failures, MTBF, associated with the circuit. Depending upon the
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application, error requirements for the system can vary widely. For instance, applications

with uncompressed digitized speech signals can tolerate relatively high error rates due to

the resilience of human hearing perception. For speech applications, symbol error

probabilities on the order of 10−3 are tolerable. However, other applications require error

rates many orders of magnitude lower. These applications can include purely digital

applications or mixed-signal applications.

A purely digital application where metastability is a problem is in bus controllers.

Figure 1.1 shows a block diagram of a bus controller for a microprocessor. External

asynchronous signals are synchronized with a synchronizer cell which will be discussed in

detail in Chapter 2. An asynchronous signal is asynchronous to the system clock. This can

include signals which are not synchronous to any clock or signals which are synchronous

to a non-harmonically related clock. If the external signal is a relatively low frequency

signal such as the user on a keyboard, the error rate will be relatively low. However, if the

external input is another signal generated from a high-speed digital IC such as a math co-

processor with a different clock frequency, the error rate with the same synchronizer will

increase by many orders of magnitude. Since the microprocessor is a general purpose

machine, very high metastability performance is desirable. Mean time between failures on

Figure 1.1: Microprocessor bus controller.
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the order of one error per year or one error per tens of years for the worst case high-speed

signal are usually implemented.

A mixed-signal application requiring low error rates is high-speed digitizing

oscilloscopes. Figure 1.2 shows a block diagram for a digitizing oscilloscope. The analog

input signal is conditioned with analog signal processing as determined by the user from

the scope display. The analog signal is then quantized by a high-speed analog-to-digital

converter. In this application, high sampling rates are desirable to allow high frequency

input waveforms to be captured. However, metastability error rates for A/D converters are

exponentially related to the sampling frequency. High error rates in the A/D converter will

cause the waveform to trigger improperly on the screen and corrupt the display image.

Error probability requirements are generally on the order of 10−9 to 10−10. At high

sampling rates, reducing the error rate for the A/D converter can require considerable

circuitry, consuming power and area.

In general, applications which require low error rates fall into two categories:

applications where at any particular time a single piece of information carries the pertinent

information or applications requiring large amounts of processing where all bits of

information are pertinent. Examples of the former are the microprocessor and digitizing

oscilloscopes shown. Examples of the latter would be automated testers for manufacturing

or telecommunications receivers for compressed high definition video. For an automated

Figure 1.2: Digital oscilloscope.
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tester searching for faulty pixel in charge-coupled device (CCD) imagers, for high

definition screens, the error probability of the sampling A/D converter in the tester would

have to be low enough to keep the false hit rate acceptable.

1.2   Organization

This thesis focuses on the characterization and reduction of metastability errors in CMOS

circuits. While this research focuses on CMOS circuits explicitly, the techniques for error

reduction and characterization are applicable to other technologies as well. The results

obtained in this thesis are relevant to CMOS circuit designers who must interface with

signals from other systems and deal with two areas where metastability errors are often

problematic, ASIC standard cell design and analog-to-digital conversion.

A large number of synchronous digital designs are created using computer aided

design (CAD) tools and are synthesized using standard cell or gate array methodologies.

In a standard cell or gate array design environment, synchronizer cells from cell libraries

are used repeatedly in a variety of chips. Over the lifetime of the library, the cells are used

in a number of loading conditions, technologies, and supply voltages. For synchronous

designs with asynchronous external inputs, factors other than the error rate will ultimately

determine the environment the synchronizer will be placed in. The application will

determine the supply voltage, technology, and target error rate. The specific

implementation will determine the synchronizer loading and the supply noise. Power

dissipation and chip cost will impact the library selection. The performance of

synchronizer cells in a variety of environments has not been well studied, as prior research

has been in full custom synchronizer designs and board-level synchronizer solutions.

Chapter 2 discusses the fundamentals of regenerative circuits and a brief overview of

the signal conditions which cause regenerative circuits to enter into the metastable state.

The equation to determine the exponential time constant of a regenerative circuit is

derived. From this relationship, the equations for the error probability in comparators and

the mean time between failures in synchronizer and arbiter applications are generated.

Additionally, the optimum device sizes for synchronizer/arbiter performance are derived.
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Chapter 3 characterizes the effects of loading, power supply, technology scaling, and

supply noise on the metastable parameters of CMOS latches used as synchronizers.

Results are presented from test-chips designed to measure the performance of buffered

and unbuffered CMOS latches and simulations. A normalization scheme to compare

latches with different supplies and technologies is presented with data from test-chips, and

the minimum supply voltage for scalable metastable performance is investigated. This

chapter also discusses the test setup and measurements to characterize the effects of

supply noise on synchronizer performance.

Chapter 4 discusses architectures for high-speed A/D conversion. The origins of

metastability errors in high-speed flash converters and the measurement of error

probabilities for A/D converters are discussed. Measured error rates for a 6-bit flash A/D

converter with no error reduction circuitry are shown, and conventional techniques to

reduce metastability error rates are discussed.

Chapter 5 presents an area and power efficient method of reducing metastability errors

in high-speed flash A/D converters. The design of a 7-bit, 80-MHz, flash A/D converter in

1.2-µm CMOS as a test vehicle for the architecture is discussed. Performance

measurements for fabricated parts are shown, and the design is compared to an internally

pipelined converter.

Chapter 6 contains the conclusion and suggestions for further work. Appendix A

contains information about the test setups for the measurements of metastability errors in

synchronizers, and the setup to characterize these parameters in the presence of noise.

Appendix B contains information on the test board for the A/D converter and the

measurement setups for the performance of the A/D converter.
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Chapter  2

Metastability

2.1 Introduction

Many of the most widely used CMOS static circuits are formed from regenerative circuits.

Static memory cells, latches, flip-flops, sense amplifiers, comparators, arbiters, and

synchronizers are all implemented with circuits which have potential metastability

problems. The regenerative circuit is used because it can provide logic information,

storage, and/or amplification. In many applications however, the inputs to the regenerative

circuit cannot be carefully controlled, leading the circuit to remain in an intermediate, or

metastable, state. An element in a metastable state can propagate errors to the rest of the

circuit, causing the system to generate invalid outputs. The amount of time the circuit

remains in the metastable state is unbounded, so the creation of an error free environment

is not possible. Ultimately, the circuit designer must define an acceptable level of errors

and design the circuit accordingly.

This chapter looks at three basic circuit blocks which use regenerative circuits;

arbiters, synchronizers, and comparators. Applications are described where timing

problems occur with regenerative circuits. The exponential delay of a regenerative circuit

with inputs insufficient to generate a valid output is then derived. From the equation for

delay, the equations to describe the performance metrics for synchronizers, arbiters, and

comparators are derived. Most applications can be modeled by one of these three circuits,

and error rates can be determined with minimal changes in the performance metric

equations. In addition, the optimum device sizes for unloaded synchronizer/arbiter circuits

is shown, and the main method of reducing error rates, pipelining, is discussed.
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2.2 Regenerative Circuits

A regenerative circuit is a circuit with two stable states. The stable states are arbitrarily

called one and zero. The regenerative circuit can be forced into either of these two states

provided the circuit inputs meet some timing and voltage requirements. If the inputs are

not sufficient to unambiguously define either a one or zero, the circuit will become

metastable, and the final state is not deterministic. The circuits required to respond to a

metastable regenerative circuit may not agree on the value, leading to intermittent errors

posing reliability problems.

Figure 2.1 shows a conceptual view of the metastability problem in regenerative

circuits. The simplest regenerative circuit is shown in (a), two cross-coupled inverting

gain stages shown here as inverters. Possible operating points for the circuit are

Figure 2.1: Mechanical analogy for metastable state. (a) Regenerative circuit; (b) load
line representation; (c) mechanical analogy.
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represented with the load line intersection points in (b) on the right hand side of the figure.

The center intersection point in the load line plot is the circuit’s operating point which

corresponds to the ball on the hill’s energy maximum and is an unstable operating point.

However, in passing from one state to another, there is inevitably an energy maximum.

The two stable states are near the positive and negative supply. Eventually the circuit will

exit the unstable operating point due to noise, but the amount of time spent in the state is

not well controlled.

The circuit remaining in the metastable state can be modeled conceptually as a ball on

a hill as shown in Figure 2.1(c). The two stable states of the system correspond to the

valleys, or stable equilibrium points, on either side of the hill [18]. If the ball is placed in

either location, it will remain there indefinitely. However, if the ball is placed at the very

top of the hill, it will remain there indefinitely, even though this is not an energy minimum.

This is termed an unstable equilibrium point. If the ball is displaced to the left or right, it

will quickly find one of the stable states. A metastable circuit operates in much the same

manner. However, to characterize the circuit, the rate of entering the metastable state and

the escape mechanism must be characterized. In addition, the distance that the ball must

be displaced from the energy maximum before the location can be unequivocally declared

in the left hand valley or the right hand valley must be ascertained.

2.2.1 Arbiters and Synchronizers

One operation in which metastability errors can occur is arbitration. An arbiter is a circuit

that decides which of a number of signals arrives first. Figure 2.2 shows the circuit

diagram and timing diagram for a two-input arbiter. The function of a two-input arbiter is

to lock out one of the request inputs while the other is active. In this figureREQA activates

beforeREQB, soREQB is locked out untilREQA is completed. Arbiters are commonly

used in multiport memories [10]. In a multiport memory, the arbiter must ensure that more

than one of the ports does not attempt to access the memory core at the same time.

Two-input arbiters are implemented using anRS (reset/set) style latch. For the logic

shown in Figure 2.2, both inputs low will clear the latch. One of the inputs going high will

either set or reset the latch, and both inputs high will store the state of the first input pulled

high. As long asREQA andREQB do not arrive at the same time, the timing restrictions for
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Figure 2.2: Circuit and timing diagram for two-input arbiter.
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Figure 2.3: Synchronizer block and timing diagram.
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the latch will not be violated. However, ifREQA andREQB arrive simultaneously, full rail

signals will not be transferred to the output of the latch. Both outputs,QA andQB, will

languish in the intermediate state for an unbounded amount of time, leading to errors in

the circuits thatQA andQB drive. This is shown figuratively on the right hand side of the

timing diagram with the undefined outputs ofENA andENB.

Another application similar to an arbiter is a synchronizer. Chapter 1 described the

most common application for synchronizers, bus controllers. Figure 2.3 shows the circuit

diagram and timing for a synchronizer circuit. The function of the synchronizer is to

maintain valid signals inQ, the output, during the low phase of the clock. This is often

implemented with aD latch or flip-flop. If the DATA signal is asynchronous or

synchronous with a clock frequency other than that of the receiving system’s clock,CLK,

the synchronizer will fail whenDATA transitions near the clock rising edge. This is shown

on the right hand side of the timing diagram with the undefined output inQ.

Due to the regenerative nature of theRS andD latches, the longer the application waits

before accessing the outputs, the lower the probability that the outputs will be undefined

when they are accessed. The relation is in fact an exponential one as section 2.3 will show.

From the exponential relationship between the resolution time and error rates, section

2.4.1 will derive equations for the failure rates of arbiter and synchronizer circuits.

2.2.2 Comparators

The last circuit that will be discussed in which metastability errors occur is the latched

comparator. Although the mechanism for metastability is the same as that of arbiters and

synchronizers, the input waveforms are different. Latched comparators are used to amplify

small initial voltage differences to valid logic levels, and to provide a sampling moment.

The amplification is often done with a regenerative circuit because nonlinear regenerative

amplification is the most rapid [19]. Figure 2.4 shows a circuit diagram and timing for a

regenerative latched comparator. On the rising edge of the clock, the voltage difference

betweenVA andVREF is amplified by the two inverting gain stages to valid logic levels.

On the falling edge of the clock, the comparator outputs reset, and the process begins

anew on the next clock rising edge. Although not shown explicitly here, there is additional

circuitry to ensure the reset state will be a valid high.
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There will be some range of input voltages, however, for which the comparator will

not be able to generate valid logic outputs in the time allotted for amplification. Invalid

signals will propagate to the circuitry connected to the outputs, leading to metastability

errors. Section 2.4.2 will calculate the range of input voltages which will lead to errors for

a given resolution time and extend the analysis to calculate the probability of errors in a

comparator.

2.3 Regeneration

In all of the previously described applications, metastability errors are caused by

insufficient inputs to achieve a valid output in the time allotted to the regenerative circuit.

This section describes the amplification of regenerative circuits and derives the

exponential relationship which describes voltage levels attained in the time allowed to

amplify initial conditions. A comparison of the regeneration time constant is made with

the gain-bandwidth product of one of the inverting gain stages in the regenerative circuit.

Finally, the optimum device sizes for the minimum regeneration time constant in an

unloaded synchronizer/arbiter circuit is shown.

Figure 2.4: Timing diagram for comparator.
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2.3.1 Regeneration Time Constants

While the actual implementation for the circuit elements discussed in section 2.2 can

change depending upon circuit requirements, most regenerative circuits can be modeled as

two identical back-to-back inverting gain stages driving equal loads [20]-[22]. Figure

2.5(a) shows a schematic for an idealized regenerative circuit. To model the regenerative

amplification properties from the metastable state, initial voltage are placed on the outputs

V1 and V2, and at timet=0 the switch is closed. For small initial voltage differences,

linearized elements can be used to model the operation of the circuit in the region of

interest, as shown in Figure 2.5(b). The node voltagesv1 andv2 are referenced to the

metastability voltage, which is equal to the switching point of the inverting gain stage.v1

andv2 satisfy the following two differential equations,

(2.1)

(2.2)

where gm is the transconductance,gout is the output transconductance of one of the

inverters,CM is the Miller capacitance around the gain stage, andCout is the lumped

capacitive load at the gain stage’s output. For a CMOS inverter implementation, the

equation parameters are:

(2.3)

(2.4)

(2.5)

. (2.6)

In the above equations, the subscriptn denotes ann-channel device, and the subscriptp

denotes ap-channel device.Cgs andCgdare the gate-source and gate-drain capacitance of

an MOS device, respectively.Cj is the junction capacitance of a drain region of an MOS

device. All of the parameters are calculated about the inverter switching point.

gmv1 2CM td
d v2 v1−( ) goutv2 Cout

v2d

td
+ + + 0=

gmv2 2CM td
d v1 v2−( ) goutv1 Cout

v1d

td
+ + + 0=

gm gmn gmp+=

go gon gop+=

CM Cgdn Cgdp+=

Cout Cgsn Cgsp CL Cjn Cjp+ + + +=
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Figure 2.5: Regeneration in regenerative circuits. (a) Simplified schematic; (b) small-
signal model.



2.3.  Regeneration 15

Equations (2.1) and (2.2) can be solved to yield equations for the node voltages with

respect to time. However it is much more intuitive to discuss the common-mode and

differential-mode voltages at the two nodes because the polarity and magnitude of the

differential voltage will ultimately determine whether the output can be determined as a

valid ‘one’ or ‘zero’. The common-mode,Vcomm, and differential-mode, Vdiff, voltages are

equal to

(2.7)

. (2.8)

From equations (2.1) and (2.2), the solutions for the differential and common-mode

voltages can be shown to be

(2.9)

. (2.10)

The common mode voltages with the negative exponential can generally be ignored

after several time constants. From equation (2.10) it can be seen that the differential-mode

voltage will grow exponentially with time. The equation is usually represented in the form

(2.11)

where

. (2.12)

τ is called the regeneration time constant for the circuit, and will determine the amount of

time required for an initial voltage difference to reach the required output level for

processing by successive circuits. For very small differential initial voltages, the time to

generate a valid output voltage can be many time constants. Theoretically, for a perfectly

balanced input, the circuit will remain balanced at the metastable point indefinitely.

 In most practical implementationsgm is greater thangout, andCout is greater thanCM,

so the exponential time constant can be approximated by

Vcomm t( )
v1 t( ) v2 t( )+

2
=

Vdiff t( )
v1 t( ) v2 t( )−

2
=

Vcomm t( ) Vcomm 0( ) e t− gm gout+( ) Cout⁄=

Vdiff t( ) Vdiff 0( ) e
t gm gout+( ) Cout 4CM+( )⁄=

Vdiff t( ) Vdiff 0( ) et τ⁄=

τ Cout 4CM+( ) gm gout+( )⁄=
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. (2.13)

The parameterτ is often related to the gain-bandwidth product of one of the gain stages.

However, strictly speaking, this is incorrect. As will be shown in section 2.3.2, while the

gain-bandwidth product is closely related toτ, there is by no means an exact

correspondence.

2.3.2 Regeneration Time Constant and Gain-Bandwidth Product

The parameterτ is often related to the gain-bandwidth product of one of the gain stages

because the two quantities are equal to the first order [20], [23]. This section will show the

calculation of the gain-bandwidth product for an inverter biased to the pointVout = Vin.

Figure 2.6 shows a schematic of the regenerative circuit of Figure 2.5 with the feedback

loop opened. IfV1 has a dc bias equal to the switching point of the inverter, both

transistors in the inverter will be in the saturation region, and the small-signal model can

be generated for the circuit as shown in Figure 2.6(b). All parameters in the schematic are

equal to those of equations (2.3) - (2.6).

For small-signal perturbations, the low frequency gain,v2/v1, for the circuit is

. (2.14)

Because the two stages are identical, the Miller capacitance around the load stage can be

modeled by . Lumping the Miller capacitance with the load capacitance, the

circuit of Figure 2.5(b) can be modeled as a one pole system with a pole at

. (2.15)

The gain-bandwidth for the inverter is then

. (2.16)

It should be noted that equations (2.12) and (2.16), though similar, differ in the

multiplying factor on the termCM. If Cout is large compared to the term , then

the gain-bandwidth product can be approximated bygm/Cout, which is the inverse of the

first order approximation for the regeneration time constant,τ. Because of this, the

τ Cout gm⁄=

A gm gout⁄=

1 A−( ) CM

p1 Cout 1 A−( ) CM+( ) gout⁄=

GB
gm

Cout 1 A−( ) CM+( )=

1 A−( ) CM
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regeneration time constantτ can be approximated using ac simulations [23]. Using ac

simulations greatly reduces the simulation time, because the timing point for metastability

does not need to be found. However, as will be seen in the section 2.4.1, there are two

parameters needed to fully describe the metastability performance of a regenerative circuit

in an application, the regeneration time constantτ and a pre-exponential constantTo. To

fully characterize a regenerative circuit in latches, transient simulations must be used to

find the timing point for metastability with data and clock signals to trigger the element

into metastability.

Figure 2.6: Gain-bandwidth product in inverters. (a) Simplified schematic; (b) small-
signal model.
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2.3.3 Minimizing Latch Regeneration Time Constants

Using current equations for the MOS devices in the inverters of Figure 2.5, an expression

for the regeneration time constant be derived, and device sizes for the minimum

regeneration time constant can be calculated. Because other constraints also impact device

sizes in high-speed, precision comparators, the equations derived in this section are

inadequate to fully quantify a comparator’s performance. However for synchronizers and

arbiters, the small-signal model of Figure 2.5(b) is sufficient, and optimum device sizes

for the regeneration time constant can be determined [21], [22].

As shown in section 2.3.1, the regeneration time constant,τ, can be approximated by

the quantityCout/gm to the first order. IfCout is assumed to be some multiple of the input

capacitance,

, (2.17)

where Kτ is the ratio of output capacitance to input capacitance,Cox is the gate

capacitance per unit area, L is the device length, andWn andWp are the channel widths for

the n and p-channel devices, respectively. Device currents can be calculated using the

following equations,

(2.18)

and

(2.19)

where µn and µp are the electron and hole mobility, respectively, andxn and xp are

constants between one and two. For square law devices withxn = xp = 2, the constantsKn

andKp are equal toCox/2L. VDD is the power supply voltage.

 Assumingxn = xp = x, andVthn =  = Vth, the metastable voltage,Vm, can be

solved for by settingIn equal toIp and is equal to

Cout KτCox Wp Wn+( ) L=

In KnµnWn Vgs Vthn−( ) xn=

Ip KpµpWp VDD Vgs Vthp−−( ) xp=

Vthp
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. (2.20)

The transconductance,dI/dVin, of one of the gain elements in Figure 2.5(a) is

(2.21)

whereR is the ratio of the device widths and carrier mobilities, and is equal to

. (2.22)

The regeneration time constant,Cout/gm, can be shown to be

. (2.23)

For square law devices withx = 2,τ can be simplified to

. (2.24)

By taking the derivative of equation (2.24) with respect toWp, the device sizes for

minimumτ can be shown to be at the point

. (2.25)

For arbitrary values ofx, the derivative of equation (2.23) becomes unwieldy, and it is

easier to represent equation (2.23) in graphical form. Figure 2.7 shows a plot ofτ
normalized to the minimumτ versus the ratio of device widths for several values ofx. As

can be seen from the plotted data, as the exponent of the current drive equations increases

the ratio,Wn/Wp, for minimumτ values increases. For the extreme point ofx = 1, the

optimum ratio ofWn/Wp is equal to infinity.
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2.4 Performance Metrics

The exponential relationship between the differential output and the resolution time for

regenerative circuits derived in equation (2.11) can be extended to calculate the

performance metrics for systems using regenerative circuits. The mean time between

failures,MTBF, is normally used for digital applications using synchronizers and arbiters.

However, the probability of errors,PE, is normally used for analog applications using

comparators, namely high-speed flash A/D converters. Historically, the metastability

characterizations of analog and digital systems have evolved independently so the

performance metrics are different. However, the metrics are more or less equivalent as

will be shown in section 2.4.2.

1 101

Wn/Wp

1

τ/
τ m
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3

Figure 2.7: Normalized latch regeneration time constants for various device size
ratios.
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2.4.1 Synchronizers and Arbiters

In synchronizers and arbiters, metastability occurs when the setup/hold window for the

circuit is violated. As an example, the synchronizer of Figure 2.3 is used. If the data input

of the synchronizer is swept over time with respect to the clock as shown in Figure 2.8(a),

a plot similar to that of Figure 2.8(b) can be obtained [24]. A similar plot can be generated

for an arbiter by fixing oneREQ input arrival time and sweeping the other with respect to

it. On the far left of Figure 2.8(a),DATA arrives while the latch is open, so the output is

valid after the propagation delay of the latch. On the far right,DATA arrives after the latch

closes, so there is no data transferred to the output node and there is no delay. In the center

region, theDATA transition occurs just as the latch closes. Because the internal circuit has

partial inputs when it is switched to the regenerative mode, the latch requires extra time to

achieve a valid output. Typically, this region of additional delay is in the hundreds of

picoseconds for 2-µm technology and tens of picoseconds for 1.2-µm technology. When

data arrives at timetmeta, the latch requires the maximum time to resolve. Theoretically,

the time required to resolve the output would be infinite because the regenerative circuit

would be perfectly balanced. The location oftmeta can be arbitrarily placed with respect to

Figure 2.8: Metastability in latch. (a) DATA arrival time is swept with respect to
CLK edge; (b) time to valid output versus DATA arrival time.
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the clock edge because the data and clock signals have different signal paths within the

latch. As described in sections 2.3.1 and 2.3.2, the delay in the region close totmeta is

exponential in nature, where the exponential constant is, to the first order, the inverse of

the gain-bandwidth product of the feedback element within the latch [20]. Figure 2.9

shows the plot of Figure 2.8(b) with two exponentials to model the behavior of the delay

in the region oftmeta. A window called the metastability window,δ, can be defined such

that data which transitions withinδ will not be resolved within a given resolution time,tr.

The metastability window’s width can be calculated for a given resolution time with the

equation,

(2.26)

whereTo is the asymptotic width of the window with no resolution time, andτ is the

regeneration time constant. The pre-exponential constant, To, is related to the setup time

and minimum voltage required for a valid output. By specifyingTo andτ for a latch with a

Figure 2.9: Detail of fitted exponentials showing metastability window, regeneration time con-
stant, and pre-exponential constant.
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given supply, loading condition, and supply noise characteristic, the metastability

performance of the latch in the application can be determined.

If data transitions randomly with respect to the clock, the probability that the data will

transition withinδ is fDδ, wherefD is the average frequency of the data. The mean time

between failures is described by the equation

(2.27)

wherefCLK is the frequency of the clock.

If the MTBF for a synchronizer in an application is unacceptable, another synchronizer

with better performance can be selected, or pipelined synchronizers can be used to reduce

theMTBF performance to acceptable levels. The characterization and comparison of theτ
and To parameters for various designs is covered in chapter 3. Pipelining to improve

performance is discussed in section 2.4.3.

2.4.2 Comparators

In comparators, metastability also causes problems because the outputs are often

processed by digital logic or digital control loops. In high-speed analog-to-digital

conversion with large numbers of parallel comparators, metastable errors can become

prohibitively large. However, due to the nature of the input, the calculation for the error

performance is voltage based rather than time based.

In a regenerative comparator, the comparator is presented with a voltage difference

which is amplified nonlinearly up to a full-rail signal when the comparator is strobed. The

regeneration process provides amplification, but also keeps the outputs valid for

processing for the remainder of the clock cycle. Figure 2.10 is a sketch of the response

time for a regenerative comparator with various input differences. As can be seen, as the

voltage difference grows small, the time required for amplification increases. The

behavior is in fact the exponential relationship derived in equation (2.11). From this

relationship, and the input voltage behavior, the probability of error orPE for the

comparator can be calculated.

MTBF
1

fDf
CLK

Toe
tr τ⁄−=
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Assuming the latched comparator consists of a low offset preamp followed by a

regenerative latch, the input voltage range which will be unable to resolve in the time slot

satisfies the equation

(2.28)

whereVo is the output voltage swing required at the output for valid logic levels,A is the

preamplifier gain and the linear gain of the latch in the open state,τ is the regeneration

time constant for the latch, andtr is the resolution time of the latch. The term can be

viewed as the effective gain for the comparator over the time period.

Figure 2.10: Comparator delay with different input voltages.
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For a uniformly distributed input, the probability that the input is within the range of

(2.28) is simply this range divided by the full scale range ofVin. The error probability for

the comparator then is

(2.29)

where VR is the input range. It is interesting to note that the error probability is

independent of the frequency of the analog input to the first order. From equation (2.29) it

can be seen that the most effective means of reducing a comparator’sPE is by

manipulating the terms in the exponential. Section 2.4.3 discusses pipelining to improve

comparator metastability performance.

Typically, comparator metastability error performance has been described by the error

probability rather than theMTBF, but theMTBF can be calculated to show the similarity

between the error rates for comparators and synchronizers/arbiters. Multiplying the error

probability by the clock frequency, theMTBF for a comparator in an application is

. (2.30)

Equation (2.30) is similar to equation (2.27) withfDTo replacing the term 2Vo/AVR. In both

cases these are dimensionless quantities to represent the probability that the input signal is

within a specific range. Synchronizers and arbiters use a time base probability while

comparators use a voltage based probability.

2.4.3 Pipelining

In both synchronizer/arbiter and comparator applications, the most effective way of

improving the metastable performance is by pipelining regenerative circuits. Although τ
can be improved up to a point with device sizing, it is ultimately limited by the

technology. In this section we generate equations for synchronizer and comparator

applications to show the performance improvements with pipelining.

PE 2
Vo

VRA
e

tr τ⁄−=

MTBF
1

2Vo
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fCLKe tr− τ⁄
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Figure 2.11 shows a schematic for a pipelined synchronizer. To determine the mean

time between failures, the probability that the output of the first synchronizer is unsettled

when the second synchronizer samples its output must be determined. From equation

(2.26) we know that the second synchronizer will fail if data falls within the second

window, δ2. The only way data can fall within the second window is if the data is still

unresolved from the first synchronizer’s window, δ1. The frequency of data unresolved at

the output in the first window isfCLKfDδ1. Thus, the frequency of data unresolved in the

second window isfDfCLKδ1fCLKδ2. The mean time between failures is described by the

equation

. (2.31)

In general, the quantityδfCLK must be much less than one for the circuit to operate, so

pipelining improves performance by effectively increasing the resolution time.

For comparators, pipelining increases the effective gain of a comparator, so the error

probability with a pipeline latch at the output is

(2.32)

whereAl, tl, andτl are the gain of the latch in the transparent state, the resolution time for

the latch, and the regeneration time constant for the latch, respectively,tsu is the setup time

MTBF
1

fDfCLKδ1fCLKδ2
=

Figure 2.11: Pipelined synchronizers.
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for the latch, andn is the number of pipeline stages [7]. Errors can be reduced to arbitrarily

low levels using pipelining, but there is a sacrifice of power, area, and latency.

2.5 Summary

In this chapter, applications with regenerative circuits where metastability errors are a

concern have been discussed. Simple timing diagrams for an arbiter, synchronizer, and

comparator have been shown with a discussion of the timing problems. The equation for

the exponential behavior of a regenerative circuit with inputs that place the circuit into the

metastable state has been derived. A discussion of this exponential time constant and its

relationship to the gain-bandwidth product for one of the gain elements in the regenerative

circuit is included. The equations for the optimum device sizes for synchronizer/arbiter

performance have derived. The equations for failure rates in synchronizer and comparator

application have been calculated. Additionally, the primary circuit technique for

improving synchronizer performance, pipelining, was discussed, and the equations for

synchronizer and comparator performance with pipeline latches at the output have been

shown.
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Chapter  3

Characterization of Standard Cell
Synchronizers

3.1 Introduction

As device dimensions shrink and die sizes grow, the number of transistors implemented in

very large scale integrated (VLSI) circuits becomes increasingly larger. In addition, time-

to-market concerns push for faster and faster design cycles. These two factors have

combined to push digital designers to use high-level computer aided design (CAD) tools

to make designs manageable and reduce design times. High-level CAD tools generally

simplify the design space over full custom designs, and integrated circuit designs are

synthesized using a predesigned library often provided by a vendor. Simplified

characteristics of the cells in the library are provided for the modeling of the circuit. From

this information, the designer generally creates a netlist using a set of tools to allow for

schematic capture and/or behavioral description. The design is then created using

placement and routing tools. From the synthesized design, a back-annotated netlist is

created to allow simulation of the final implementation. Along the way, the designer

provides input to optimize the design to meet design criteria such as speed, power

dissipation, and die size.

Prior research in metastability has concentrated on clocking and circuit schemes to

increase the synchronizer’s resolution time [15], [17], minimizing the regeneration time

constant,τ, for unloaded latches [21]-[23], and integrated measurement techniques for the

metastability window,δ [25]. However, the behavior of latches placed in circuits with

respect to loading has not been investigated. Without such information, the results of
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previous papers, while important, represent only discrete points in the design space. In

application specific integrated circuit (ASIC) design, values for the metastable parameters,

To andτ, for different loading conditions are necessary to predict metastable performance

in the variety of loading conditions synchronizer/arbiter cells can be placed. In addition, to

make design trade-offs in a variety of applications, the behavior of these parameters with

respect to buffering, gate delay, power supply, and technology is helpful.

This chapter characterizes the metastability behavior of CMOS standard cell latches

under different loading conditions, discusses latch metastable performance with respect to

power supply and technology scaling, and investigates the effects of power supply noise. A

discussion of simulating metastability is included showing the procedures needed for the

extraction of metastable parameters from simulation. The assumptions as well as the

circuits and models used are discussed in detail. The concept of standardized loads is

modeled with gate fanouts and is used to characterize the latches with respect to loading.

The design of a standard circuit to characterize metastability behavior of CMOS library

latches is presented, which was implemented in 2-µm and 1.2-µm CMOS technologies.

Measured results for latches versus loading, supply voltage, technology, and noise are

presented. All the simulations and measurements shown in this chapter are for D latches

used as synchronizers, but the results hold forRS latches used in arbiters as well.

Both theoretical and measured results show that bothτ andTo for an unbuffered latch

vary linearly with loading. For a buffered latch,τ does not vary with loading to the first

order, butTo is exponentially increased by loading. A formula to calculateTo for buffered

latches and the effects of further buffering are presented. A normalization scheme for

metastable parameters is developed to predict the parameters versus the supply voltage.

The effects of power supply reduction are largely normalized out with proper definition of

the parameters of interest for a wide range of supply voltages. However, metastable

performance is shown to become markedly worse as the supply voltage approaches the sum

of the magnitude of the device thresholds. The issue of technology scaling is addressed with

the same normalization scheme, and the performance of a scaled circuit is shown to be

influenced by a number of technology dependent factors. In contrast to prior work, supply

noise is shown to degrade performance by degrading theTo parameter. The results are

useful to an ASIC designer with a standard cell or gate array library, or a custom designer

wishing to design a multipurpose synchronizer or arbiter cell.
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3.2 Latch Selection

While To and τ will vary for synchronizing elements of different styles and sizes, the

behavior of these parameters for synchronizers placed in a circuit falls into two distinct

categories: buffered and unbuffered. As such, synchronizing elements, regardless of style,

can be broadly grouped into these two categories. Figure 3.1 shows schematics for the

unbuffered and buffered latches used in this study. This latch style was chosen because it

is one of the most commonly used latches in CMOS cell libraries. The parameters for flip-

flops based on this latch style can be easily calculated from our results with the

appropriate loading choices for the master and slave latches from equation (2.31). In

addition, other latch styles exhibit similar behavior over loading, supply, and technology.

No device size optimization has been performed with respect to metastable parameters,

but a simple sizing scheme more in line with a standard cell or gate array library has been

used. In all cases inverter transistors are four times the minimum length, and pass-gate

transistors are two times the minimum length. For the buffered latch, the negative output,

Q, is used to eliminate any changes inTo andτ due to internal loading changes of the latch.

This allows easy comparison and parameter extraction between the latches.

3.3 Simulating Metastability

As discussed in section 2.3.2, because of the close correlation between τ and the gain-

bandwidth product, the parameterτ can be approximated using ac simulations, greatly

speeding up simulation time [26]. Additionally, the latch can be forced into the metastable

state using ideal switches to findτ, but again the parameterTo must be approximated or

found by other means with this approach [15]. To fully describe the latch with respect to

metastability, both parametersTo andτ are needed.To can only be obtained with transient

simulations. Transient simulations are performed with HSPICE [26] using clock and data

signals to trigger the latch into metastable behavior.
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3.3.1 Simulation Environment

For the simulations throughout this chapter, latches are used as loads. To model transistor

mismatch, a voltage source is included before the final buffer of the buffered latch. If the

voltage source is not included, the latch’s performance appears better with additional

buffers by appearing to resolve finer and finer voltages. The value of this voltage source is

estimated from transistor mismatch using parameters from [27] scaled for the various

technologies. A charge conservation model is used, and the channel charge is split equally

between the drain and source [28]. Simulations are run with a single 5-V supply, and all

signals are measured from the inverter switching point rather than an arbitrary reference

such as 50% of the power supply. This reduces edge rate effects that alterTo. Additionally,

since the data and clock inputs are buffered internally, increasing the edge rates of the

external signals has little effect on the parameters of the latch.

3.3.2 Finding the Metastable Point

Since the latch delay is maximum attmeta, an optimization program is used to findtmeta to

speed up the simulation time. Performing transient sweeps by displacing the data arrival

time linearly would be very time consuming due to the large number or simulations that

would have to be performed. The optimization routine is a one dimensional minimization

algorithm based on Brent’s method [29] which maximizes the latch’s time to achieve a

valid output to a given precision. The data input signal is varied relative to the clock signal

within a specified range, with the variation determined from the results of the previous

runs. The output voltage vectors from each simulation are searched from the end of the

simulation back in time to eliminate any spurious trip points caused by nonmonotonic

behavior of the outputs in the metastable state. Charge, current, and voltage tolerances are

reset to achieve consistent behavior neartmeta. These tolerances are set to 10−16 C, 1 fA,

and 0.1 nV, respectively.

Figure 3.2(a) shows simulation results for a fanout of four buffered latch in 2-µm

technology. The simulation models used aren-well CMOS models from the MOS

Implementation System (MOSIS) [30], [31]. The use of the optimization routine allows

easy automation in findingtmeta for the various styles and loading conditions. Oncetmeta is

determined, the data arrival time is displaced logarithmically to one side oftmeta. If the



34 Chapter 3:  Characterization of Standard Cell Synchronizers

−1 −0.8 −0.6 −0.4
Clock−Data time displacement (ns)

0

1

2

3

4

R
es

ol
ut

io
n 

tim
e 

(n
s)

10−4 10−3 10−2

Data−tmeta time displacement (ns)

1

2

3

R
es

ol
ut

io
n 

tim
e 

(n
s)
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resolution time is plotted versus the displacement of the input on a natural log-linear graph,

the slope of the curve isτ, and the intercept is ln(To/2). Figure 3.2(b) shows the results of

these simulations on a semilog plot. As can be seen, the results follow the exponential

model quite well. Similar results were achieved in 1.2-µm and 0.8-µm simulations.

3.4 Measuring Metastability Parameters

In addition to simulating metastability it is important to measure the characteristics of a

synchronizer or arbiter. This section describes an integrated test measurement technique

for measuringTo and τ. The technique is based on a previously reported circuit, but

includes the ability to vary the synchronizer’s load [25]. Additionally, the implemented

circuit is specifically designed to operate in a wide variety of CMOS technologies and a

wide range of supply voltages. The specifics of the test board and instrument configuration

are included in Appendix A.

3.4.1 Test Circuit

A total of three test-chips were designed in CMOS technology to measureτ andTo of

simple latches used as synchronizers. Figure 3.3 shows a schematic of the measurement

technique used. The latch being tested is given clock and data signals of non-harmonically

related frequencies, so there is a finite probability of metastability. The output of the latch

under test is connected to two latches which are enabled by delayed versions of the clock.

One latch is latched with a long constant delay, the other with a shorter, variable delay. The

variable delay line allows changes in tr for the latch under test and latches the upper

compare-latch while the output signal of the latch under test is still unresolved. The lower

compare-latch is clocked with a long enough delay that the probability of the output not

settling is orders of magnitude lower. The long delay models the case of infinite clock skew

between the two compare-latches. Exclusive-ORing the outputs of the two compare-latches

determines if the test latch output was unresolved at time tr. By keeping track of the number

of metastable events and the length of the test, theMTBF can be measured. Knowing the

test clock and data frequencies, the metastability window for the latch can be calculated.

Dummy loads are included to characterize the latches with respect to loading.
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The 2-µm test-chip has modules to characterize the top two latches of Figure 3.1 under

three different loading conditions. Figure 3.4 shows a die photograph of the 2-µm test-chip.

The die area is 2.2✕ 2.2 mm2. The active area is 1.8✕ 1.9 mm2. Input capacitance, clock

loading, and data edge rates are equal for all test configurations. A replication scheme is

used to create the various loading conditions. An additional module is included to measure

the delay of the variable delay elements, implemented here as a tapped inverter chain with

a multiplexer to select the appropriate tap. Figure 3.5 shows the schematic for the variable

delay element. The multiplexer is designed with each input having an input loading of a

fanout of one, independent of delay selection. In addition, all inputs have equal delay to the

output node.

Since the loading for the test latch in Figure 3.3 is implemented with gates, and the

delay elements are implemented on-chip, the test structure is easily scalable to smaller

technologies. A second, 1.2-µm chip was implemented to allow measurement of

Figure 3.3: Metastability error rate test circuitry.
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Figure 3.4: Die photograph of synchronizer test-chip.
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technology scaling effects on metastable parameters. A final 2-µm test-chip was designed

to quantify the effects of noise on synchronizer performance. The specifics of the noise test-

chip are described in section 3.7.

3.5 Loading

3.5.1 Unbuffered Latch Simulation Results

Figure 3.6 shows simulation results for an unbuffered latch in 2-µm technology. Table 3.1

is a listing of selected parameters for nandp-channel transistors in the various technologies

discussed in this paper [32], [33]. The 1.2-µm and 2-µm parameter values are measured

from the fabricated test-chips. Figure 3.6(a) showsTo derived from simulations under

different loading conditions with the data input rising. A similar set of curves can be

generated for the input falling. On the horizontal axis is the output swing required for valid

output referenced to switching point of an inverter. The results show a linear relationship

betweenTo and the output voltage required for a valid ‘one’ or ‘zero’ to be sensed by the

following stage. The voltage required for a valid output is a function of the transistor

mismatch in addition to any logic threshold mismatch between the latch and the gates wired

to the output of the latch. Logic threshold mismatch is usually dominant in standard cell

and gate array libraries as the optimum device sizes for metastable performance are not the

Delay
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Figure 3.5: Programmable delay element.
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same as those for optimum delay in gates, and the logic following the latch may contain

stacked and/or parallel devices. In addition, supply noise will affect the minimum voltage

required for a valid output.

The value for the slope of the lines is a complicated function, but a first order

approximation is the output voltage divided by a weighted sum of the signal rates at the

resolving and intermediate nodes. The weights are determined by the latch structure and

the capacitances at the intermediate and resolving nodes. For increasing loads, the slope of

the curves increases linearly. This tracks well with the first order model because the signal

edge rate at the output node decreases linearly with increased loading. For any given

output voltage swing,To increases linearly with loading. These results agree well with

previous results for nMOS synchronizers [34]. However, here we have included the

effects of different loads.

Figure 3.6(b) is a plot ofτ versus loading. The results show a linear relationship since

the regeneration time constant of the system can be approximated byCout/gm whereCout

is the capacitance at the output andgm is the transconductance of the resolving element.

Any additional loading is added directly intoCout for an unbuffered latch of the circuit

style of Figure 3.1(a).

Other latches will have different behavior with respect to loading. Section 3.5.2

discusses the behavior of the buffered latch in Figure 3.1. In an unbuffered RS type latch,

the decision to place the input transistor on the top or bottom of the stacked transistors that

Table 3.1: Selected SPICE parameters for various processes.

Parameter
nMOS
2 µm

pMOS
2 µm

nMOS
1.2 µm

pMOS
1.2 µm

nMOS
0.8 µm

pMOS
0.8 µm

Vth (V) 0.66 −0.79 0.79 −0.88 0.71 −0.90

µCox (µA/V2) 50.24 24.42 102.3 30.58 110.9 34.45

tox (Å) 392 392 208 208 178 178

Cj (F/m2) 9.3 10−5 2.4 10−4 3.9 10−4 4.7 10−4 1.4 10−4 5.9 10−4

Cjsw (F/m) 4.6 10−10 2.6 10−10 1.4 10−10 1.5 10−10 4.1 10−10 8.9 10−11

Cgso (F/m) 5.1 10−10 5.3 10−10 4.5 10−10 1.2 10−10 4.2 10−10 3.0 10−10
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implement the NAND operation is influenced by the process parameters and the exact

loading condition [23], [35]. For latches with large loads, the cascode effect gained by

placing the input transistor on the top of the stack is beneficial to reduce theτ dependence

onCout. However, unbuffered RS latches with relatively small loads will have smallerτ by

placing the feedback transistor on the top of the stack.

3.5.2 Buffered Latch Simulation Results

Figure 3.7(a) shows theTo extracted from simulation results for a buffered latch in 2-µm

technology. The results show thatTo has an exponential relationship with loading, which

means that theMTBF will decrease exponentially with increasing loading. If a buffer is

inserted in the unbuffered latch, there is some delay associated with that buffer,td. If the

load is varied,td varies linearly with loading, soTo varies exponentially with loading. The

shape of the curves matches the shape of delay versus loading on a linear plot. The input

rising curve falls off for lower fanouts due to the overdrive of then-channel transistor.

With sufficient buffer gain, we can approximateTo for a buffered latch as

(3.1)

whereTo(unbuffered) is theTo of an unbuffered latch with a fanout of one, andtd is the time

required for the voltage level to propagate from the internal resolving node to the output

node.

Figure 3.7(b) shows theτ versus loading results. The buffer isolates the resolving

nodes from the load, soτ is pinned at theτ with a fanout of one, and is relatively

independent of loading. τ is essentially constant, but the slight decline is due to the Miller

effect of the capacitance across the output buffer. As loading increases, the output signal

transition becomes slower, causing the capacitance across the buffer to look smaller. Due

to the open loop nature of the gain of the buffers and transistor mismatches, additional

buffering does not increase the resolving capabilities of the latch. From equation (3.1) it

can be seen that additional buffers can be added to the latch to optimizetd andTo for very

heavy loads. For very light loads the addition of the buffer will increaseTo and τ
needlessly, so an unbuffered latch should be used. Our simulation results presented here

agree well with measured results presented in the next section.

To To unbuffered( ) etd τ⁄=
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Figure 3.7: Buffered latch simulation results. (a) To versus loading; (b) τ versus loading.

0 2 4 6 8 10 12
Load (fanout)

300

400

500

600

τ 
(p

s)

0 2 4 6 8 10 12
Load (fanout)

10−9

10−8

10−7

T
o 

(s
)

To input falling
To input rising

(a)

(b)



3.5.  Loading 43

3.5.3 Measured Results

Figure 3.8 shows measured results for unbuffered and buffered latches in 2-µm technology

measured at room temperature with a 5-V power supply. The metastability window rather

than theMTBF is plotted becauseMTBF is a function of the test’s clock and data

frequencies. For the unbuffered latch, both the intercept,To, and the slope of the curves,τ,

increase with increased loading, showing the degrading performance as the latch is loaded.

For the buffered latch,τ is unchanged versus loading, butTo changes. AlthoughTo is

larger for the buffered latches, buffered latches are superior due to their greaterτ term

after some tr. As loading decreases, the crossover tr moves toward infinity. The theoretical

limit is at a fanout of one, where the unbuffered latch becomes superior for all resolution

times. From our measured results,τ for the buffered latch is slightly higher than that

extrapolated from the unbuffered results due to the proximity of the output buffer,

tr (ns)
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10−8
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Figure 3.8: Measured metastability window for different loading conditions.
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eliminating much of the wiring capacitance. In addition, the measuredTo parameter is

influenced by the setup time of the compare-latches,tsu, so an additional term, , is

entered into the measuredTo values. While the performance of buffered latches is superior

for all fanouts greater than one with adequate resolution time, the performance still

degrades exponentially with loading. By increasing the loading from a fanout of two to a

fanout of four, the metastability window is increased by almost an order of magnitude.

This corresponds to almost an order of magnitude drop in theMTBF for the latch.

3.6 Supply and Technology Scaling

While metastability concerns are not the driving force for supply and technology scaling,

it is useful to know how a latch’s parameters vary with supply and technology scaling to

predict behavior of library cells in different applications. Cell libraries are often used for a

variety of chips, with various technologies and supplies. Low power design and reliability

problems have driven the push toward lower supply voltages, and technology scaling has

been a matter of course in the semiconductor industry since its inception. For a system

with a fixed clock frequency and resolution time,MTBF performance can be improved by

operating at higher supply and smaller technologies [22], [23], [25]. However, reduced

supply usually implies reduced clock frequencies, and smaller technologies, higher clock

frequencies. It has been noted that changes in on-chip delays help to compensate for

changes inτ [22], [25]. Here we develop a normalization scheme to predict metastable

performance over supply scaling and establish a method of directly comparing latches in

different technologies.

3.6.1 Metastability Parameter Estimation

As shown in section 2.3.3 first order equations for synchronizers can be derived andτ can

be shown for square law devices to be [21]

. (3.2)

e
tsu τ⁄

τ
KτL

2 Wn Wp+( )

VDD 2Vth−( ) µnWn µpWp

=
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Kτ is the ratio of output capacitance to input capacitance,Cox is the gate capacitance per

unit area, L is the device length, andWn andWp are the channel widths for the n andp-

channel devices, respectively. µn and µp are the mobility of holes and electrons,

respectively, and the magnitude of the threshold voltage,Vth, is equal for bothp-channel

andn-channel devices. It can be seen from equation (3.2) that decreasing the power supply

will degradeτ, and asVDD approaches 2Vth, τ will increase markedly.

3.6.2 Parameter Normalization with Supply and Technology Scaling

To evaluate a library cell in different environments for design trade-offs, it is necessary to

make some assumptions about the application’s system clocking. To account for changes

in the clock frequency with supply and technology, we assume the receiving system’s

clock is a constant multiple of an on-chip reference delay [36]. Thus,

(3.3)

whereTCLK is the period of the clock,Ng1 is the number of standard delays in the clock

cycle, andtref is the standard delay, defined as a fixed on-chip gate delay. The resolution

time, tr, is usually generated on-chip with some fraction or multiple of the clock period, so

an equation similar to equation (3.3) can be established. Substituting (3.3) into (2.27) and

replacing tr with equivalent reference delays, the following equation for the system’s

MTBF is obtained,

(3.4)

whereNg2 is the number of standard delays in the resolution time.

Comparing equations (3.4) and (2.27), it can be seen that in addition toτ andTo, the

parametersτ/tref andTo/tref should be used to describe the latch’s metastable behavior for

systems where the clock period and resolution time are fixed multiples of an on-chip

reference delay. Making assumptions similar to those for equation (3.2), the reference

delay can be approximated by

TCLK Ng1tref=

MTBF
Ng1

fD
To

tref
e

Ng2

tref

τ
−

=
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(3.5)

whereKref is the ratio of output capacitance to input capacitance. Combining (3.2) with

(3.5), the equation

(3.6)

can be generated to show the relationship ofτ with respect to tref.

It can be seen from (3.6) that ifVDD is much greater thanVth, τ/tref is a constant. At

lower supply voltages, both tref andτ increase dramatically, butτ increases faster because

the latch’s metastable voltage biases the devices nearVDD/2, whereas delay elements use

the full supply swing. This causes theτ/tref ratio to increase, degrading performance of the

cell at lower supply voltages. In low voltage design, a low threshold device is often

desirable to reduce the allowable supply voltage from a delay standpoint [37]. Reducing

the threshold voltages will improveτ as well [23], and from equation (3.6) it can be seen

that this will reduce the minimum supply for constantτ/tref operation. However, it will

have little effect onτ/tref for VDD much greater thanVth. For changes in technology,τ/tref

is largely dependent upon changes inµn, µp, and the differences inKτ and Kref. The

constantsKτ andKref are heavily dependent upon technology because the relative values

of diffusion capacitance, gate capacitance, and wiring capacitance do not scale equally

with technology.

It is difficult to make quantitative expressions forTo that hold over process and supply

changes because changes inTo can be dominated by second order effects in the exponent

of (3.1). In addition, measurement introduces a second exponential term due to the setup

time of the measurement latch.To(unbuffered) is proportional to the output voltage and

signal edge rates as stated earlier, and inversely proportional to the switching current. For

an unbuffered latchTo is expected to increase with reduced supply because the available

current is reduced. With reduced technology,To will decrease because to the first order the

current is the same, butCout is reduced. For buffered latches, however, second order

changes in the exponential term in equation (3.1) due to the buffer insertion can dominate

tref

CLVDD

I

Kref Wn Wp+( ) L2VDD µnWn µpWp+( )

µnµpWnWp VDD Vth−( ) 2
= =

τ
tref

Kτ VDD Vth−( ) 2 µnµpWnWp

KrefVDD VDD 2Vth−( ) Wnµn Wpµp+( )=
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these effects. The quantityTo/tref to the first order is a constant over supply for both

buffered and unbuffered latches.

3.6.3 Supply Scaling Measured Results

Figure 3.9 shows plots of the 2-µm buffered latch with a fanout of four test results versus

power supply from 2 V to 5 V. Figure 3.9(a) is theδ versus tr over supply on an absolute

scale. The metastable performance is dramatically worse at lower supply voltages withτ
changing from 0.275 ns at 5 V to 1.048 ns at 2 V. The measured worst caseτ/tref variation

is approximately 21% between 2 V and 5 V, but only 3% between 2.5 V and 5 V. Figure

3.9(b) shows normalized values with tr plotted in reference delays and the measuredδ
scaled by a reference delay. The reference delay here is a fanout of one inverter followed

by a fanout of two inverter in the variable delay line.

Table 3.2 shows a summary of the latch performance for normalized and absolute

parameters. With respect to theτ/tref parameter, the circuit performance is relatively

independent of supply down to about 2.5 V. TheTo/tref variation over the supply voltages

measured is less than an order of magnitude. Similar results are obtained for the 1.2-µm

fanout of four latch, but the performance drops off at a higher supply voltages due to the

higher threshold voltages in the 1.2-µm process. Thus, latches can be used in the same

circuit with no penalty over a wide range of supply voltages, but in extremely low supply

environments performance drops off rapidly. Simulations show that for a 1.5-V supply,

Table 3.2: Metastable parameters versus power supply.

VDD (V) tref (ns) τ (ns) τ/tref To (s) To/tref

2.0 1.790 1.048 0.586 1.819 10−6 1.016 103

2.5 1.274 0.608 0.477 4.125 10−6 3.238 103

3.0 1.010 0.470 0.465 2.258 10−6 2.236 103

4.0 0.741 0.344 0.464 1.310 10−6 1.768 103

5.0 0.594 0.275 0.463 4.451 10−6 7.493 103
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τ/tref is greater than 3 in 1.2-µm technology. This represents a severe degradation in

performance if supply voltages are scaled down and the number of gate delays per clock

cycle is held constant. We were not able to measure the parameters at 1.5 V. With a 1.5-V

supply,τ has degraded so badly much longer delays than those we can generate on-chip

are needed to obtain exponential behavior ofδ versus tr.

3.6.4 Technology Scaling Measured Results

Figure 3.10 shows the performance of buffered latches with a fanout of two and four with

respect to technology scaling at a 5-V power supply. The absolute plot shows a significant

improvement in the value of theτ parameter with smaller gate lengths. The normalized

plot, however, shows the scaling of tref and τ is not equal with respect to technology.

Table 3.3 shows the extracted parameters for the two measured latches. Our measured

results show an improvement in the relative parameters as the technology is shrunk from

2-µm to 1.2-µm, but performance worsens as the technology is shrunk to 0.8-µm. Further

reductions in technology will undoubtedly yield improvements of metastable parameters

in the absolute case, but the relative performance must be evaluated case by case.

* simulated results

Table 3.3: Metastable parameters versus technology.

tech. & latch
tref

(ps)
τ (ps) τ/tref To (s) To/tref

2µ fanout=2 594 272 0.458 1.034 10−6 1.743 103

2µ fanout=4 594 275 0.463 4.451 10−6 7.493 103

1.2µ fanout=2 464 172 0.371 2.682 10−8 5.779 101

1.2µ fanout=4 464 155 0.334 1.618 10−6 3.488 103

0.8µ fanout=2* 291 127 0.437 1.221 10−7 4.193 103

0.8µ fanout=4* 291 124 0.424 6.031 10−7 2.070 103
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3.7 Supply Noise

As seen earlier in the chapter, characterization of the metastability parameters, particularly

To, is difficult and time consuming. Simplifications must be made to reduce the amount of

measurements or constrain the simulation environment. One simplification is the supply

environment. Previous work stated that circuit noise in CMOS synchronizers and arbiters

does not effect the metastability error rate of the circuit [3], [20], [34]. Supply noise in an

integrated circuit, however, varies depending upon the power distribution networks, chip

sizes, and circuit elements, and an increaseMTBFs for the same chip was observed as the

board technology and design improved. Additionally, the question of whether output

buffering would improve a synchronizer’s noise immunity could not be ascertained from

published work.

This section discusses the test methodology and presents measured results from a 2-

µm CMOS test-chip to demonstrate that supply noise does in fact alter the error rate of

synchronizers by degrading the parameterTo. The degradation shows a linear relationship

to the root mean square (RMS) value of noise on the supply. The simulation of this

behavior is discussed. In addition, our measured results show that buffering the

synchronizer does not appear to improve the synchronizer’s noise immunity.

3.7.1 Measurement Setup

A test-chip was designed in 2-µm, n-well CMOS process to measure the effects of supply

noise onτ andTo of latches used as synchronizers. The measurement circuit is the same as

that described in section 3.4 and the latches measured are those of Figure 3.1. However, in

the implemented chip for noise measurement, the supplies of different parts of the circuit

are pinned out separately to allow injection of noise into selected parts of the circuit as

shown in Figure 3.11. Since thep-channel devices for each portion of the circuit have

separate wells, the effects of varying the supply are contained to devices connected to the

noisy supply only.

A two layer printed circuit board was designed with a clean power supply and a noisy

power supply. Shorting bars allow wiring of the synchronizer or the compare-latch to

either the noisy or clean supply. The noisy supply is created by capacitively coupling ac
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signals into the supply from an external signal source. A digital oscilloscope is used to

continually measure the root mean squared (RMS) value of the noise on the supply at the

pin of the package. By increasing the amplitude of the external function generator, the

RMS value of the supply noise can be freely controlled. Appendix A discussed the

specifics of the board implementation and instrument configuration.

3.7.2 Measured Results

Figure 3.12 shows a plot ofδ versus the resolving time,tr, for a double buffered

synchronizer with 250-mV and 0-mV RMS noise in the supply for both the synchronizer

and compare-latches of Figure 3.11. The supply voltages are set to 5 V. To approximate

white noise, a 50-MHz signal is injected into the supply with a clock frequency of 6.25

MHz and a data frequency of 5.99 MHz. The measurements were performed with a

sinusoidal signal coupled into the supply, but measurements with square waves were well
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Figure 3.11: Synchronizer performance versus supply noise test circuit.
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within measurement error limits. The slope of the lines is the same, so the parameterτ is

unchanged with respect to supply noise. The intercept,To, however is increased due to the

injected noise, degrading the synchronizer’s performance. Here the metastability window

is increased in size by about 30% for each point along the line. Becauseτ is not affected

by supply noise, the measurement ofδ can be performed at only one delay setting, the

shortest, to speed up data acquisition times. Figure 3.13 shows a plot of theδ/δavg for a

double buffered synchronizer with respect to the frequency of the noise. The RMS supply

noise is 250 mV. The variation in the metastability window is less than+/−6.5% showing

the window is relatively independent of the noise frequency. The remaining tests were

performed with a noise frequency of 50 MHz.

Figure 3.14(a) shows the measured results for double and single buffered

synchronizers ofδ versus the RMS value of supply noise with noise injected into the

compare-latches’ supply. Each point represents the average of 1500 synchronization

Figure 3.12: δ versus synchronizer resolving time. Noise frequency is 50 MHz. Noise RMS

value is 250 mV.
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failure times.δ/δavg rather thanδ is plotted to allow comparison between the two

synchronizers. The measured error is less than+/−5%. The plot of Figure 3.14(a) shows

that noise in the compare-latches has little effect on the metastability window because

supply noise in the compare-latches is shielded from the synchronizer’s internal nodes by

the output buffers. Over the noise range measured, a single level of buffering is adequate

to remove the effects of noise at the synchronizer output.

Figure 3.14(b) shows a plot ofδ/δavg versus RMS noise on the synchronizer supply. In

this case, RMS noise increases the metastability window linearly. Additionally, both the

single and double buffered synchronizers have essentially the same behavior, so additional

output buffering does not improve the synchronizer’s noise immunity. In the absolute

measurements, single buffered synchronizers have metastability windows about two times

smaller than double buffered synchronizers, so buffering in an attempt to reduce noise

sensitivity would increase the error rate by a factor of two with no improvement. The

Figure 3.13: δ versus frequency for 250-mV RMS sinusoidal noise signal.
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δavg is the δ value averaged for all data points.

Figure 3.14: δ versus RMS noise amplitude. (a) Noise on compare-latches’ supply; (b) noise

on synchronizer’s supply.
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behavior exhibited in Figure 3.14(b) can be modeled by simulatingτ with the average

supply voltage, andTo with average supply voltage less an offset voltage to model the

noise. A conservative choice for this offset voltage would be the peak noise amplitude.

3.8 Summary

This chapter discussed the characterization of CMOS cell library elements with respect to

metastability. The behavior of buffered and unbuffered latches versus loading from a

metastable performance viewpoint has been discussed. For an unbuffered latch, bothτ and

To vary with loading. For a buffered latch onlyTo varies with loading, but the variation is

exponential. A formula to determineTo for a buffered latch from an unbuffered one has

been described. The optimum synchronizer in any given technology is unbuffered with

very small load, but for any appreciable load the buffered latch is superior. Additional

buffering past the optimal delay was shown to degrade the parameterTo needlessly.

A normalization scheme to compare latches with different supply voltages and

technologies has been presented. The degradation of metastable parameters for reduced

supply are largely cancelled when the effects of longer on-chip delays is factored in.

However, the performance for the normalized circuit parameters degrades sharply as the

supply approaches 2Vth. With reduced channel lengths, the parameter’s behavior is much

more complex, and performance can improve or degrade when the scaling of on-chip

delays is factored in.

Measured results from a 2-µm CMOS test-chip to characterize the effects of supply

noise on synchronizer error rates were presented. TheMTBF of synchronizers is reduced

with power supply noise by increasing the parameterTo. This MTBF reduction can be

measured by injecting noise into the supply of a test-chip, or modeled using an offset

voltage on the supply in the To simulations. Increasing the number of buffers at the

synchronizer output does not improve the synchronizer’s noise immunity, and decreases

theMTBF needlessly.
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Chapter  4

Metastability Errors in A/D
Converters

4.1 Introduction

As seen in Chapter 1, high-speed analog-to-digital converters are used in applications

where metastability error rates must be kept low. For digitizing oscilloscopes, automated

test equipment, and telecommunications receivers, A/D converters require resolutions of 6

to 8 bits with sampling speeds as high as possible. High-speed A/D conversion has been

dominated in past years by research in bipolar designs due to bipolar junction transistor’s

higher performance. However because of increased levels of integration, lower cost, and

improvements in CMOS performance, the need for high-speed CMOS A/D converters has

increased. In bipolar designs, high-speed A/D conversion with 6 to 8 bits of resolution has

been dominated by flash, and flash-based architectures [38]-[44] and folding techniques

have become increasingly popular [45]-[48]. However, resolution in full flash

implementations in CMOS is limited by the matching characteristics of the MOS devices

[27] to approximately seven bits [9], [49]. The feasibility of CMOS folding architectures

has just begun to be demonstrated [50], [51]. Two-step, pipelined architectures are popular

choices for resolutions of 8 bits or more. However, the speed is ultimately somewhat less

than that achievable by full flash or folding implementations [52]-[55].

This chapter reviews the basic flash and flash-based architectures. In addition, folding

converters and interleaved converters are discussed. The origins of metastability errors

and the equation to estimate the error rate for a flash A/D converter is described. A

discussion of the test method to measure metastability error rates in A/D converters is
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included. Previous methods for error probability reduction and their limitations are also

discussed.

4.2 High-speed A/D Conversion

Flash converters or fully-parallel converters are conceptually the simplest architectures

and the most commonly used high-speed converters in the 6 to 8 bit range. In addition,

other high-speed architectures are either based on or make use of flash stages, so an

understanding of flash converters is vital to understanding other converters. However, due

to the high input capacitance, large element count and area requirements, and power

dissipation of full flash converters, it is often desirable to use other high-speed A/D

architectures to meet performance requirements. In this section, flash, interpolating, two-

step, and folding A/D converter architectures are discussed. A brief discussion of parallel

converters is also included.

4.2.1 Flash Converters

In ann-bit flash converter, the analog input,VA, is compared to 2n−1 reference voltages,

ideally separated by one least significant bit (LSB) in voltage, as shown in Figure 4.1(a).

Comparators withVA above their reference voltage generate a low output, and

comparators withVA below their reference voltages generate a high output. The outputs of

the comparators form what is known as a thermometer code, where the high comparator

outputs track the analog input. In read only memory (ROM) based encoding schemes, the

thermometer code is converted to a 1-of-n code which can be used to turn on a word line

in a ROM code book as shown in Figure 4.1(b). Thermometer code to 1-of-n code

conversion is usually accomplished with two or three input logic gates comparing a

comparator output to its nearest neighbors. The words in the ROM are generally binary or

Gray codes with the code corresponding to the location of the analog input.

Advantages of flash architectures include modular design and high-speed operation.

Additionally, the flash architecture does not require a sample-and-hold circuit because the

conversion is performed at only one point in time, when the comparators are strobed [40].

Disadvantages, however, are a large number of devices, high input capacitance, stringent
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Figure 4.1: Flash A/D converter with ROM-based encoding. (a) Schematic of

converter; (b) operation with a 3-bit example.
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timing requirements, and variable comparator delay. The stringent time requirements and

comparator delay requirements can be relaxed by using a front end sample-and-hold

amplifier. However, the front end sample-and-hold amplifier then becomes the design

bottleneck. Additionally, the resolution of CMOS implementations is limited due to the

poor matching of MOS devices.

4.2.2 Interpolation

To reduce input capacitance, area, and power with respect to full flash architectures,

interpolating architectures can be used [43], [44]. Interpolating architectures consist of

2n/k input stages wherek is a multiple of 2. Thek−1 intermediate reference levels between

the input stages are linearly interpolated. Figure 4.2(a) shows a simple schematic for

interpolation of a single intermediate reference voltage. Preamplifiers are used to amplify

the difference between the analog input voltage and the two reference voltages,VREF(j)

andVREF(j−1). The transfer functions for the two preamplifier’s outputs versus the analog

input voltage are shown in Figure 4.2(b). By inserting an additional differential latch

between the preamplifiers, an intermediate reference voltage can be interpolated. In the

figure shown, the outputs of the preamplifiers,Vj−1 and Vj, are used to drive the

intermediate latch and generate the additional bit of resolution, and the reference level

(4.4)

is interpolated.

For proper operation, the differential latch must reject the common mode signal and

generate logic output levels based on the differential voltage placed at the inputs.

Additionally, the transfer characteristic of the preamplifier must by symmetric to place the

interpolated reference level in the center of the two reference levels. In practice, more than

one additional reference level can be interpolated, but this increases the requirements of

the preamplifier and the number of additional circuitry needed. The thermometer code

detection and digital encoding proceed exactly as that of a full flash converter.

In practice, interpolating converters are slower than full flash converters due to the

increased output capacitance on the preamplifiers and the additional linearity requirements

imposed on the preamplifiers. However, the power and area requirements for the converter

VREF interpolated( )

VREF j( ) VREF j 1+( )+
2

=
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are reduced since the number of preamplifiers is reduced, and the effects of comparator

offset are reduced. The preamplifiers are usually quite large in area to reduce the input-

referred offset voltages, so the power and area savings can be substantial. Interpolation is

possible with both voltage-based schemes, like the one shown in Figure 4.2, and current-

based schemes. In addition, interpolation is commonly used in other converter

architectures such as folding converters.

4.2.3 Two-step Pipelined Converters

Another alternative to full flash implementations to reduce power and area is the

pipelined, two-step converter [52]-[55]. High-speed two-step converters are comprised of

two flash stages which encode the analog signal in successive clock cycles. Figure 4.3

Figure 4.2: Interpolating A/D converter operation. (a) Schematic of section; (b) interpolation of

intermediate level.
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shows a block diagram for a two-step pipelined A/D converter. A sample-and-hold circuit

is used to sample the analog input, and anm-bit encoding of the analog input is subtracted

off the analog input leaving a “residue”. The residue is passed to the second stage for

encoding of then−m lower order bits.

In principle, more than two stages of pipelining are possible, but in low resolution

converters, two-step architectures dominate. Additionally, two-step converters do not

require pipelining for proper operation. However, to operate at high speeds, pipelining is

necessary. With a two-step architecture, the number of comparators can be reduced

substantially. For an 8-bit converter, instead of the 255 comparators required for a full

flash implementation, the converter can be implemented with a minimum of 30

comparators if two 4-bit flash stages are used. In practice, two-step converters often

include overlap to allow for any offsets between the two stages. This doubles the number

of converters in the second stage, increasing the area and power. In addition to the flash

Figure 4.3: Two-step pipelined A/D converter.
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stages, the two-step, pipelined architecture requires a subtracter, anm-bit DAC, and a

sample-and-hold circuit. Typically, the speed bottleneck in such designs is the path

through the coarse stage, the DAC, and the subtracter.

4.2.4 Folding Converters

The final architecture in high-speed, low resolution converters is the folding architecture.

In folding converters, the residue voltage is generated in parallel to the coarse conversion

by analog preprocessing. By generating the residue in parallel, the need for subtracter,

D/A, and sample-and-hold circuit is eliminated. As these are the speed bottlenecks in the

two-step architecture, folding converters can obtain very high speed operation. Folding

A/D converters have been used for a number of years in bipolar implementations. CMOS

implementations, however, have only recently been introduced.

Figure 4.4(a) shows the block diagram for a folding A/D converter. The analog input is

split into two paths. In one path the circuit performs a coarse A/D conversion to obtain the

higher order output bits. In the other path, the analog input voltage is processed with a

continuous time folding circuit. The folding circuit converts a full-scale signal to a signal

which represents the input signal less some voltage, depending upon which region the

input voltage is in. Figure 4.4(b) shows the output for the folding circuit for a ramp input.

The dotted line represent the analog input, and the solid line represents the folded output.

The folded output can now be encoded with 2n/k comparators, wherek is the number of

times the signal is folded. Due to the different delays in parallel paths of the input, a bit

synchronization is required to synchronize the lower order bits to the higher order bits.

In principle, folding can reduce the number of circuit elements required in a similar

manner to the two-step architecture over flash converters. However, due to the rounding of

signal peaks in the residue, overlap is required to allow conversion on the central portion

of the residue voltage. Because of this overlap, a large number of folding circuits is

required. For this reason folding schemes must be used in conjunction with interpolation

to reduce the number of circuit elements. A drawback to the folding architecture however,

is the increase in the frequency of the analog input voltage. The analog input frequency is

increased by the number of times the input is folded, ultimately limiting the analog input

bandwidth possible for folding converters.
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Figure 4.4: Folding A/D converter. (a) Block diagram; (b) folding operation.
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4.2.5 Interleaved Converters

A final technique for high-speed conversion is parallelism. By operating two (or more)

converters in an interleaved fashion, high-speed A/D converters have been designed [56],

[57]. Figure 4.5 shows a diagram of two interleaved flash A/D converters. The

implementations of the converters themselves need not be flash [57], [58]. In monolithic

implementations, the bias circuitry and reference generators can be shared, reducing

power and area. However, the input capacitance for such a system is increased.

Additionally, mismatches in the converters will appear as spurious tones in the output

spectrum, degrading the performance [58]. For high-speed operation, a sample-and-hold
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Figure 4.5: Interleaved flash A/D converters.
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amplifier is often required to sample the input at the full sampling speed of the system

which may limit the ultimate performance of the system [57].

4.3 Metastability Errors in Flash A/D Converters

A/D converters with low error rates have to date been implemented with flash

architectures due to the simplicity of error reduction. In this section we show the source of

metastability errors and the calculation for the error probability in a flash converter.

In flash converters, all comparators are presented with a voltage difference in parallel,

and latched every clock cycle as shown in Figure 4.1(a). Metastability errors manifest

themselves when undefined comparator outputs pass to the converter output bits. As

shown in the example in Figure 4.6, under normal operating conditions the comparator

outputs generate a thermometer code. The encoder will select the appropriate output code

for the thermometer code representation. However, ifVA is near the reference voltage for a

comparator, the comparator output may be undefined at the end of the evaluation time.VA

will only be close to the reference voltage for the comparator which is at the transition

point of the thermometer code from ‘0’ outputs to ‘1’. SinceVA is continuous in nature,

there is always a finite probability that the voltage difference cannot be amplified

sufficiently in the time allotted for comparison. If the output is not sufficiently amplified,

nonbinary signals are propagated to the encoder logic, leading to errors.

If the comparator consists of a preamplifier followed by a regenerative latch, with a

uniformly distributed analog input waveform, the metastability error probability for ann-

bit converter with 2n−1 parallel comparators can be calculated from equation (2.29) and is

equal to

. (4.1)

VR is the analog input range andVo is the output voltage swing required for valid logic

levels to the thermometer code circuitry.A is the combined gain of the preamplifier and

the latch’s gain in the transparent state,τ is the regeneration time constant for the latch,

andtr is the resolution time of the latch.

PE
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Several of the parameters in equation (4.1), however, are not known with sufficient

accuracy to determine the error rate to more than an order of magnitude or two. In

particular, the parametersVo andtr are difficult to predict over process skew and device

mismatch. For single-ended implementations,Vo is a strong function of the supply noise in

the circuit. Vo is also influenced by the comparator’s metastable voltage and the logic

following the comparator. Nominally,tr is half of the clock cycle, howevertr is influenced

by the propagation delay of the thermometer code circuitry and the setup time of any

latches placed after the comparators. Additionally, comparators may have varyingtr andτ
parameters due to different loading conditions caused by the converter’s floor plan. For an

accurate determination of the metastability error rate of a converter, the performance often

must be measured.

4.4 Measuring Metastability Errors in A/D Converters

To characterize metastability error rates in A/D converters, the measurement technique of

Figure 4.7(a) is used [6]. The circuit compares the current sample with a previous sample

plus an offset,∆. If the A/D converter input waveform is a low frequency, full-scale

Figure 4.6: Metastable comparator output in thermometer code.
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Figure 4.7: Measurement circuit for metastability errors. (a) Circuit schematic; (b)
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waveform, successive samples should differ by one bit or less. A metastability error will

appear as a large code variation and will be flagged by the greater than circuit block.

Errors which glitch low will be flagged when the data returns to the input levels as shown

in Figure 4.7(b). The number of errors can be accumulated, and the error probability

calculated.

If the output is sub-sampled by dividing the sampling clock down by a factorM as

shown in the figure, there are two benefits. Because of the longer cycle time, sub-sampling

allows the circuit following the converter to be relatively low-speed, so long as the set-up

and hold window for theD registers is small. Additionally, the converter can be tested

with high frequency analog inputs because the sub-sampled output for high frequency

inputs will be aliased to low frequencies. The maximum frequency of operation for a

triangle wave input is

(4.2)

wherefA is the analog input frequency,fS is the sampling frequency,n is the number of bits

in the converter, andM is the division factor for the clock. For a sinusoidal input, the

maximum analog input frequency is

. (4.3)

Additionally, for i=2 toM, the aliased sinusoidal inputs which satisfy the equation

(4.4)

can be used.

Figure 4.8(a) shows measured error rates versus sampling frequency for a 6-bit

converter implemented in 1.2-µm CMOS based on the architecture of [49]. No explicit

metastability error correction is implemented in the converter. The supply voltage is 5 V.

The analog input waveform is a full-scale, 1-kHz triangle wave. Becausetr is derived

from the clock signal, the error rate displays an exponential relationship with the sampling

frequency. Although there is some variation,τ for the circuit is approximately 240 ps. For

a 70-MHz sampling frequency, the converter has a measured error rate of approximately
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10−7 errors/cycle, corresponding to about seven errors per second. This level of errors is

unacceptable in many applications, and to achieve acceptable performance, the converter

must be specifically designed for low error rates.

Figure 4.8(b) shows a plot of the error rate dependence on the analog input frequency.

The analog input is a full-scale sinusoidal input, to avoid problems with the higher

harmonics in sub-sampled triangle waves. The sampling frequency is 70 MHz. The error

rate is weakly related to the analog input frequency, but the variation over almost five

orders of magnitude of input frequency is less than one order of magnitude. The

measurement for a 1-kHz full-scale sinusoid differs slightly from that of the 1-kHz

triangle wave due to the different distribution functions for the two waveforms [7]. The

exact mechanism of the error probability variation with respect to analog input frequency

was not investigated due to the weak dependence. Additionally, error rates generally can

be lowered by orders of magnitude with the techniques described in the next section.

4.5 Metastability Error Reduction in Flash Converters

From equation (4.1), it is apparent that the metastability error rate in flash A/D converters

is most readily impacted by the comparator regeneration time constant,τ, and the

comparator settling time,tr. Since the relationship is exponential, error rates can increase

dramatically as designs are pushed to higher and higher speeds. Additionally, reducing the

supply voltage can impactτ, and unlesstr is scaled appropriately, the error rates will

increase. High-speed comparators must meet a variety of design criteria including input-

referred offset and overdrive recovery. These design criteria may be at odds with

decreasing the regeneration time constant. Because of this, increasing the resolution time

available to comparators is generally used for low-error rate converters. This can be

accomplished through parallelism or pipelining. The following sections discuss

parallelism and two methods of pipelining: encoder pipelining and internal pipelining.

Although this discussion focuses on the flash architecture, other converter

architectures, such as folding and interpolating, can use the error reduction schemes

discussed in this section and chapter 5. In two-step, pipelined converters however, error

reduction is difficult because the conversion is done serially. This serialization requires the
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analog input be pipelined as well as the digital output. In addition, the DAC structure is

often merged directly with the thermometer code, requiring large numbers of latches to

pipeline the inputs to the DAC. These problems make pipelined, multistep converters a

poor choice for architectures in applications requiring low metastability error rates [59].

4.5.1 Parallelism

As shown in section 4.2.5, high-speed implementations based on parallel converters is

possible. However, this technique can also be used to reduce the conversion system’s

metastability error rate. Additionally, the parallelism can be accomplished with discrete

parts and not just in a monolithic implementation. By placing two (or more) converters in

parallel and interleaving them, the clock frequency for each converter can be reduced

while maintaining the system throughput. By reducing the clock frequency, the resolution

time, tr, available to each converter is increased. For example, if the clock frequency for

each converter is reduced by a factor of two, and the resolution time is assumed to double,

this will result in an error probability reduction of . However, implementing two

converters in parallel requires a large amount of area and doubles the input capacitance of

the system. In addition, mismatch in the converters can limit performance. In monolithic

implementations of low error rate converters, pipelining is more common.

4.5.2 Encoder Pipelining

In contrast to using a ROM-based encoding scheme, it is possible to use a coding scheme

which is more tolerant to an undefined comparator output. By ensuring the encoding

occurs without the output from a single comparator affecting more than one bit in the

output code, metastability error rates can be reduced with pipelining within the encoder.

This can be accomplished using a Gray code with a gate-based encoding scheme rather

than ROM-based encoding. Figure 4.9 shows the logic required for a 3-bit flash converter

from the thermometer code to the converter output. The comparator outputs which

generate the thermometer code are represented with the notationTi wherei is a number

from 1 ton−1. Because the thermometer code outputs are used only once, latches can be

inserted between the logic stages to reduce the probability of an unsettled output bit.

e
tr− τ⁄
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Additionally, the number of latches needed per level of pipelining is reduced by roughly a

power of two with each level of encoding.

Gate-based encoding however, requires that signals from different areas of the chip be

logically combined. In implementations with six to eight bits of resolution, the wiring

capacitance of these signals becomes substantial. In the example of Figure 4.9, the furthest

signals are only four comparators apart. However, for an 8-bit flash A/D converter, the

signalsT64 andT192 must be logically combined. Additionally, the encoder would require

large area, and the encoder structure would have a strong influence on the converter’s floor

plan.

4.5.3 Internal Pipelining

Because of the regularity of the encoder structure and the need for only local connections

to perform thermometer to 1-of-n code conversion, ROM-based encoding schemes are

used extensively in flash A/D converters. Previous high-speed flash converters have

increasedtr to improve metastability error rates by inserting pipeline latches at the

comparator outputs internal to the A/D converter. One benefit of internal pipelining is that

the metastability error reduction is independent of the encoding scheme used in the ROM,
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2SB
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Figure 4.9: Logic-based Gray encoding.
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and allows for more sophisticated coding schemes to remove bubbles from the

thermometer code. However, ann-bit flash A/D converter withm levels of pipelining

requiresm(2n−1) latches as shown in Figure 4.10. Previous 8-bit high-speed bipolar flash

designs have included as many as three levels of pipelining. Clock loading can be

increased substantially as a clock signal must be distributed to each of these latches.

Additionally, with a Nyquist frequency input, all of the latches in the pipeline toggle at the

sampling frequency, dissipating power. To reduce error rates with less power and area, the

number of latches must be reduced and the clock loading decreased.
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Figure 4.10: Internal pipelining to reduce metastability errors.
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4.6 Summary

A brief description of the fundamentals of high-speed A/D conversion has been presented.

The main architectures for high-speed A/D conversion have been surveyed and the

suitability of flash converters for low error operation has been discussed. The mechanisms

of metastability errors in flash A/D converters have been presented, and the equation to

estimate a converter’s error probability has been generated. The measurement technique to

characterize A/D converters was shown, as long with measured results from a 6-bit CMOS

flash A/D conversion with no error reduction circuitry. A discussion of previous

techniques to reduce high-speed error rates has been included as well.
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Chapter  5

Power-Efficient Metastability
Error Reduction in Flash A/D
Converters

5.1 Introduction

As seen in chapter 4, previously reported methods of reducing metastability error rates in

A/D converters have either required considerable area and power overhead, or will affect

the implementation of the converter negatively. In this chapter an external pipeline

technique for reducing metastability error rates in high-speed flash A/D converters with

minimal power and area overhead is described. In addition, this chapter describes the

implementation of a 7-bit flash converter in 1.2-µm CMOS using external pipelining.

Measured results from the implemented chip are included, and a power comparison to an

internally pipelined implementation is performed.

5.2 Error Reduction with External Pipelining

To reduce the error rate in A/D converters it is necessary to increase the effective

resolution time available to the comparators in the converter. In order to increase the

resolution time, tr, in equation (4.1) without inserting stages of latches at the outputs of the

comparators, the error propagation from a metastable comparator must be contained. This

section investigates the methods of error propagation in ROM based encoders, and
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presents a method for constraining the error propagation to allow pipelining at the

converter output to reduce metastability errors.

5.2.1 Error Propagation

Figure 5.1 shows the error propagation for a flash A/D converter with a binary encoded,n-

channel pull-down ROM. Zeros in the ROM are implemented withn-channel pull-down

transistors, and ones are implemented as opens. The undefined comparator outputs can

propagate to the pull-down transistors in the ROM connected to the undefined word lines.

For an undefined comparator output propagating to the two output words ‘100’ and ‘011’

Figure 5.1: Error propagation in encode ROM words and output bits.
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as shown in the figure, undefined values are propagated to all of the output bits. The final

output is determined by random mismatches in transistors and/or process skew. Since the

proper output encoding is either ‘100’ or ‘011’, but the bits will settle randomly, glitches

in the output waveform are possible with very large deviations from the desired encoding.

As an extreme example, assume all bits settle to zero. The encoding ‘000’ is

approximately half of the full-scale voltage away from the desired encoding. A converter

with a Gray-encoded ROM has similar error propagation.

5.2.2 Containing Errors

To constrain error propagation from metastable comparator outputs, it is necessary to

ensure that the metastable voltage level for comparators is interpreted as a valid logic level

and use a code in the ROM which can handle the case of a metastable comparator. Figure

5.2 shows a current-mode implementation of a comparator in the latched state and a

thermometer code logic gate. In this case, the logic gate is single-ended and biased to a

reference voltage,VR1. If VR1 is nearVM, the outputs of the gate are unpredictable or at

worst undefined with a metastable comparator. IfVR1 is higher than the metastable voltage

level for the comparator, the logic gate will interpret bothVout(i) andVout(i) as valid “0”

signals for metastable comparator. IfVR1 is lower than the metastable voltage level for the

comparator, the logic gate will interpret bothVout(i) andVout(i) as valid ‘1’ signals if the

comparator is metastable. For this case, both comparator outputs will appear as a valid ‘1’

until the comparator resolves, but only one output will transition when the comparator

resolves. Thus, only one output can be undefined at any one time for the comparator. By

ensuring only one undefined output at a time and the other output a valid high, errors

resulting from comparator metastability can be gracefully handled by the encode ROM.

For full-rail logic families such as static CMOS logic, the reference levelVR1 is

implicit within the device, and the voltage level is determined by the device sizes within

the comparator and the encode logic. However, the implied voltage level can vary

considerably over process and supply skew.

Error propagation from the comparator outputs proceeds to the ROM as follows. If

both comparator outputs are high when the encode ROM is clocked, two adjacent word

lines will be turned on in the ROM causing large errors in a ROM with binary words.
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However, if a Gray-encoded ROM is used, the output bits will be the logical AND of the

two words. This causes no problems because the words differ by only one bit. Since

metastability errors only occur with the analog input at a boundary between two output

words, either code can be considered correct. The worst case scenario for the encode

ROM now becomes the single comparator output settling as the ROM is clocked. The

undefined comparator output is now passed to the ROM as a word line high and an

adjacent line undefined as shown in Figure 5.3. Due to the Gray code, the logically

ANDed output words leave only one output bit unsettled. The probability of the single bit

Figure 5.2: Implementation of valid high outputs for metastable comparators with
current steering logic.
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remaining unresolved can be reduced with pipeline latches at the converter output, but

only n latches are required per stage, for ann-bit converter. A converter normally has at

least one set of latches here to resynchronize the output so there is no overhead for a single

pipeline stage.

With AND gates used as the thermometer decode logic, error reduction at the output is

possible only with the use of valid outputs for unsettled comparators and the Gray code in

the coded ROM. Figure 5.4 shows a table with a binary code rather than a Gray code being

used, as well as the outputs with a Gray code and unresolved outputs undefined. As can be

seen from the chart, only the case using both techniques, comparator error containment

Figure 5.3: Error propagation with comparator outputs valid high and Gray-encoded ROM.
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and Gray encoding, leaves only one output bit unresolved. The other schemes shown in

the figure will result in more than one bit remaining unsettled, resulting in large errors.

Other encoding schemes for ROMs can be evaluated using similar figures.

5.2.3 Other A/D Converters

The circuit techniques described in section 5.2.1 can be used to reduce metastability error

probabilities in other high-speed converter architectures as well. Interpolating converters

can implement the circuits as described. The techniques used here to constrain error

propagation in thermometer code detection should be directly applicable to cyclical code

detection, allowing low-power reduction of error rates in folding A/D converters, by

implementing both the fine and coarse stages of Figure 4.4, for a low error rate folding

A/D converter. Two-step architectures can use the techniques to reduce the severity of

errors in the course flash stage, but this would require a pipeline be inserted in the analog

input path to synchronize the analog input with the pipelined coarse stage output. In

practice, this would introduce nonlinearity and noise with each additional sample-and-

hold and may prove unfeasible.

Figure 5.4: Errors in binary and Gray code ROMs with unresolved comparator outputs
undefined and unresolved comparator outputs held high.
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5.3 A 7-bit, 80-MHz Flash A/D Converter

A high-speed flash converter was designed in 1.2-µm CMOS as a test vehicle for the

architecture described in section 5.2. To facilitate a simple high-speed design, no offset

cancellation was used in the comparator. For the process available [32] this limited

resolution to 7-bits. The converter is designed to have the highest sampling frequency

possible and an error probability of less than 10−10. The implementation is similar to

previously published CMOS flash converters, but the external pipeline scheme described

in section 5.2 is used to minimize metastability errors [9], [49].

5.3.1 Comparator

The comparator consists of a differential preamplifier followed by a drain-strobed latch.

Figure 5.5(a) shows the differential preamplifier design. The diode connected loads of M5

and M6 effectively clamp the output signal swings, decreasing the reset time for the

preamplifier and reducing the kickback noise on to the reference ladder. The negative

resistance loads of M3 and M4 cancel the low input transconductances,gm5, of M5 and

M6, increasing the small-signal gain of the preamplifier. A shorting switch, M8, clears the

preamp duringφ1. The fully symmetric circuit reduces the reset time of the preamplifier.

The preamp has no offset cancelation to allow high-speed performance, but device sizes

have been chosen to give an estimated input-referred offset of 1/2 LSB for a 7-bit

converter with a common-mode input range of 2 V. The operating current is 80-µA, and

the input bandwidth is approximately 80-MHz.

Figure 5.5(b) shows a schematic of the low offset latch used in the comparators. When

φ2 is pulled high, the regenerative amplifiers M5 and M6 amplify the voltage difference of

Vp andVp to near full rail. The circuit is designed for maximum frequency of operation in

the overdrive recovery test, not low error rates. The circuit is similar to regenerative

latches in other CMOS comparators, but the cross-coupledn-channel transistors are

removed [49]. Removing the cross-coupledn-channel devices decreases the latch reset

time and increases the maximum operating frequency in the overdrive recovery test [60].

However, this increases the regeneration time constant,τ, increasing the metastability

error rate. With a 5-V supply and typical device parameters,τ is simulated as 385 ps.
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5.3.2 Completion Detection Circuit

As discussed in section 5.2, to enable external pipelining at the output of the converter, the

metastable voltage for the comparator of Figure 5.5 must be interpreted as a valid logic

level. With transistor sizing of the thermometer code logic gates, it is difficult to ensure

valid logic outputs for metastable comparator voltages over process and supply skew.

Additionally, device sizes for the logic gates become prohibitively large and load the

comparator excessively. Figure 5.6 shows a completion detection circuit used to ensure

valid high outputs for metastable inputs. All of the devices sizes are minimum. Devices

M3 and M4 are on and hold the outputs,Vout andVout, high when the inputs from the

comparator are at intermediate and equal. After the input voltages separate by more than

one threshold voltage, one of the outputs is pulled low by the input. In contrast to a simple

gain stage, the circuit of Figure 5.6 guarantees at least one valid output. Additionally, the

circuit operates properly over a wide range of common mode input voltages. Additionally,

the circuit does not require a clock signal. Although the delay through the completion

detection circuitry reduces the settling time for the comparator during the clock phase

when the comparator is strobed, this time is more than compensated for in an increase in

M8

M1

M5 M6M3 M4

M3 M4

M7 M5 M6 M8

M2M1

Vin
Vin

Vp

Vout

Vp

M7

M2

Figure 5.5: Comparator circuitry. (a) Preamplifier; (b) regenerative latch.
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the settling time created by the pipeline latches at the output. The cycle time for the

comparator is set by the overdrive recovery condition and not the forward delay, so the

insertion of the completion detection circuitry does not impact the converter’s cycle time.

5.3.3 A/D Block Diagram

Figure 5.7 shows the block diagram for an A/D converter with external pipelining to

reduce metastability errors. The encode ROM is implemented as a dynamic ROM withn-

channel pull-down transistors. The completion detection circuitry of Figure 5.6 replaces

the pipeline latches at the outputs of the comparators, and the pipeline stage is now placed

at the A/D converter output.   For minimum size latches, each level of pipelining is

estimated to reduce the metastability error probability by about six orders of magnitude.

For a 7-bit, 80-MHz converter, simulations show two levels of pipelining are needed to

reliably reduce the error rate to below the 10−10 errors/cycle.

To reduce timing skew, the clock and analog input are both routed from the top of the

design to the bottom. The pins to bring the signals on chip, however, are physically

M2

M3

Vout

Vin

Vin

Vout

time

vo
lta

ge

Vin

Vout

(a) (b)

Figure 5.6: Completion detection circuit. (a) Circuit schematic; (b) input-output
voltage relationship.
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separated by four ground and power pins to reduce capacitive coupling between the

signals. In addition, the design is folded to improve the aspect ratio of the layout. By

folding the design, the output coding can be implemented with 5-bit ROMs due to bit

redundancy in columns. This also reduces loading on the word line drivers, increasing the

speed of the encode circuitry.

5.4 Power Comparison

Simulations were performed on the extracted netlist of the converter of Figure 5.7 with a

switch-level simulator to compare the power dissipation of the implemented A/D

Figure 5.7: External pipelining to reduce metastability error rates.
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converter to a converter with two levels of 127 internal pipeline latches. To allow the

switch-level simulator to evaluate the circuit, the clamping transistors, M5 and M6, in the

preamplifier must be removed, and the analog input simulated by setting the 127

comparator inputs to binary values at each clock cycle. Figure 5.8(a) shows the

breakdown of simulated power dissipation for the error reduction circuitry in both

converters with a Nyquist frequency, full-scale sinusoidal input. The clock frequency is 80

MHz. The internally pipelined converter requires 3.48 times more power for the error

reduction circuitry, with most of the increase in the power for the clock signal required for

the internal latches.

Figure 5.8(b) shows the total power breakdown for the implemented converter and the

internally pipelined converter with 254 internal pipeline latches. Due to the static current

paths in the comparators and the removal of the clamping transistors, the comparators’

Internally
Pipelined
Converter

Figure 5.8: Power comparison. (a) Error reduction circuitry; (b) total power
dissipation.
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measured values are used. The simulated power dissipation for the digital portion of the

circuit is within 5% of the measured values for the implemented converter. The total

increase in total power for the internally pipelined converter is 1.24 times. Other converter

designs, with lighter clock loads in the comparators, higher resolution, or deeper latch

pipelines, will have even larger improvements.

5.5 Measured Results

Figure 5.9 shows a die photograph of the 7-bit flash A/D converter of Figure 5.7

implemented in 1.2-µm CMOS. The die area is 3452✕ 2424µm2, and the active area for

the converter is 3037✕ 1585µm2. Power supplies are split to reduce noise from the digital

portions of the chip injecting into the sensitive analog portions. Three power supplies are

brought out to the board,VDDA, VDDQ, andVDDD. These are the analog supply for the

preamplifiers and biasing circuitry, the quasi-analog supply for the regenerative latches,

and the digital supply for the encode logic, respectively. There are also corresponding

ground pins. The substrate is tied to the analog ground on chip. Analog and quasi-analog

power and ground are routed from the bottom of the chip, and digital power and ground is

routed from the top of the chip. The bias lines and reference voltages are routed from the

bottom of the chip, and the digital outputs are brought out at the top of the chip. A Gray-

Table 5.1: Measured A/D performance summary.

Process 1.2-µm CMOS

Converter Area 1585 ✕ 3037 µm2

Resolution 7 bits

Max Sampling Frequency 80 MHz

Input Range 2 V (single-ended)

SNDR 39.8 dB

Error Rate < 10−12 errors/cycle

Power (fA=11 MHz) 307.2 mW
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to-binary converter and test circuitry to measure the error rates is included on-chip to

facilitate testing.

Table 5.1 shows a performance summary of the implemented converter. Measured

performance for the converter is shown in Figure 5.10. The low frequency signal-to-noise

plus distortion ration (SNDR) is 39.8 dB. This corresponds to 6.34 effective bits. The

distortion level is due to the integral nonlinearity in the circuit. This can be seen in the

second, third, and fifth harmonic tones in the FFT output plot of Figure 5.11. However, for

the level shown, the integral nonlinearity is less than 1 LSB because all tones are less than

42 dB below the fundamental frequency’s power level [5]. The harmonic distortion

increases for input frequencies over 11 MHz, causing the degradation in performance for

inputs seen in Figure 5.10.

The metastability test circuit described in section 4.4 was implemented on-chip along

with the frequency division circuit and requires only 408✕ 432µm2. The registers for the

test circuitry are implemented as edge-triggered flip-flops. The clock is divided by a factor

of four, easing the cycle time requirements for the test circuit to 50 ns. The adder is a
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Figure 5.10: Signal-to-noise plus distortion versus input frequency.
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simple 8-bit ripple adder to handle overflow. The greater-than function is implemented

with the adder. The carry-in connection is wired high, and one of the input words

complemented. The measured error probability is less than 10−12 with a clock frequency

of 80 MHz. The analog input was a 1-kHz, full-scale triangle wave.

5.6 Summary

An architecture to reduce metastability error rates in high-speed flash A/D converters was

introduced, and an 80-MHz, 7-bit A/D converter implemented in 1.2-µm CMOS has

measured error probability of less than 10−12. By using external pipelines withn latches

instead of internal pipelines with 2n latches, clock loading and overall power is reduced.

The converter requires two levels of pipelining to achieve this error rate. Similar error

Figure 5.11: 2048 point FFT with 11-MHz sinusoidal input and 80-MHz sampling
rate.

fS = 80 MHz

fA = 11 MHz

0 10 20 30 40
Freq. (MHz)

−100

−80

−60

−40

−20

0

P
ow

er
 (

dB
)



92 Chapter 5:  Power-Efficient Metastability Error Reduction in Flash A/D Converters

reduction circuitry with 2(2n−1) internal pipeline latches would require 3.48 times more

power to implement. An internally pipelined converter with the same metastability error

performance, resolution, and speed would require 1.24 times more total power.
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Chapter  6

Conclusions

6.1   Conclusion

Synchronous applications with asynchronous inputs requiring low error rates must deal

with metastability errors. The reduction of metastability error rates to acceptable levels in

CMOS circuits requires a thorough understanding of the phenomenon and the parameters

to characterize circuits. This thesis has investigated the characterization of synchronizer

performance in a variety of environments commonly encountered in a standard cell based

design environment. Additionally the use of architectural changes to minimize metastabil-

ity errors with minimal power and area overhead in flash A/D converters has been investi-

gated.

Following a derivation of the formulae to predict the exponential relationship between

the differential output voltage versus the resolution time available in a regenerative circuit,

the performance metrics for synchronizers/arbiters and comparators were calculated.

A standard test circuit for characterization of CMOS standard cell and gate array syn-

chronizers’ metastability parameters was created. The test circuit takes advantage of the

concept of standardized loads or fanouts and standard delays implemented in the technol-

ogy with the synchronizer to allow scalability to finer geometry processes with no changes

to the circuit. This test circuit was implemented in both 2-µm and 1.2-µm CMOS pro-

cesses to measure both buffered and unbuffered latches.
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The results from the two synchronizer test chips showed that buffered synchronizers

are superior to unbuffered synchronizers when loading is greater than a fanout of one.

However, the performance is still exponentially related to loading. Additionally, buffering

adds delay into the system without increasing resolution, so increased buffering past the

optimum delay chain for a given load will negatively affect performance. The results also

showed that reduced supply voltage negatively impacts synchronizer performance as

expected, but by normalizing the parameters of interest to account for lower clock and

data frequencies, the relative performance is unchanged over a wide range of supply volt-

ages. The relative performance, however, degrades badly as the supply voltage approaches

2Vth. Technology scaling, however, was shown to not always improve relative perfor-

mance becauseτ may not scale proportionally to the gate delay for the process shrink.

In addition, a test methodology for measuring the impact of supply noise on synchro-

nizer performance was developed, and a 2-µm test chip implemented. Supply noise was

shown, in contrast to previous work, to negatively impact synchronizer performance,

degrading the performance linearly with the RMS value of supply noise.

A survey of high-speed A/D converter architectures was performed, and the use of

flash converters for high-speed, low error architectures was discussed. The technique was

implemented in a 7-bit, 80-MHz flash A/D converter in 1.2-µm CMOS. The measured

error probability was less than 10−12.

6.2   Recommendations for Future Investigation

In the course of this investigation, several sections deserving further investigation have

been brought to light. In this section, some of those areas are discussed.

6.2.1   Synchronizers

In section 3.6.2, the performance drop off as supply voltages approach the sum of the

threshold devices in the synchronizer was calculated. As the supply voltage approaches

2Vth, both devices in the synchronizer begin to operate in the subthreshold regime and per-

formance suffers significantly. Previous work on device size optimization has focused
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exclusively on optimization for devices operating above threshold voltages. It is unclear

what device sizes are optimum for the regeneration time constant,τ, in the subthreshold

regime.

Another area of investigation is in the creation of a noise-immune synchronizer. A

fully differential implementation should reduce some of the effects of noise. However, the

absolute value ofτ may suffer. It is necessary to implement a noise immune synchronizer

with the minimum possibleτ.

6.2.2   A/D Converters

In A/D converters, several areas of investigation are possible. Initially, the error reduction

technique of chapter 5 could be implemented in a folding converter for a low-power con-

verter with very low error probabilities. Additionally, there is a need for higher resolutions

in the 10 to 12 bit range with 50 to 100 MHz sampling. Such converters would be used in

automated testers and require low error rates as well. Increasing the number of bits to 12

bits introduces significant design complexities which must be overcome to achieve low

metastability error rates. As discussed in section 4.5, in two-step (or multi-step) pipelined

converters, it is difficult to reduce the error rates with pipelining because the analog input

would have to be pipelined as well. In 10 to 12 bit converters however, two-step architec-

tures dominate because of power, area, and input capacitance requirements. A suitable

architecture for high resolution, high-speed, low metastability error converters is needed.
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Appendix  A

Synchronizer Test Setups

This appendix discusses the board design and test methodology for the metastability

parameter test chips. The boards are two-level etched keproTM boards. The power supply

was bypassed with 470-µF electrolytic, 22-µF tantalum, and 1-µF surface-mount ceramic

capacitors where the supply pin enters the board. Additionally, each supply pin on the chip

was bypassed with a 0.1-µF ceramic surface mount capacitor at the package edge.

A.1  Measurement Setup

Figure A.1 depicts the configuration of test equipment for the mean time between failure

measurements for the synchronizer performance measurements presented in sections

3.5.3, 3.6.3, and 3.6.4. The board includes DIP switches to allow for the selection of the

appropriate test structure. The counter to monitor the number of errors was implemented

on the board with 74ACT161 4-bit synchronous counters to count the number of failures.

The outputs of the counters drive 7-segment LED displays for a digital readout of the

number of failures. The counters include an asynchronous clear to allow the reset of the

test. In principle, a universal counter such as the Fluke 7261A could be used to monitor

the number of errors. However, this counter was not available due to equipment

availability in the laboratory. The timer used was a stop-watch because of the exponential

nature of the phenomenon. With the wide range of times needed to be measured, other

types of timers based on the system clock would overflow before the longer tests could be

run.



98 Appendix A:  Synchronizer Test Setups

A.2  Noise Measurement Setup

Figure A.2 depicts the configuration of test equipment for the mean time between failure

measurements in the presence of supply noise data presented in section 3.7.2. The clean

supply was bypassed as discussed above, but the bypassing at the package pins was not

included. the waveform from the noise source was coupled through a 1-µF ceramic

capacitor onto the noisy supply. Care was taken to ensure the measurements with the noise

source off were within experimental error to the measurements with all pins connected to

the clean supply. The noisy supply was monitored with a connector soldered to the board

as close to the chip as possible. The oscilloscope monitor was continuously connected to

ensure the capacitive loading on the supply was always the same.

Figure A.1: Measurement setup for synchronizer performance.
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Figure A.2: Measurement setup for synchronizer performance in the presence of
supply noise.
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Appendix  B

A/D Converter Test Board

This appendix discusses the test boards for measurement of the performance of the A/D

converter. All boards are custom two-level etched keproTM board. The digital supply was

bypassed with a 470-µF electrolytic, a 22-µF tantalum, and 1-µF surface-mount ceramic

capacitors where the supply enters the board. The package was a 52 pin J-lead PLCC

package to allow bypassing with surface mount capacitors under the chip. All supply pins

and bias pins are bypassed with 0.1-µF capacitors under the chip. The analog supply and

quasi-analog supply are generated on-chip with Analog Devices Inc. REF3 precision

voltage supplies.

B.1  SNDR Measurement Setup

Figure B.1 depicts the configuration of test equipment for the signal to noise plus

distortion (SNDR) presented in section Figure B.5.5. The analog input was generated from

a spectrally pure RF source to minimize harmonic distortion in the input. The input from

the RF signal source was capacitively coupled through a 1-µF ceramic capacitor to a

resistor divider network as shown in Figure B.2. The resistor values are used 100Ω. The

parallel combination of the two resistors 50Ω terminates the signal generator. The output

of the coupling circuit was inspected with a spectrum analyzer and the harmonic

frequency components were low enough to allow testing of the 7-bit converters. The clock

signal was unterminated to reduce coupling of clock related currents into the ground plane

of the test board. In addition, the clock signal was brought in with a 2-V swing to reduce

coupling on the board and amplified up on chip. The data buffered was triggered with the
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Figure B.1: Measurement setup for SNDR measurement.
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other channel from the clock source to allow skewing between the A/D clock and the

sampling clock to identify the location of the clock edge for maximum SNDR.

B.2  Error Probability Measurement Setup

The test equipment configuration for the measurement of the A/D converter error rate was

shown in Figure B.3. The RF signal source was replaced with a function generator to
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Figure B.3: Measurement setup for A/D converter error probability.



104 Appendix B:  A/D Converter Test Board

allow testing with non-sinusoidal signals. The timer again was a stopwatch due to the

exponential behavior of the measurements.∆ in Figure B.7 was programmed with DIP

switches and was set to 3 LSB. The extra channel from the clock generator was used to

clock the error measurement circuitry.
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