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Abstract

We present i n thi s paper a novel modeling styleand control synthesis techni que f or

system- l evel speci �cat i ons that are better descr i bed as a set of concurrent descr i pt i ons,

thei r synchroni zat i ons and constrai nts . The proposed synthesi s procedure consi ders

the degrees of f reedomi ntroduced by the concurrent model s and by the envi ronment

i n order to sat i s f y the desi gn constrai nts .

Synthesi s i s di vi ded i n two phases . I n the �rst phase, the or i gi nal speci �cat i on

i s transl ated i nto an al gebrai c system, f or whi ch compl ex control - 
owconstrai nts and

quanti �ers of the desi gn are i ntroduced. In the second phase, we transl ate the al gebrai c

f ormul ati on i nto a �ni te- state representat i on, and we der i ve an opt i mal control - uni t

i mpl ementat i on f or each i ndi vi dual concurrent part . I n the i mpl ementati on of the con-

trol l ers f romthe �ni te- state representat i on, we use 
exi bl e object i ve f unct i ons, whi ch

al l ows desi gners to better control the goal s of the synthesi s tool , and thus i ncorporate

as much as poss i bl e thei r knowl edge about the envi ronment and the desi gn.

1 Introduction

The use of synthesis tools has gai ned great acceptance i n i ndustry. Three of the reasons f or
i ts success are the i ncreasi ng compl exi tyof the ci rcui ts, the need f or reduci ng time to market
and the need to desi gn ci rcui ts optimal l y. In order to meet the ti ght requi rements of today's

marketpl ace, desi gners have to rel y on the speci �cati on at hi gher l evel s of abstracti on, and

i n parti cul ar, rel y on model s that descri be the speci �cati on at a l evel hi gher than l ogi c l evel
and regi ster-transf er l evel (RTL) [28].

In these desi gns speci �edat hi gher l evel s, the systemto be synthesi zedi s usual l ymodel ed
as a set of sequenti al components consi sti ng of operati ons and thei r dependenci es, e. g. , as

i n the case of a data
ow. We cal l process each sequenti al component. Processes have been

successf ul l y synthesi zedat chi p- l evel by experimental and/or commerci al hi gh- l evel synthesi s
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tool s. The synthesi s task i n these tool s i nvol ved the schedul i ng of operati ons over a di screte

time and the bi ndi ng of these operati ons to components.

Thi s paper consi ders systems that are better descri bed as a set of synchronous concurrent

processes and thei r synchroni zati on, whi chwe cal l here amulti-process or system-l evel desi gn.

Al though i t has been attempted to use hi gh- l evel synthesi s tool s to synthesi ze mul ti -process

descri pti ons, these techni ques are usual l y not wel l sui ted f or system-l evel desi gns f or three

reasons. Fi rst, most hi gh- l evel synthesi s tool s synthesi ze one process at a time, thus not

consi deri ng some degrees of f reedomi n the optimi zati on. Second, the model used f or spec-

i f yi ng and handl i ng the i nterf ace i n most hi gh- l evel synthesi s i s very simpl e, and does not

easi l y support modi �cati ons. Fi nal l y, standard cost f uncti ons used i n hi gh- l evel synthesi s

are simpl e, i . e. , the goal of the synthesi s tool i s usual l y the mi nimi zati on of area or del ay. In

system-l evel desi gns, we may have to quanti f y not onl y area and del ay, but more compl ex
cost measures, such as bus or mi croprocessor uti l i zati on.

The use of si ngl e process techni ques i n the synthesi s of mul ti -process descri pti ons imposes

severe l imi tati ons on the impl ementati ons; i n some cases i t even prevents val i d impl emen-
tati ons f rombei ng f ound. Mul ti -process descri pti ons requi re the use of more compl ex al go-
ri thms and techni ques other than the ones used f or si ngl e process synthesi s. These compl ex
techni ques i nvol ve the uti l i zati on of the degrees of f reedomof the other processes duri ng the
synthesi s of a si ngl e process, the use of synchroni zati on among processes to further opti -
mi ze the synthesi s tasks, the modi �cati on of the control -
owover time, as requi red by the

speci �cati on, and the sel ecti on of the di �erent goal s of the synthesi s tool s.
Mul ti -process descri pti ons al so requi re speci �cati ons of compl exconstrai nts. For exampl e,

when synthesi zi ng si ngl e process model s, the tool does not have to consi der the synchroni za-
ti on among concurrent descri pti ons. However, when synthesi zi ng mul ti -process descri pti ons,
the i nterrel ati ons among di �erent processes must be consi dered. In addi ti on, i nterrel ati ons

of the di �erent parts i n an i nterf ace does not need to be stati c. For exampl e, a synchronous
RAMhas di �erent requi rements i n terms of cycl es f or the di �erent modes of operati on. The
abi l i ty of addi ng compl ex timi ng constrai nts resul ts i n a greater 
exi bi l i ty wi th respect to a
speci �cati on.

1.1 Research Objective

In thi s paper, we present a f ormal model to anal yze control -
ow i ntensi ve synchronous

system-l evel speci �cati ons (operati ng under a si ngl e cl ock), and a methodol ogy to synthesi ze

control -uni ts f or the concurrent parts of the desi gn. In thi s methodol ogy, the control -
ow

of the descri pti on i s �rst abstracted i nto an al gebrai c system, here cal l ed control -
ow ex-

pressions, mani pul ated, and then transl ated i nto i ts state space, where the control -uni t i s
synthesi zed. Our techni que al so extends previ ous synthesi s approaches because i t consi ders

processes wi th arbi trary control -
ow. We emphasi ze that our systemuti l i zes both represen-
tati ons duri ng synthesi s, i . e. , an al gebrai c representati on and a state space representati on,

and that these two representati ons are necessary f or the e�ci ent mani pul ati on of the spec-

i �cati on f or di �erent types of transf ormati ons. Fi gure 1 presents a pi ctori al vi ewof our
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Fi gure 1: Design 
ow for synthesi zi ng mult i -process descr i pt i ons

desi gn 
ow. We assume that the desi gn i s ori gi nal l y speci �ed by some hardware descri p-
ti on l anguage (HDL), such as VHDL, Veri l og HDLor HardwareC, and compi l ed i nto some

control -data
owgraph (CDFG) model . We assume that the compi l ati on f romthe HDLi nto
the CDFGmodel i s a di rect mappi ng, and that control -
owexpressi ons canbe obtai ned f rom
the CDFGthrough abstracti on. So i n al l exampl es i n thi s paper, we wi l l use the ori gi nal
HDL speci �cati on i nstead of the CDFGrepresentati on. It shoul d be emphasi zed here that
we f ocus nei ther on a speci �c CDFGmodel nor on an HDL l anguage representati on, but

on a model i ng styl e f or concurrent synchronous systems and a synthesi s techni que f or thei r
control l ers.

The constrai nts of the systemare manual l y entered i n the tool f romsome constrai nt
l anguage that i ncl udes synchroni zati on, timi ng and bi ndi ng constrai nts. For exampl e, the
speci �cati on of synchroni zati on constrai nts i s al ready present i n the Esterel [ 2] l anguage.

The HardwareC l anguage al l ows the speci �cati on of timi ng and bi ndi ng constrai nts that

are used by the synthesi s tool . These constrai nts wi l l gui de the synthesi s tool duri ng the
synthesi s of the control -uni t impl ementati ons.

In the next secti on, we present some exampl es of where our f ormul ati on can be used and

howthose probl ems can be sol ved. In the f ol l owi ng secti on, we de�ne the al gebra of control -


owexpressions, i ts axi oms, the representati on of the desi gn space, and a compari son wi th

exi sti ng f ormal i sms. In Secti on 4, we showhowconstrai nts can be represented i n control -


owexpressions, and howwe restri ct the sol uti on space wi th respect to the constrai nts. In
Secti on 5, we showhowthe al gebra of control -
owexpressi ons can be transf ormed i nto a

�ni te-state representati on. InSecti on6, we present our synthesi s methodusi ng an 0-1 i nteger
l i near programmi ng speci �cati on wi th Bool ean constrai nts. In Secti on 7, we present some

appl i cati ons of thi s methodol ogy wi th impl ementati on resul ts, f ol l owedby some concl usi ons.
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2 Motivation

Thi s secti on presents exampl es of real desi gns that ei ther cannot be synthesi zed or are syn-

thesi zed sub-optimal l y by usual hi gh- l evel synthesi s tool s. We showi ntui ti vel y that optimal

and val i d impl ementati ons can be obtai ned onl y i f synchroni zati on, dynami c bi ndi ng and dy-

nami c schedul i ng are consi deredduri ng the desi gn space expl orati on. Then, i n the rest of the

paper, we present f ormal methods to obtai n optimal sol uti ons to these synthesi s probl ems.

One of the major probl ems of usi ng current hi gh- l evel synthesi s tool s to synthesi ze system-

l evel desi gns i s that the synthesi s tool must consi der howthe envi ronment a�ects the whol e

system. Si nce the speci �cati on of the envi ronment i n whi ch the ci rcui t i s goi ng to execute

i s general l y a f ormi dabl e task, the user must have a better control over the synthesi s tool

i n order obtai n optimal resul ts. The user can i nteract wi th our synthesi s tool by speci f yi ng
compl ex constrai nts and 
exi bl e cost f uncti ons. The necessi ty of thi s i nteracti onwi l l become
apparent i n the next exampl es.

2. 1 Synchroni zat i on Synthesi s and Dynami c Bi ndi ng

2.1.1 Ethernet Co-processor

In thi s exampl e, we showhowwe can synchroni ze mul ti pl e processes to share the same
cri ti cal resource. Thi s synchroni zati on i s synthesi zed by consi deri ng the degrees of f reedom
among the di �erent processes that share the cri ti cal resource. Dynami c bi ndi ng i s achi eved
by al l owi ng several processes to i nstanti ate the same resource at di �erent times. In thi s
exampl e, a constrai nt that crosses process boundari es exi sts, i . e. , the cri ti cal resource shoul d

not be used by more than one process at a time.
The bl ock di agramof Fi gure 2 i s the bl ock di agramof an ethernet coprocessor. Thi s

coprocessor contai ns three uni ts: an executi on uni t, a recepti on uni t and a transmi ssi on
uni t. These three uni ts are model ed by thi rteen concurrent processes, wi th three processes
accessi ng the bus: DMAxmit , DMArcvd , and enqueue. The probl emwe want to sol ve i s

the synthesi s of the synchroni zati on among the three processes such that any bus access f or

the three processes i s f ree of con
i cts. Note that the di�cul ty i n sol vi ng thi s probl emcomes
f romthe transf ers that are non-determi ni sti c over time, i . e. , we do not knowa priori when
each process accesses the bus, si nce thi s operati on i s control dependent. Al so, the transf ers

of di �erent processes are uncorrel ated, i . e. knowi ng that one process accesses the bus at a

speci �c time does not impl y the transf ers i n other processes are known.

Thi s probl emhas beensol vedf or the simpl i �edassumpti onthat the processes are data
ows

executi ng at the same rate [ 20] . Note that i n the probl emdescri bedhere, however, we do not
knowwhen each bus access wi l l take pl ace, si nce there may be l oops and condi ti onal s i n the

speci �cati on that wi l l make the bus accesses execute at di �erent rates. Thus, the approach
descri bed i n [ 20] cannot be used. Fi l o et al . [ 13] addressed the probl emof reschedul i ng

transf ers i nsi de a si ngl e l oop or condi ti onal to reduce the number of synchroni zati ons among

processes. Thi s method i s restri cti ve because al l transf ers that are optimi zed must be en-
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Fi gure 2: Ethernet coprocessor

cl osed i n the same l oop or condi ti onal , and onl y the synchroni zati on due to the transf ers
i s consi dered duri ng the simpl i �cati on. A synchroni zati on i s el imi nated i f there are two

transf ers that are executed sequenti al l y or i n paral l el and the synchroni zati on of the �rst
one i s correl ated to the second transf er. As we are goi ng to showl ater, our f ormal i smal l ows
processes to be speci �ed by thei r control -
owwi th an abstracti on on the data
owparts,
and thus wi l l subsume the sol uti ons f ound by both of these procedures. Al so, our f ormal i sm
achi eves the simpl i �cati on of synchroni zati on that crosses l oops and condi ti onal s, and we do

not restri ct thi s simpl i �cati on to onl y correl ated transf ers i n the speci �cati on.

Let us �rst consi der an abstracti on of the ori gi nal speci �cati on that captures onl y the bus
accesses. Furthermore, i n order to be abl e to di scuss thi s probl emthroughout thi s paper,
we wi l l assume a set of reduced behavi ors f or DMArcvd, DMAxmit and enqueue such that

the resul ti ng behavi or i s smal l enough that can be easi l y understood. Fi gure 3 presents

the behavi ors we assume for these descri pti ons i n thi s paper, i n a pseudo-Veri l og code.
In thi s �gure, the constructs that do not bel ong to the l anguage, such as write bus, are

represented i n typewri ter styl e; reservedwords of Veri l og are represented i n bol d; and other
l egal syntacti c constructs are represented i n i tal i cs.

Note that the processes are control -domi nated speci �cati ons where the 
owof control
i s modi �ed by some set of wai t statements. In thi s exampl e, al so, note that the pri ori ty of

enqueue shoul d be the smal l est one, si nce the executi on of the bus access i n thi s process may

be del ayed. On the other hand, i f the bus accesses of the other processes are del ayed, the
control l er wi l l not be abl e to del i ver data at the i nterf ace at the proper rate.
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module DMArcvd;

always

begin

write bus;

data = receive(from xmi t f rame);

end

endmodule

moduleDMAxmi t ;

always

begin

initialize variables

wait (transmission ready);

read bus;

end

endmodule

moduleenqueue;

always

begin

wait (free bus);

read bus;

end

endmodule

Fi gure 3: Abstracted behavi ors f or DMArcvd, DMAxmi t and enqueue

If we assume that every operati on takes one cl ock cycl e, an impl ementati on f or the
synchroni zati onmechani smof the bus shoul d establ i sh a temporal rel ati on between enqueue

and the two other processes DMAxmit andDMArcvd. Thi s temporal rel ati on shoul d i ncl ude
anydata dependent operati onof the twoother processes, suchas the condi ti onal transmission
ready, and i t shoul dal so consi der whenthe other processes access the bus. Apossi bl e sol uti on
to thi s probl emwoul d be:

moduleenqueue;

always

begin

wait ( posedgeclock);

while (transmission ready)

begin

wait ( posedgecl ock);

wait ( posedgecl ock);

end

read bus;

end

endmodule

In thi s impl ementati on, we have to wai t the �rst cycl e because DMArcvd i s accessi ng the

bus i n the �rst cycl e. Duri ng the second cycl e, enqueue wi l l be abl e to access the bus onl y
i f DMAxmit i s not accessi ng i t. In the f ol l owi ng cycl e, however, DMArcvdwi l l be accessi ng

the bus agai n, and enqueue wi l l have to wai t f or another cycl e. We wi l l showl ater howthi s
control l er coul d be obtai ned automati cal l y f or the process enqueue.

2.1.2 Protocol Conversion

In thi s secti on, we showhowwe can use synchroni zati on synthesi s i n order to synthesi ze the

control l er f or converti ng the PCI bus protocol [ 35] i nto a synchronous DRAMprotocol . In
parti cul ar, we wi l l provi de here the conversi on between readi ng and wri ti ng cycl es of a PCI

bus i nto synchronous DRAMcycl es. Fi gure 4 shows the di agramof computer usi ng a PCI
bus, and a synchronous DRAM(SDRAM) memory bank. Both protocol s can use si ngl e or
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Fi gure 4: Protocol convers i on f or PCI bus computer

burst mode transf ers, wi th the di �erence that SDRAMs burst mode are l imi ted to at most
8 transf ers on the same rowthat are one cycl e apart f romeach other.

Inf ormal l y, a PCI bus cycl e begi ns wi th an address phase, f ol l owed by one or more data
phases. Wai t states can be i nserted i n the data phase by ei ther the mi croprocessor or by
the memory. For burst mode transacti ons, we assume here a l i near i ncrement of the address
space.

The synchronous DRAMreadi ng protocol begi ns by a rowaddress sel ecti on (RAS) phase

f ol l owed by a col umn address sel ecti on (CAS) phase. Af ter the CAS phase, and a �xed

number of cycl es, the SDRAMwi l l produce data at a rate of one word/cycl e.
Duri ng the generati on of the protocol converter, a control -uni t impl ementati oni s sel ected

to combi ne the behavi ors of bothSDRAMandPCI bus protocol s. Impl ementati ons sati sf yi ng

these protocol conversi on constrai nts were obtai ned i n the systemdescri bed i n [ 4] . In our

approach, we wi l l showhowsuch constrai nts can be combi ned wi th timi ng and resource
bi ndi ng constrai nts i n order to generate optimal control l ers.

2. 2 Dynami c Scheduli ng

In thi s exampl e, we showhowwe canspeci al i ze a desi gnby i ncorporati ng dynami c schedul i ng

constrai nts f roman i nterf ace. Spl i tti ng the i nterf ace speci �cati on f romthe desi gn speci �ca-
ti on was addressed i n [ 31, 25, 32, 3] . One of the mai n advantages of abstracti ng i nterf ace

impl ementati on detai l s at the hi gher l evel s of abstracti on i s that more degrees of f reedom
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send(addr,data)
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Fi gure 5: Systemarchi tecture

can be expl ored duri ng synthesi s.
In such techni ques, the transf ers among processes are abstracted i n terms of commu-

ni cati on operati ons (such as a send operati on). Duri ng synthesi s, the best protocol and
communi cati on medi umi s sel ected to impl ement a parti cul ar transf er. The sel ecti on and
synthesi s of the protocol i nterf ace wi l l impose compl ex schedul i ng constrai nts to the desi gn,
as we wi l l see bel ow.

Cas

Ras

CLK

Data

Addr

We Data

WCLK

WEN

(A) (B)

Fi gure 6: Wri t i ng cycl es f or synchronous DRAM(A) and f or synchronous FIFO (B)

Consi der a systemthat has an ASICand an embedded processor, such as the one gi ven
i n Fi gure 5. Assume the ASIC communi cates wi th the mi croprocessor ei ther through a

synchronous memory or through a synchronous FIFO. For exampl e, thi s structure has been
used i n hardware-sof tware codesi gn [ 16, 17] . In thi s system, the transf ers to the memory

and to the FIFOare determi ned at run-time by the proper sel ecti on of the address. The

i nterf ace timi ng i s al so determi ned at run-time, si nce the timi ng speci �cati ons f or these two
components are di �erent, as gi ven i n Fi gure 6. In essence, a data transf er may take ei ther

one or three cycl es to compl ete. Thus, the timi ng constrai nt speci �cati on shoul d al so re
ect
the mi smatch between the timi ng of the components.
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The speci �cati on of i nterf ace constrai nts has beenused i n the past byNestor [ 32] , Ku [ 25]

and Borri el l o [ 3] . They used mi n/max schedul i ng constrai nts to annotate the desi gn spec-

i �cati on. The use of these constrai nts, however, i s l imi ted to stati c constrai nts. In the

exampl e presented above, the speci �cati on of the i nterf ace requi res the desi gn to contai n

impl ementati on detai l s, whi ch i s not desi rabl e f or the reasons gi ven previ ousl y.

Assumi ng that the address sel ecti on f or the memory modul e i s cal l ed s, the constrai nt

that we need to speci f y i s a three-cycl e operati on or a one-cycl e operati on, dependi ng on s.

Thus, the i nterf ace can no l onger be speci �ed i n terms of �xed mi nimum/maximumdel ay

between operati ons, si nce the executi on time of the operati on i s dependent on the address

sel ecti on. In order to synthesi ze the protocol f or the send operati on gi ven above, we must

consi der a dynami c schedul e f or thi s operati on.

Thi s can be achi evedby usi ng the al ternati ve composi ti on i n the constrai nt speci �cati on.
For exampl e, one possi bl e representati on f or thi s constrai nt coul d be:

synchroni ze wi t h \send" operat i on

if (s)

del ay f or \send" i s 3 cycl es

else

del ay f or \send" i s 1 cycl e

We wi l l showthat usi ng the al gebra of control -
owexpressi ons, we can represent thi s
constrai nt as the f ol l owi ng compact representati on:

s : Ras � 0 � fCas,datag+ s : data

where Ras i s an abstracti on to the RAS cycl e of the RAM, Cas i s an abstracti on of the
CAS cycl e of the RAM, 0 i s a one-cycl e del ay operati on, data i s an abstracti on of the data
transf er, and s means that s i s fal se.

Duri ng the synthesi s procedure, the send operati on i s bound to an impl ementati on that
observes thi s constrai nt. In thi s case, the impl ementati on i s exactl y the control that wai ts

ei ther one or three cycl es, dependi ng on s.

In thi s exampl e, the two di �erent communi cati ons mechani sms assume di �erent possi bl e
behavi ors f or the envi ronment. Dependi ng on howthe envi ronment requi res data, one mode
shoul d be hi ghl i ghtedover the other f or some transf er by the proper sel ecti on of an obj ecti ve

functi on.

3 Control-Flow Expressions

Thi s secti on presents the de�ni ti on of the al gebra of control -
ow expressions, whi ch i s a

f ormal model f or representi ng the control -
owi n system-l evel desi gns. As the name sug-

gests, control -
owexpressions are used f or the anal ysi s of the control -
owof the desi gn, by
abstracti ng away the data
owdetai l s.
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3. 1 Abstract i on fromthe Ori gi nal Speci �cat i on

We consi der i nthi s paper system-l evel desi gns that wi l l be synthesi zedas synchronous ci rcui ts

runni ng under the same cl ock. In the synthesi s of these desi gns, we need to represent the

i nteracti ons among the concurrent parts, whi chcanbe best model edat the control -
owl evel .

We assume i n our computati on model that the speci �cati on wi l l be parti ti oned i n terms

of a control -
owand a data
ow, as descri bed i n [ 10, 28, 47] . In thi s model , vari abl es, thei r

operati ons and operands are pl aced i n the data
ow, and the l anguage constructs of the

speci �cati on l anguage are pl aced i n the control -
ow. In addi ti on, we assume that any I/O

operati on between a process and the process external envi ronment wi l l be pl aced i n the

data
ow.

In thi s model , the control -
ow and data
ow wi l l communi cate through events. The

control -
owwi l l generate output events to the data
owthat wi l l sensi ti ze the executi on of
operati ons i n the data
ow. The data
owwi l l generate i nput events to the control -
owthat

wi l l tri gger the di �erent executi on paths.

a1
a2
a3
a4

c1
c2

CFE

output [...] dx,dy;
...
  while (a > 0)
  begin
    dx = !dx;
    a = a − 1;
    dy = a;
    if (dy == 1)
       dx = 0;
  end

c1

a1
a2
a3

a4
c2

a dy

−

dx

1

=>0

0

DATAPATH

Fi gure 7: Part i t i oni ng of speci �cat i on i nto control - 
ow/data
ow

Example1 I n Fi gure 7, we showhowthe control - 
owport i on of a descr i pt i on can be abstracted

i n terms of the events i t generates . The control - 
owof the speci �cat i on generates output events

a1; a2; a3 and a4. Event a1, f or exampl e, tr i ggers the execut i on of the path i n the control - 
owthat

10



wi l l compl ement dx. We represent the data
owby an i mpl ementat i on i n terms of a datapath f or

i l l ustrat i ve purposes onl y. I n general , we do not assume any part i cul ar data
owi mpl ementat i on,

s i nce control - 
owwi l l be abl e to encode several poss i bl e datapath i mpl ementat i ons.

The datapath of Fi gure 7 generates i nput events c1 and c 2 that wi l l tr i gger the execut i on of the

l oop and the execut i on of the al ternat i ve path, respect i vel y.

The reader shoul d note that the control - 
owdoes not make any assumpti ons on the poss i bl e

val ues of i ts i nput events over t i me. In thi s exampl e, we assume that enter i ng the l oop (when even

c1 i s generated) and exi t i ng the l oop are equal l y probabl e. 2

3. 2 Al gebra of Control -Fl ow Express i ons

The al gebra of control -
owexpressi ons i s de�ned by the abstracti on of the speci �cati on i n

terms of the sensi ti zati on of paths i n the data
ow, and by the composi ti ons that are used
among these operati ons. As presented i n the previ ous secti on, we vi ewthe communi cati on

between the data
owand control -
owas an event generati on/consumpti on process. More
f ormal l y, we cal l the output events generated f romthe control -
owactions (f romsome al -
phabet A). We assume that each acti on wi l l execute i n one-uni t of time (or cycl e). If an
operati on executes i n mul ti pl e cycl es, they wi l l be handl ed by a composi ti on of si ngl e-cycl e
acti ons.

Example2We abstract the computat i on x = y � z of some HDL by act i on a, whi ch then

subst i tutes al l occurrences of thi s computat i on i n the speci �cat i on. 2

We represent the i nput events of a control -
owby conditional s, whi ch are symbol s f rom
an al phabet C. The condi ti onal s i n a control -
owexpressi on wi l l enabl e di �erent bl ocks of
the speci �cati on to execute. Guards wi l l be de�ned as the set of the Bool ean f ormul as over
the set of condi ti onal s.

De�nition3.1 Aguard is a Bool ean formul a on the al phabet of conditional s. We wil l use

G to denote the set of guards over conditional s.

We assume that each guard and condi ti onal i s eval uated i n zero time. At the end of
thi s secti on, we compare the assumpti ons on the executi on time of acti ons, condi ti onal s and

guards wi th the synchrony hypothesi s.

Example3 I n the speci �cat i on if (x� y) x=y�z , a condi t i onal c abstracts the bi nary rel at i onal

computat i on x�y. I f at some i nstant of t i me, the guardc i s true, x =y � z i s executed. I f at some

i nstant of t i me, the guard:c i s true, the el se branch (whi ch i s nul l i n thi s case) i s executed. 2

As di scussed i n the i ntroducti on, we assume systems model ed by a set of operati ons, de-

pendenci es, concurrency and synchroni zati on. We encapsul ate sub-behavi ors of thi s system

i n terms of processes, whi ch are represented by control -
owexpressi ons and correspond to

11



an HDLmodel . In our representati on, each process has a l abel f romsome al phabet F to

control -
owexpressi ons.

We de�ne the set � as the al phabet of acti ons, condi ti onal s and processes �= A[C[F.

The composi ti ons that are de�ned i n the al gebra of control -
ow expressi ons are the

composi ti ons supported by exi sti ng HDLs. Veri l og HDL, f or exampl e, supports sequenti al

composi ti on, al ternati ve composi ti on, l oops, f orks and uncondi ti onal repeti ti on. The same

set of composi ti ons i s al so supported i n VHDL and HardwareC, and thus i s supported by

control -
owexpressi ons. Si nce al ternati ve composi ti ons and l oops i n these l anguages are

guarded, thei r correspondi ng composi ti ons i n CFEs wi l l al so be guarded.

We de�ne the set O = fsequential (�); al ternative(+); guard(: ); l oop(�); in�nite(!);

paral l el (jj)g as bei ng the val i d composi ti ons of control -
owexpressi ons. The f ormal de�-

ni ti on of the al gebra of control -
owexpressi ons i s presented bel ow:

De�nition3.2 Let (�; O; �; �) be the al gebra of control -
owexpressions where:

� is an al phabet that is subdivided into the al phabet of actions, conditional s and pro-
cesses;

Ois the set of composition operators that de�ne sequential , al ternative, guard, l oop,
in�nite and paral l el behavior;

� is the identity operator for al ternative composition;

� is the identity operator for sequential composition.

For the sake of simpl i ci ty, we restri ct the sets of behavi ors de�nabl e i ncontrol -
owexpres-

si ons i n the f ol l owi ng way: i t shoul d al ways be possi bl e to obtai n a control -
owexpressi on
wi thout any process vari abl es. In thi s sense, the set of process vari abl es have the same
cardi nal i ty as the set of control -
owexpressi ons wi thout process vari abl es. In thi s paper,
whenever we ref er to a CFEp, we are ref erri ng to the CFEde�ned by the process vari abl e
p.

We consi der a speci al acti on cal l ed 0, whi chcorresponds to a no-operati on or abstracti on

of the computati on. Acti on 0 executes i n one uni t-del ay (j ust as any other acti on), but i t
corresponds ei ther to an unobservabl e operati on of a process wi th no si de e�ects or to a
uni t-del ay between two computati ons.

We i ntroduced i n De�ni ti on 3. 2 the symbol � that i s cal l ed here deadl ock 1. The symbol

� i s de�ned as �
�
=fal se : p, where p i s any control -
owexpressi on. The deadl ock symbol

i s an i denti ty f or al ternati ve composi ti on. Thi s means that the branch of the al ternati ve

composi ti on represented by the deadl ock i s never reachabl e. Later we show that these

branches can i n f act be removed.

1Deadlock was the name given to � i n process al gebras. In synthesi s , � denotes code that i s unreachabl e

due to synchroni zat i on. Si nce i ts propert i es are the same as the propert i es for deadl ock i n process al gebras,

we used the l atter name, f or the sake of uni f ormi ty.
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Composi t i on HL Representat i on CFExpress i on

Sequential begin p; q end p:q

Parallel fork p; q join pjj q

Alternative

i f (c)

p ;

else

q ;

c : p +c : q

Loop

whi le (c)

p ; (c : p)�

wait ( !c)

p ; (c : 0)�: p

In�nite
always

p ;
p!

Fi gure 8: Li nk between Veri l og HDL constructs and control - 
owexpress i ons

We al so i ntroduced the symbol �, whi ch i s cal l ed here the nul l computation. The nul l
computation symbol i s de�ned as a computati on that takes zero time. For exampl e, thi s

symbol can be used to denote an empty branch of a condi ti onal . Thi s symbol behaves as
the i denti ty symbol f or sequenti al composi ti on.

The semanti cs of the major control -
owconstructs i n HDL are rel ated to control -
ow
expressi ons i n the tabl e i n the Fi gure 8, where p and q are processes (p; q 2 F) and c i s a
condi ti onal (c 2C). In thi s �gure, we rel ate CFE to the control -
owstructure of Veri l og
HDL [ 41] . In thi s paper, we assume that guards (: ) have precedence over al l other compo-

si ti on operators; l oops and i n�ni te composi ti on (�; !) have precedence over the remai ni ng

composi ti ons; sequenti al composi ti on (�) has precedence over al ternati ve and paral l el compo-
si ti on; al ternati ve composi ti on (+) has precedence over the paral l el composi ti on. Inaddi ti on,
we use parentheses to overrul e thi s precedence and f or ease of understandi ng. Al though i t

i s not necessary, we wi l l at times repl ace parentheses by square brackets f or cl ari ty.

Inf ormal l y, we de�ne the behavi or of the composi ti onal operators of CFEs as f ol l ows:
the sequenti al composi ti on of two processes p and q means that q i s executed onl y af ter

p i s executed. The paral l el composi ti on means that both p and q begi ns executi on at the
same time, and any operati on f ol l owi ng pkq wi l l begi n executi on when both p and q have

compl eted. Note that the paral l el composi ti on does not assume that p and q must termi nate

at the same time. The al ternati ve composi ti on means that a determi ni sti c choi ce i s �rst
made wi th respect to c and :c to deci de whether the CFEp or q i s executed, respecti vel y.

The l oop composi ti on means that p i s executed whi l e the guard c i s true. The i n�ni te
composi ti on means that p i s executed i n�ni tel y many times upon reset.
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Note that i nour de�ni ti onof the syntax of CFEs, every l oop and everyal ternati ve branch

i s guarded by \: ", whi chmakes the di �erent branches of al ternati ve and l oops di sti nct. Thi s

restri cts the speci �cati onof l oopbodi es and al ternati ve branches to onl y accept determi ni sti c

choi ces wi th respect to the guards.

We wi l l use the f ol l owi ng shorthand notati on f or control -
owexpressi ons. The control -


ow expressi on p n wi l l denote n i nstances of p composed sequenti al l y (p � : : : � p| {z }
n

), whi ch

corresponds, f or exampl e, to a counti ng l oop that repeats n times i n some HDL. The control -


ow expressi on (x : p) <n wi l l denote a control -
ow expressi on i n whi ch at most n� 1

repeti ti ons of p may occur. Thi s CFEi s equi val ent to (x : p+ x : �)n�1.

In our ori gi nal speci �cati on, we assumed that everyacti on i nAtakes a uni t-time del ay i n

CFEs, and that every guard takes zero time del ay. Then, we coul d possi bl y desi gn a system
where af ter choosi ng a parti cul ar branch of an al ternati ve composi ti on (e. g. , af ter choosi ng
c i s true i n c : p +c : q) and executi ng the �rst acti on of process p, the executi on of thi s

acti on woul d make c true and thus al so enabl i ng the executi on of q. In order to avoi d thi s
erroneous behavi or, we adopt a weaker versi on of the synchrony hypothesis [ 5] .

Assumption3.1 Let p be a process and c be a guard that guards the execution of p (de�ned
as c : p). Any action of p is assumed to execute after c has been eval uated to true. In order
words, c : p can be viewed as (c : �) � p. First, the conditional is eval uated to true, then
the process p that is guarded by c is executed, and other assignments to c wil l possibl y a�ect

future choices onl y.

3. 3 Axi oms of CFEs

In thi s secti on, we present the axi oms f or the al gebra of control -
owexpressi ons. These

axi oms provi de the theoreti cal background that wi l l be used to bui l d the �ni te-state machi ne
representati on f or control -
owexpressi ons i n Secti on 5.

The al gebra of control -
owexpressi ons i nheri ts i ts f ormal i smf roma subset of process

al gebras [ 1] that i s sui tabl e f or descri bi ng synchronous systems, cal l ed the al gebra of regul ar
synchronous processes. We further extend thi s al gebra by speci f yi ng Bool ean vari abl es as

guards of processes. The f ol l owi ng proposi ti on hol ds f or CFEs:

Proposition3.1 CFEs are a subset of regul ar synchronous process al gebras.

In Tabl e 1, we present the axi oms of control -
owexpressi ons that are deri ved f romthe
axi oms of the al gebra of synchronous processes, where a; b 2M A (the set of mul ti sets of

acti ons), p; q; r 2F(processes) and c 1; c2; c3 2G(guards).

The al ternati ve composi ti on has � as i ts i denti ty component. It i s commutati ve, and
associ ates to the ri ght or l ef t. The sequenti al composi ti on has � as i ts i denti ty component.

It associ ates to both the ri ght and l ef t, and i t i s onl y di stri buti ve to the l ef t wi th respect to
the al ternati ve composi ti on. Thi s impl i es that p � (c 1 : r +c 2 : s) 6=c 1 : p � r +c 2 : p � s. The

i ntui ti ve meani ng f or p � (c 1 : r +c 2 : s) bei ng di �erent f romc 1 : p � r +c 2 : p � s i s that we
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c1 : p+c 2 : q = c 2 : q +c 1 : p (+is commutative)

(c1 : p+c 2 : q) +c3 : r = c 1 : p+(c 2 : q +c 3 : r) (+is associative)

= c 1 : p+c 2 : q +c 3 : r

(c1 : p+c 2 : q) � r = c1 : p � r +c 2 : q � r (� distributes to the l eft with +)

(p � q) � r = p � (q � r) (� is associative)

= p � q � r

c1 : p+c 1 : p = c 1 : p (+is idempotent)

1 : p = p

0 : p = �

c1 : p+� = c 1 : p (� is the identity el ement for +)

� � p = � (� is the zero el ement for �)

p � � = p (� is the identity el ement for �)
� � p = p

c1 : c2 : p = (c 1 ^ c2) : p
ajjb = (a[b) i f a[b synchroni ze

ajjb = � i f a[b does not synchroni ze
ajjb = bjja

ajj0 = a

ajj� = a

a � pjjb � q = (ajjb) � (pjjq)

a � pjjb = (ajjb) � p
(c1 : p+c 2 : q)jjr = c1 : (pjjr) +c2 : (qjjr)

Tabl e 1: Axi oms of control - 
owexpress i ons

abstracted away the computati on of p, c 1 and c 2, and thus we cannot answer the questi on on
whether acti on p a�ects the choi ce of c 1 or c2, or i f the envi ronment needs some val ue f romp

f or maki ng a deci si on on whether c 1 or c2 shoul d be true. If we assumed thi s transf ormati on

were val i d, we coul d make the deci si on f or al l branches of the speci �cati on upon start by
propagati ng the guards towards the begi nni ng.

Onthe other hand, i f we assumedthat p�(c 1 : r+c 2 : s) were equi val ent to p�c 1 : r+p�c 2 : s,
we woul d be i n f act assumi ng that systemwere non-causal (i ts current choi ces dependi ng

on the future val ue of condi ti onal s) and i n thi s case we coul d al so have propagated al l those
deci si ons to the i ni ti al start time of the systemmodel ed by the CFE.

The paral l el composi ti on assumes a synchronous execution semantics, al so known as
maximal paral l el i smsemanti cs. In thi s executi on semanti cs, i f two processes are executed

i n paral l el , then one acti on of each process i s executed atomi cal l y at the same time. We

represent the acti ons that execute together by mul ti sets of acti ons. For exampl e, i f mul ti set
a de�nes fa 1; � � � ; ang, where each a i 2A, acti ons a 1; : : : ; an are executed at the same time.
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The set consi sti ng of mul ti sets of acti ons i s represented here by the symbol M A. If two

mul ti sets a = fa 1; � � � ; ang and b = fb 1; � � � ; bmg are composed i n paral l el , the resul ti ng

mul ti set fa 1; � � � ; an; b1; � � � ; bmg i s represented by a[b. We sometimes abuse our notati on

f or mul ti sets and use a i f or fa ig i f i t can be i nf erred by the context that a i represents the

mul ti set fa ig.

In the de�ni ti on of the axi oms of CFEs, we showed that the resul t of the paral l el com-

posi ti on of two mul ti sets a and b i s dependent on some synchroni zati on between a and b.

Al though a f ormal de�ni ti on of synchroni zati onwi l l be presented i n the next secti on, we wi l l

gi ve an i nf ormal de�ni ti on that wi l l al l owthe reader to understand i ts meani ng.

Processes synchroni ze i n control -
owexpressi ons by de�ni ng mul ti sets of acti ons that

al ways have to execute at the same time, and by de�ni ng mul ti sets of acti ons that shoul d

never execute at the same time.
Loops and i n�ni te computati ons can be de�ned by control -
owexpressi ons wi th process

vari abl es. The l oop composi ti on (c : p) � i s equi val ent to recursi ve process q =c : p � q+c : �,

where p i s a process vari abl e. The i n�ni te composi ti on p ! i s equi val ent to the recursi ve
process q =p � q. Thei r axi oms can be determi ned by appl yi ng those equati ons i nto axi oms
of the ori gi nal al gebra.

3. 4 Compari son of Control - Fl owExpress i ons wi th Exi st i ng For-

mal i sms

Control -
owexpressi on i s very useful as a model i ng and abstracti on f ormal i smof CDFG,

si nce the transl ati on f romCDFGi nto CFEs i s strai ghtf orward. In thi s secti on, we compare
CFEs wi th other f ormal i sms that were used to model the control -
ow, whi l e abstracti ng the
data
owi nf ormati on: regul ar expressi ons, pathexpressi ons, �ni te-state machi nes, Petri -nets,
al gebra of concurrent processes (ACP), cal cul us of communi cati ng systems (CCS), timi ng
expressi ons and BFSMs, al though thi s l i st i s by no means exhausti ve.

� The al gebra of regular expressions [ 19] i s used represent stri ngs accepted/emi tted
by a �ni te-state machi ne. Thi s al gebra i s represented by (�; +; �; �), where � i s the
al phabet of characters accepted/emi tted, +denotes al ternati ve composi ti on, � denotes

sequenti al composi ti on, and �denotes zero or more repeti ti ons of a subexpressi on.

Regul ar expressi ons have been used i n the model i ng of the control -
owof sequenti al
programs [ 34, 26] . In order to speci f y the control -
owi n terms of an i nput/output

behavi or, regul ar expressi ons must be extended to guard al ternati ve branches and

l oops. Al so, i n the case of paral l el descri pti ons, a paral l el operator must be added.
However, thi s paral l el operator i s redundant f or regul ar expressi ons, si nce the l ef t and

ri ght di stri buti vi ty of the sequenti al operator wi th respect to the al ternati ve operator
al l owconcurrency to be traded bynon-determi ni sm[ 29] . Such expressi veness does not

exi st i n control -
owexpressi ons, because the sequenti al operator does not di stri bute

to the ri ght wi th respect to the al ternati ve operator.
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CFEs al so extend regul ar expressi ons by de�ni ng i n�ni te behavi ors, whi ch coul d be

achi eved onl y by extendi ng regul ar expressi ons to !- regul ar expressi ons [ 9] .

� Pathexpressions [ 8] are equi val ent to regul ar expressi ons, wi th the addi ti on of paral -

l el i sm. However, i nstead of a synchronous executi on semanti cs f or the paral l el compo-

si ti on, path expressi ons assume an i nterl eaved executi on semanti cs. CFEs al so extend

path expressi ons by provi di ng guards to al ternati ve branches and l oops, i n the same

way CFEs extended regul ar expressi ons.

� A�nite-statemachine [ 19] recogni zer i s a tupl e (�; S; �; S 0; F ), where �i s a set of

i nputs, S i s the set of states, � : S� �! S i s the transi ti on functi on, S0 i s the set

of i ni ti al states, and F i s the set of �nal states. In the case of �ni te-state machi nes

as computati onal engi nes, we al so de�ne an output al phabet O, and ei ther the output
transi ti on functi on � : S!O (i n the case of a Moore machi ne) or �: S��!O
(i n the case of a Meal y machi ne). Paral l el i smi n �ni te-state machi nes i s de�ned onl y

at the transi ti on l evel , i n whi ch several outputs may be generated at the same time.
At thi s l evel , however, the durati on f or each output has al ready been determi ned, and
any transf ormati on of the speci �cati on that modi �es thi s executi on time cannot be
perf ormed.

Aspeci �cati on consi sti ng of a set of concurrentl y executi ng �ni te-state machi nes can
al so be consi dered i n thi s model , as i n the case of reacti ve systeml anguages, such as
StateCharts [ 11] and SDL [ 39] . In these l anguages, the systemi s model ed as a set of
hi erarchi cal concurrent �ni te-state machi nes, and the system' s state i s de�ned to be
the state of the Cartesi an product of al l concurrentl y executi ng �ni te-state machi nes.

As i n the case descri bed i n the previ ous paragraph, at the l evel of �ni te-state machi nes,
the executi on time f or the operati ons has al ready been deci ded, and thus any transf or-
mati on that changes the executi on time of operati ons cannot be perf ormed, wi thout
requi ri ng a restructuri ng of the �ni te-state machi ne.

� Petri nets [ 36] are representedbythe tupl e (T; P; �; I), where T i s the set of transi ti ons,

P i s the set of pl aces, and � � T�P[P�T de�nes the transi ti on rel ati on (or �ri ng)

f romtransi ti ons to pl aces and vi ce-versa. Amarki ng i n Petri -nets i s an assi gnment of

natural numbers (tokens) to pl aces. I i s the i ni ti al marki ng of the Petri -net.

Astate i n a Petri -net i s a marki ng of pl aces. Transi ti ons between states are achi eved

by havi ng a marki ng that becomes another marki ng by �ri ng some transi ti on. Thi s

�ri ng occurs when one transi ti on of the net has al l i ncomi ng pl aces wi thmore than one

token. The transi ti on takes one such token f romeach pl ace and puts one addi ti onal
token i n every outgoi ng pl ace. Si nce onl y one �ri ng can occur at any time, thi s model

can onl y represent i nterl eaved concurrent systems.

One possi bl e extensi on of Petri -nets i s the synchronous �ri ng semanti cs [ 43] . In thi s
semanti cs, the set of �ri ngs that can occur at the same time i s speci �ed al ong wi th the

Petri -net. Simi l arl y to the concurrent �ni te-state machi ne model , any transf ormati ons
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that changes the executi on time of the operati ons, or the structure of the graph cannot

be easi l y perf ormed.

� Process algebra [ 1] and CCS [ 30] correspond to a f ami l y of representati ons used

to f ormal l y model concurrent systems. In these model s, we vi ew the systemas a

set of operati ons that are represented by actions, and thei r composi ti ons i n terms of

sequenti al composi ti on, non-determi ni sti c choi ce, paral l el composi ti on and communi -

cati on. Concurrency usual l y ref ers to i nterl eaved concurrency, whi ch i s representedby

non-determi ni sti c choi ce; and synchronous concurrency i s de�ned i n terms of commu-

ni cati on.

These representati ons can be consi dered as a superset of control -
owexpressi ons. If

we restri ct the set of speci �abl e behavi ors to regul ar and synchronous processes, then
control -
owexpressi ons wi l l have the same representati on capabi l i ti es of process al ge-
bras and CCS. One of the uni que f eatures of control -
owexpressi ons that was de�ned

previ ousl y i n thi s paper i s that we di sti ngui sh acti ons f romcondi ti onal s. Thi s al l ows
the systemto better capture the reacti veness nature of hardware systems, and as a
resul t, control -
owexpressi ons wi l l �t better the model used f or synthesi s.

� Timingexpressions [ 46, 48] i s a model f or descr i bi ng behavi ors of sequent i al systems
and speci f yi ng sequent i al constrai nts a sequent i al systemhas to sat i s f y [ 46] . In timi ng
expressi ons, the sequenti al systemi s represented by expressi ons that may take di �er-
ent val ues over time. When compared to control -
owexpressi ons, we see that timi ng
expressi ons wi l l be better sui ted to represent the control i nf ormati on at l ower l evel s

of descri pti ons, whereas control -
owexpressi ons wi l l be better sui ted f or representi ng
the control -
owat hi gher- l evel s of descri pti ons. In addi ti on, control -
owexpressi ons
can be consi dered as a superset of timi ng expressi ons, si nce CFEs can be used to rep-
resent systems contai ni ng hi erarchi cal seri es-paral l el speci �cati ons, whereas i n timi ng
expressi ons paral l el i smcan occur onl y at the hi ghest l evel .

� BFSMs [ 45] are a general i zati on of �ni te-state machi nes wi th parti al timi ng i nf orma-
ti on on the rel ati ve executi on time of the states. Through synthesi s, a compl ete time
(or schedul e) i s obtai ned. Thi s model cl osel y resembl es the al gebra of control -
ow

expressi ons because i t was used f or model i ng and synthesi s of control -domi nated spec-

i �cati ons. However, the l ack of a synchroni zati on f ormal i smand the l ack of a f ormal
model f or constrai nt speci �cati on | whi ch i s restri cted to schedul i ng constrai nts |

prevents BFSMs f rombei ng used i n more compl ex probl ems. As opposed to CFEs,
whi ch uses both expressi on and �ni te-state machi ne representati ons f or a concurrent

system, the transl ati on f romthe speci �cati on to a �ni te-state machi ne descri pti on i s

perf ormed too earl y wi th BFSMs, and thus, optimi zati ons that woul d be best used
at the expressi on l evel |such as hi erarchi cal abstracti on and rewri ti ng |woul d not

be avai l abl e to the synthesi s process. Fi nal l y, BFSMi s a model best sui ted f or rep-
resenti ng the control -
owof l anguages i n whi ch paral l el i smi s speci �ed at the process
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l evel , such as VHDL. If used to represent the control -
owof l anguages that can spec-

i f y seri es-paral l el composi ti on of systems, such as Veri l og HDL, i ts representati on and

constrai nt speci �cati on becomes cumbersome.

When compared to the f ormal i sms presented above, control -
owexpressi ons are abl e to

capture more succi nctl y the control -
owi nf ormati on, abstracti on f romthe ori gi nal speci �-

cati on, and the degrees of f reedom. When consi deri ng speci �cati ons i n terms of CDFGs (or

i n terms of the correspondi ng HDLcode) control -
owexpressi ons �t perf ectl y as a model i ng

tool of the control behavi or f or synthesi s of system-l evel speci �cati ons.

4 Constraint Speci�cation

In the previ ous secti on, we presented the al gebra of control -
owexpressi ons, and how to
abstract the data
owi nf ormati on and represent the control -
owof the desi gn. Real desi gns
consi st of speci �cati on and desi gn constrai nts. In thi s secti on, we showhowto use CFEs to
represent constrai nts, such as schedul i ng, bi ndi ng, and synchroni zati on.

The speci �cati on of a systemat hi gher l evel s of abstracti on requi res the model i ng of

non-determi ni sm, si nce at these l evel s, not al l synthesi s deci si ons have been made. In the
al gebra of control -
owexpressi ons, we model these non-determi ni sti c choi ces of the desi gn
by guardi ng the choi ces wi th deci si on vari abl es, whi ch quanti f y the desi gn space.

We present i n thi s secti on the i ncorporati on of desi gn constrai nts by control -
owex-
pressi ons. Both the speci �cati on and the constrai nts wi l l be converted to a �ni te-state
representati on i n the next secti on, where we wi l l be abl e to obtai n the control l ers sati sf yi ng

desi gn constrai nts.

4. 1 Quanti �cat i on of the Desi gn Space

We represent here the desi gn space and constrai nts by means of decision variabl es, whi ch
are used as guards of CFEs:

De�nition4.1 Adecision variabl e d is a variabl e guarding the execution of a control -
ow
expression whose val ue is determined by the synthesis procedure. Its possibl e val ues are

de�ned as the set of Bool ean formul as over some set D.

Adeci si on vari abl e i s a Bool ean vari abl e that quanti �es a constrai nt, i . e. , whenever the
deci si on vari abl e i s true, the constrai nt i s sati s�ed. Asimpl e impl ementati on that has been

sought i n the past i s the assi gnment of deci si on vari abl es to constant val ues over time [ 21] .
Later, we showhowto obtai n assi gnments to the deci si onvari abl es that consi ders the \state"

of the systembei ng synthesi zed. Thus, i n some cases, the set Dwi l l be the set of condi ti onal s

C, wi th the Bool ean constants f0; 1g. When we obtai n a �ni te-state machi ne sati sf yi ng the

constrai nts i n the next secti on, the di �erent machi nes we can choose f romwi l l be uni quel y

determi ned by di �erent assi gnments to the deci si on vari abl es.
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In the al gebra of control -
owexpressi ons, we are goi ng to use deci si on vari abl es as guards

of expressi ons, so we wi l l need to extend guards to al l owdeci si on vari abl es and condi ti onal s

to be composed together. Because deci si on vari abl es wi l l uni quel y determi ne the sati sf acti on

of a constrai nt, we onl y need to compose guards wi th conjuncti ons of deci si on vari abl es, or

thei r compl ements. Thi s al so states that any non-determi ni smf romthe speci �cati onwi l l be

uni quel y guarded by a Bool ean guard.

De�nition4.2 Aguard is a conjunction of decision variabl es (or their compl ements) and

a Bool ean formul a over the set of conditional s.

Example4 Consi der the code w = y � z ; u = w+3; . Assume both the mul t i pl i cati on and

the addi t i on take one cl ock cycl e, and that w=y � z i s represented by act i on a and u =w+3 i s

represented by act i on b. Aconstraintbetween a and b , or the quant i �cat i on of al l poss i bl e schedul es

such that b occurs af ter a i s represented by the CFEa � (x : 0)� � b , where a; b 2 A, and x 2D. I n

thi s CFE, the poss i bl e schedul es are quant i �ed by the di �erent ass i gnments of the deci s i on vari abl e

x over t i me.

Poss i bl e ass i gnments coul d be:

a � b

a � 0 � b

a � 0 � 0 � b
...

a � 0 � � � � � 0 � b

The �rst ass i gnment corresponds to an ass i gnment of x to falseaf ter the execut i on of act i on a.

The second ass i gnment corresponds to an ass i gnment of x to trueaf ter the execut i on of a, then to

false. The other ass i gnments have a si mi l ar correspondence. 2

4. 2 Constrai nt Representat i on

Constrai nts are properti es that any impl ementati on needs to sati sf y. We consi der here a
subset of constrai nts that can be speci �ed as schedul i ng constrai nts, bi ndi ng constrai nts

and synchroni zati onconstrai nts. More compl ex speci �cati ons can be achi evedby composi ng
these constrai nts usi ng control -
owexpressi ons.

Timi ng constrai nts wi l l be de�ned i n terms of control -
owexpressi ons. In bi ndi ng con-

strai nts we wi l l use expressi on rewri ti ng, i . e. , the i ncorporati on of bi ndi ng constrai nts as
a modi �cati on of the ori gi nal CFE. Both timi ng and bi ndi ng constrai nts wi l l use deci si on
vari abl es as quanti �ers of the desi gn space. Fi nal l y, synchroni zati on constrai nts wi l l use

mul ti sets of acti ons that shoul d occur at the same time and mul ti sets of acti ons that shoul d

never occur at the same time.
The constrai nts wi l l be de�ned i n terms of the acti ons that appear i n a control -
ow

expressi on, whi ch we de�ne bel owas the support of a CFE.
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De�nition4.3 The support of a control -
owexpression p is de�ned as the set of actions

that are executed in p.

Example5 The support of a CFE p =(a � b) !j j (c � d � e)!, wri tten as Sp, i s the set of act i ons of

p. Here, Sp =fa; b; c; d; eg. 2

Each acti on de�ned i n the support of a CFEwi l l have a shadowacti on, whi ch executes

every time the correspondi ng acti on executes.

De�nition4.4 Ashadowof an action a, written as � a, is de�ned to be an action that does

not correspond to any operation of the original speci�cation and executes every time action

a is executed.

Example6 I n the CFE(a � b � c) !, �a i s executed every t i me a i s executed, �b i s executed every

t i me b i s executed, and �c i s executed every t i me c i s executed. 2

4.2.1 SchedulingConstraints

Schedul i ng constrai nts are constrai nts that speci f y the timi ng rel ati ons among computati ons.
Al thoughwe wi l l onl y de�ne mi nimumandmaximumtimi ng constrai nts here, we can speci f y
and handl e a much ri cher set of constrai nts wi th control -
owexpressi ons, i ncl udi ng l oops,
al ternati ve composi ti on and synchroni zati on, as opposed to the constrai nts that are handl ed

i n other CADtool s, such as [ 40, 44, 25, 3] . The speci �cati on of schedul i ng constrai nts usi ng
control -
owexpressi ons can be al so consi dered as an extensi on of path constrai nts de�ned
by [ 40] .

Let us assume p to be a CFErepresenti ng a speci �cati on of a desi gn wi th support S p.
Suppose we want to represent i ni ti al l y simpl e mi nimumand maximumconstrai nts between

two acti ons a and b, wi th a; b 2S p.

De�nition4.5 Aminimumtiming constraint of n cycl es betweentwo actions a and b, whose

shadowactions are � a and � b, can be represented by the CFE(x : 0) � � �a � 0n�1 � (y : 0)� � �b,
where x and y are decision variabl es.

De�nition4.6 Amaximumtiming constraint on n cycl es between two actions a and b,

whose shadowactions are � a and � b, canbe represented by the CFE(x : 0) � ��a � (y : 0)<n ��b,

where x and y are decision variabl es.

Let p be a control -
owexpressi on representi ng a speci �cati on and l et m 1; : : : ; mn be a
set of CFEs representi ng schedul i ng constrai nts. The control -
owexpressi on pjjm 1jj � � � jjmn

wi l l denote the appl i cati on of the n schedul i ng constrai nts to the speci �cati on p.
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m1 m2

m3

m4

m5

s1

s2

Fi gure 9: CDFG of a di �erent i al equat i on exampl e

Example7 The desi gn i n Fi gure 9 i s the control - data 
ow graph of a subset of the l oop of a

di �erent i al equat i on sol ver [28]. Assume that the CFEf or the speci �cat i on i s p, and that we want

to speci f y a maxi mumti mi ng constrai nt of 3 cycl es betweenm4 and s2, whi ch can be represented

by the CFE(x : 0) � � �m4
� (y : 0)<3 � �s2 , where x and y are deci s i on vari abl es .

The appl i cat i on of thi s constrai nt to the CFEp i s represented by a newCFEpj j (x : 0)� � �m4
� (y :

0)<3 � �s2 . 2

In the previ ous exampl e, we speci �ed conventi onal mi nimumand maximumtimi ng con-
strai nts. As we poi nted out bef ore, CFEs can be used to speci f y a much broader set of

schedul i ng constrai nts, and even hi de i nterf ace i nf ormati on f romthe ori gi nal speci �cati on,
as shown i n the f ol l owi ng exampl e.

Example8 Let us exami ne the speci �cat i on of the schedul i ng constrai nt presented i n Sect i on 2. 2.

I n thi s exampl e, the di �erent act i ons that are i nvol ved i n the transmi ss i on of the data are the

act i ons \Ras", \Cas" and \data". Associ ated wi th the act i on \send", we have the shadowact i on

�send. The constrai nt that speci �es that the send operat i on shoul d take ei ther three or one cycl e,

dependi ng on the address sel ect i on, can be represented by the control - 
owexpress i on (x : 0)�: (sa :

f�send; Rasg � 0 � fCas, datag+ sa : f�send; datag) . 2

4.2.2 BindingConstraints

Bi ndi ng constrai nts speci f y the possi bl e impl ementati ons f or eachcomputati on that i s repre-

sented by an acti on. We represent bi ndi ng constrai nts as a rewri ti ng of the ori gi nal control -

owexpressi on.

De�nition4.7 Let p be a control -
owexpressionwith support S p. Arewriting of p, written
as R(p)[ a q] , where q is a control -
owexpression, is de�ned as the substi tution of every

occurrence of a 2S p in p by q.
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Example9 Assume we make the rewri t i ng of a by (c 1 : a0 � a1 +c 2 : a0 � a1 � a2) i nto p =

(a � b)!j j (c � d � e)!. Then:

R(p) [ a (c1 : a0 � a1 +c 2 : a0 � a1 � a2) ] =((c1 : a0 � a1 +c 2 : a0 � a1 � a2) � b)
!j j (c � d � e)!

2

De�nition4.8 Let p be a CFEof a speci�cation and assume some action a can be impl e-

mented by a set of components fC 1; C2; � � � ; Cmg. This binding constraint is represented by

the CFE:

R(p)[ a 
X

1�i �m

xi : Ci]

where
P

1�i �mxi : Ci represents the al ternative compositionof the mterms (x i : Ci), and
x1; � � � ; xm are mdecision variabl es.

In thi s expressi on rewri ti ng, whenever x i i s true, component C i impl ements the compu-

tati on abstracted by acti on a. Note that si nce deci si on vari abl es are assumed to take val ues
f romthe set of Bool ean f ormul as over D, and not just the val ues 0 or 1, we may have an
impl ementati on i n whi ch some x i enabl es component C i at some time, and at a l ater time
xj (i 6 =j) enabl es component C j, thus impl ementi ng dynami c bi ndi ng of components.

Example10 I n thi s exampl e, assume that act i ons m i; i =1; : : : ; 5 of Fi gure 9 can be i mpl emented

by one of three mul t i pl i ers M1; M2; M3. Then, f or the CFEp that represents thi s CDFG, we de�ne

the bi ndi ng f or eachmi as:

R(p) [mi (x i 1 : M1 +x i 2 : M2 +x i 3 : M3) ]

where i ranges over 1 to 5 and xi 1, xi 2 and x i 3 are deci s i on vari abl es 2

Note that i n thi s secti onwe are onl y speci f yi ng bi ndi ng constrai nts. Whenan assi gnment

to the deci si on vari abl es i s obtai ned i n such a way that di �erent bi ndi ngs are sel ected at

di �erent times, then we ref er to thi s as dynami c bi ndi ng.

4.2.3 SynchronizationConstraints

Synchroni zati on constrai nts speci f y acti ons that shoul d be executed at the same time and
acti ons that shoul d never be executed at the same time. The f ormer type of synchroni zati on

corresponds to the speci �cati on data transf ers, or control transf er f romone speci �cati on to

another. The l atter ki nd of synchroni zati on al l ows one to speci f y excl usi ve use of a resource
by some i ndi vi dual process.

We de�ne bel owALWAYS and NEVERsets, whi ch are sets consi sti ng of mul ti sets of

acti ons.
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De�nition4.9 Let ALWAYS be a set consisting of mul tisets of actions that contains mul -

tiset X. If two actions a and b bel ong to the same mul tiset X, then a and b must always

execute at the same time.

De�nition4.10 Let NEVERbe a set consisting of mul tisets of actions that contains mul -

tiset X. If two actions a and b bel ong to the same mul tiset X, then a and b must never

execute at the same time.

Example11 Let us consi der the synchroni zat i on synthesi s probl empresented i n Sect i on 2. 1. 1.

I n thi s probl em, l et us assume the f ol l owi ng control - 
owexpress i ons f or the processes DMArcvd,

DMAxmit and enqueue, respect i vel y:

p1 = [ a: 0]!

p2 = [ 0: (c : 0)�: a]!

p3 = [ (x : 0)�: a]!

Where a corresponds to the bus access and 0 hi des the i nternal computat i on f romthe or i gi nal

speci �cat i on. The condi t i onal c hi des the eval uat i onof transmissionreadypredi cate and the deci s i on

vari abl e x quanti �es the predi cate free bus. I n thi s case, s i nce we have the addi t i onal restr i ct i on

that no two bus accesses shoul d occur at the same ti me, we have NEVER=ffa; agg. 2

In summary, we showed howto represent schedul i ng, bi ndi ng and synchroni zati on con-
strai nts i n thi s secti on. More compl ex constrai nt speci �cati ons can use these three types of

constrai nts as bui l di ng bl ocks, wi th the composi ti ons of control -
owexpressi ons as a way to
combi ne these constrai nts.

5 Finite-State Representation

Thi s secti onshows howto generate a �ni te-state representati onf romcontrol -
owexpressi ons.
As we have shown i n Fi gure 1, we use both the al gebrai c and the �ni te-state representati ons
i n our synthesi s tool . The al gebrai c representati onpresentedi n the previ ous secti ons al l owed

us tomani pul ate andrewri te the the expressi ons al gebrai cal l y. The �ni te-state representati on

al l ows us to anal yze and to synthesi ze the control l ers f or the speci �cati on.
We obtai n a �ni te-state representati on f roma control -
owexpressi on by computi ng al l

the su�xes of the expressi on. Inf ormal l y, a su�x of a control -
owexpressi on represents the
state of the systemaf ter an n-cycl e simul ati on of the system. We showthat thi s state can

be representedby another CFE, and we cal l thi s simul ati on of the CFEto obtai n i ts su�xes
a derivative, because of the i ts resembl ance to the work of Brzozowski [ 7] who �rst de�ned

deri vati ves of regul ar expressi ons.

In the f ol l owi ng exampl e, we wi l l present the key i deas of thi s secti on i nobtai ni ng a �ni te-

state representati on f or a control -
owexpressi on by enumerati ng i ts su�xes. The al gori thm

wi l l be f ormal i zed l ater.
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Example12 For the control - 
owexpress i on p =(a � b � c) !, we wi sh to obtai n a �ni te- state Meal y

machi ne. By i nspect i ng p, and assumi ng that a, b and c are the outputs to the �ni te- state machi ne

represent i ng p, we knowthat a Meal y machi ne start i ng at some i ni t i al state q0, makes a transi t i on

to some state q1 wi th output a bei ng generated. Fromstate q1, the �ni te- state machi ne makes a

transi t i on to some state q2 wi th output b . Fi nal l y, a transi t i on q2 occurs to the or i gi nal state q0

wi th output c . The Meal y machi ne f or thi s control - 
owexpress i on i s presented i n Fi gure 10.

I f we nowl ook at the poss i bl e su�xes of p, the CFEb � c � (a � b � c)! i s obtai ned af ter s i mul ati ng

(a � b � c)! f or one cycl e, and the CFEc � (a � b � c)! i s obtai ned af ter s i mul at i ng b � c � (a � b � c)! f or one

cycl e. Thus, we can associ ate the states q0, q1 and q2 wi th the su�xes (a � b � c)!, b � c � (a � b � c)!

and c � (a � b � c)!, respect i vel y. 2

q0

q1

q2

a

b

c

(a.b.c)

b.c.(a.b.c)

c.(a.b.c)

ω

ω

ω

Fi gure 10: Meal y machi ne f or control - 
owexpress i on (a � b � c)!

What we need to shownowi s howto compute the su�xes of a control -
owexpressi on,

that there i s onl y a �ni te number of su�xes f or a gi venCFE, and that there i s an equi val ence
rel ati on between the su�xes of a control -
owexpressi on and the states of i ts correspondi ng
Meal y automaton. Thi s i s descri bed f ormal l y i n Appendi x A. We suggest to the reader who

i s i nterested i n the mathemati cal f oundati on of thi s work to go �rst to thi s appendi x bef ore
proceedi ng to the next secti on.

5. 1 Construct i ng the Fi ni te- State Representat i on

We present i n thi s secti on a procedure to obtai n the �ni te-state Meal y machi ne f roma
control -
owexpressi on usi ng deri vati ves. Thi s Meal y machi ne i s f ormal l y represented by

M =(I ; O; Q; �; �; q0) 2, where I i s the set of i nput vari abl es of M, O i s the set of output

symbol s of M, Qi s the set of states, q 0 i s the i ni ti al state, � i s the transi ti on functi on of M,
i . e. , � =Q�2 I !Q, and � i s the output functi on of M, i . e. , � : Q�2 I !2 O .

2We use the Greek l etter � to denote the transi t i on f unct i on as used i n l i terature. Thi s � i s di �erent f rom

the � i ntroduced i n Sect i on 3. 3, but the reader shoul d be abl e to easi l y recogni ze when we are ref err i ng to

the deadl ock symbol and when we are ref err i ng to the t ransi t i on f unct i on of the Meal y machi ne M .
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Thi s Meal y machi ne i s rel ated to the set of deri vati ves of p i n the f ol l owi ng way. The

set of i nput vari abl es of Mcorresponds to the set of condi ti onal and deci si on vari abl es of p.

The set of outputs of Mcorresponds to the mul ti set of acti ons of p. Wi th each i rredundant

su�x s of p, we associ ate a state q s 2Q. In parti cul ar, q 0 corresponds to the state q p, i . e. ,

to the CFEp i tsel f .

The transi ti on functi on (�) and the output functi on (�) are rel ated to the CFEp i n the

f ol l owi ng way. Let s be an i rredundant su�x of a control -
owexpressi on p, f or whi chwe are

bui l di ng the �ni te-state machi ne representati on. The tri pl e (
; �; �) 2G�M A�F(de�ned

f ormal l y i n Appendi x A), obtai ned f roma CFEp, i ndi cates that the acti ons � are executed

when 
 i s true, f ol l owedby the executi on of �. Assume that (
; �; �) 2@s, where @s denotes

the deri vati ve of s. Thus, �(qs; 
) =� and �(q s; 
) =� i nM.

x:{a,a} + x:a

 

|| (c:0)*.a.(0.(c:0)*.a)

(a.0)ω

|| (0.(c:0)*.a) || ((x:0)*.a)

0.(a.0)

x c:a + x c:0

0

1

2

3

c x:a + x c:{a,a}

x c:a + x c:{a,a}

p

ω ω

ω ω || ((x:0)*.a)ω

|| (c:0)*.a.(0.(c:0)*.a)
ω || ((x:0)*.a)ω

(a.0)ω

0.(a.0) || (0.(c:0)*.a) || ((x:0)*.a)ω ωω

x c:{a,a} + c:{a,a,a}x x:a + x:0

Fi gure 11: Fi ni te- state representat i on f or synchroni zat i on synthesi s probl em

Example13 Fi gure 11 shows the �ni te- state representat i on f or the synchroni zat i on exampl e

whose control - 
owexpress i on was presented i n Exampl e 11 (p1j j p2j j p3) . 2

Note that the deri vati ve computati on does not take i nto account the synchroni zati on
constrai nts. Thus, we wi l l need the f ol l owi ng de�ni ti ons.

De�nition5.1 Atransition �(q; f) of a �nite-state Meal y machine representation of the
control -
owexpression p is val id i f

� 8x2ALWAYS; (�(q; f) \ x 6 =;) ) (x� �(q; f))

� 8x2NEVER; x 6 2�(q; f).
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The de�ni ti on above states that i f at l east a certai n acti on i n a transi ti on i s i ncl uded

i n some mul ti set of acti ons of the ALWAYS set, then al l acti ons i n thi s mul ti set shoul d be

executed i n the transi ti on. Furthermore, thi s transi ti on shoul d not i ncl ude any mul ti set of

acti ons of the NEVERset. Thi s condi ti on guarantees that the transi ti on wi l l not vi ol ate the

synchroni zati on requi rements of the desi gn.

Si nce some of the transi ti ons of the Meal ymachi ne may be i nval i d, we have al so to check

whether a state of the machi ne i s reachabl e by val i d transi ti ons or not.

Proposition5.1 The initial state q p of the �nite-state Meal y machine representing the

control -
ow expression p is reachabl e, and so is any other state q 2Qsuch that there is

at l east one val id transition fromanother reachabl e state to q.

=� Breat h Fi rst Search of st at e space represent ed by CFE p �=

procedureConst ruct FSM

f

input: cf e, ALWAYS, NEVER

output: �ni t e-st at e machi ne M

�f o.i ni t (cf e) /* i ni t i al i ze �f o wi t h i ni t i al cf e */

while (�f o 6= ;) f

cf e =�f o. �rst () /* get cf e on t op of �f o */

mark(cf e) /* mark cf e as t raversed and make i t a st at e */

deri vat i ve =@ (cf e) /* comput e al l cf e's one cycl e apart */

8(
; �; �) : (G �MA �F) 2 deri vat i ve f

/* check i f i t vi ol at es ALWAYS and NEVERset s */

if (�\ALWAYS 6 =;)

if (ALWAYS 6 2�) continue

if (�\NEVER 6 =;)

if (NEVER2�) continue

add edge (cf e; 
 : �; �) t o �ni t e- st at e machi ne /* t ransi t i on i s val i d*/

if unmarked (�) /* i f su�x i sn' t a st at e, i nsert i t i n �f o */

�f o. i nsert (�)

g

g

remove unreachabl e st at es

g

Fi gure 12: Al gor i thmto construct �ni te- state representat i on

The al gori thmof Fi gure 12 i s used to compute the �ni te-state Meal y machi ne Mof a
speci �cati on. The al gori thmworks by traversi ng the �ni te-state machi ne i n a breath-�rst
searchmanner, and el imi nati ng the i nval i dtransi ti ons andthe unreachabl e states. The �ni te-

state machi ne obtai nedcontai ns onl y the reachabl e states andval i dtransi ti ons of the system.

The desi gn space represented by the schedul i ng and bi ndi ng constrai nts are embedded i nto

the ori gi nal control -
owexpressi on of the speci �cati on.
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x:a

(a.0) ω || (0.(c:0)*.a) ω || ((x:0)*.a) ω

0.(a.0) || (c:0)*.a.(0.(c:0)*.a) || ((x:0)*.a)ω ω ω

(a.0) ω || (c:0)*.a.(0.(c:0)*.a) || ((x:0)*.a) ωω

c x:a

x c:a + x c:0 x c:a

0

1

2

(a) (b)

Fi gure 13: Finite-state representation observing synchronization constraints

Example14 I f we appl y the NEVER= fa; ag constrai nt to the �ni te- state representat i on of

p1j j p2j j p3 (shown i n Exampl e 13) , we obtai n the �ni te- state representat i on of Fi gure 13- b.

Note that state 3 becomes unreachabl e f romthe i ni t i al state, and thus can be el i mi nated f rom

the �nal �ni te- state representat i on. 2

5. 2 Feasi bi l i ty of Sol ut i ons

In the desi gn process, the user may want at some poi nt to determi ne i f there exi sts an

impl ementati on f or the speci �cati on i n presence of a set of desi gn constrai nts. The f ol l owi ng
theoremshows howone can test whether a probl emi s overconstrai ned or not.

Theorem5.1 Suppose p is a control -
owexpression al ong with the synchronization con-

straints speci�ed by the sets ALWAYS and NEVER. If the procedure Construct FSM(p;

ALWAYS; NEVER) returns an empty �nite-state machine, then the speci�cation is overcon-
strained.

Proof. We know that at l east one state shoul d exi st i n the �ni te- state machi ne:

the state correspondi ng to q =pj jm1j j � � � j jmn. I f thi s i ni t i al state does not exi st i n

the �ni te- state machi ne, i t means that i t was �rst generated (bef ore the whi le l oop of

the al gor i thmi n Fi gure 12) , but l ater removed f romthe �ni te- state machi ne because

the state was unreachabl e. Si nce i nval i d transi t i ons are el i mi nated when they vi ol ate

synchroni zat i on constrai nts , q was overconstrai ned.

Note that the converse may not be true, however. If the overconstrai ned part of the
speci �cati on i s not l arge enough to make al l states unreachabl e, then an impl ementati on i s
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sti l l obtai ned f or the parts of the speci �cati on that sati s�es the constrai nts.

6 Synthesizing Control -Units from theFinite-State Rep-

resentation

CFE 

Finite−State Representation

ALWAYS NEVER

Cost Function

0−1 Integer Linear Programming

Implementation

p1|| ... || pi || ... || pn

Projection

Control−Unit for

pi

pi

Fi gure 14: Methodol ogy f or synthesi zi ng control - uni ts

We present i n thi s secti ona methodol ogy to synthesi ze control -uni ts f romthe �ni te-state rep-
resentati on. Fi gure 14 gi ves a pi ctori al vi ewof the synthesi s method. Fromthe speci �cati on
represented by the set of concurrent processes p 1k� � � kp ik� � � kp n, and the synchroni zati on

constrai nts expressed by the ALWAYSandNEVERsets, we obtai ned a �ni te-state machi ne
representati on by the al gori thmshown i n the previ ous secti on. Fromthi s �ni te-state repre-

sentati on, whi chal ready contai ns al l f easi bl e behavi ors, we l ook f or a f easi bl e impl ementati on
that has been optimi zed wi th respect to a cost f uncti on. In parti cul ar, we obtai n i n thi s

secti on the impl ementati on by casti ng the synthesi s probl emas a 0-1 Integer Li near Pro-
grammi ng i nstance. Note that the optimi zed�ni te-state representati onmodel the systemas

a whol e. Thus, to deri ve the control l er f or each i ndi vi dual process p i, we proj ect the set of

deci si ons made f or the impl ementati on i nto p i. Thi s methodol ogy can be used to synthesi ze

the control l ers of concurrent systems wi th arbi trary control -
ows, as wel l as systems wi th

envi ronment and synchroni zati on constrai nts.
The major di �erence betweenour f ormul ati onand previ ous approaches to synthesi s, such

as [ 21, 37, 24, 14] , i s that we do not have the noti on of a control -step as a l i near order over

time, because of l oops, synchroni zati on and concurrency. Whereas the control 
ows onl y i n

one di recti on i n si ngl e-source si ngl e-si nk data
ows, l oops makes the anal ysi s of the control -
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owto depend on the di �erent assi gnments to the condi ti onal s. Concurrency impl i es that

di �erent i nstances of the same pi ece of computati on requi res di �erent deci si ons. Fi nal l y

synchroni zati on impl i es that the di �erent parts of the speci �cati on shoul d not be treated

separatel y. Thus, the compl exi ty of the synthesi s task becomes much hi gher.

The dependency of the 
owof control on the condi ti onal s and on the desi gn constrai nts

prevent us f romformul ati ng the synthesi s probl emi n terms of control -steps. However, we

can de�ne the synthesi s probl emi n terms of a equi val ent enti ty: the state of a �ni te-state

machi ne.

We wi l l consi der, thus, the �ni te-state machi ne M=(I ; O; Q; �; �; q 0) de�ned i n Sec-

ti on 5. 1 that represents the control -
owexpressi on p and the synchroni zati on constrai nts.

Thi s �ni te-state machi ne was obtai ned by the al gori thmgi ven i nFi gure 12. We assume that

Qcontai ns onl y reachabl e states and � contai ns onl y val i d transi ti ons.
Si nce we enri ched the control -
owexpressi on of the speci �cati on wi th deci si on vari abl es

i n order to quanti f y the desi gn space, the correspondi ng �ni te-state machi ne contai ns a

representati on of the desi gn space accordi ng to the degrees of f reedomi ntroduced. Thus, we
de�ne nowwhat we mean by an impl ementati on of the �ni te-state machi ne M.

De�nition6.1 Let Mbe the �nite-state machine obtained froma control -
owexpression
through derivation. We cal l M 0 an impl ementation of Mi f the fol l owing conditions hol d.

1. The set of states of M 0 is a subset of the set of states of M.

2. The initial states of MandM 0 are the same.

3. The set of transitions of M 0 is a subset of the set of transitions of M.

Thus, an impl ementati onM 0 =(I ; O; Q 0; �0; �0; q0) wi l l be an impl ementati on of M=
(I ; O; Q; �; �; q0) i f Q0 �Q, � 0 �� and � 0 ��. In addi ti on to the requi rements gi ven above,
we sti l l requi re that M0 al so sati s�es addi ti onal constrai nts that wi l l be imposed by the

structure of the ori gi nal speci �cati on. We wi l l present by an exampl e the f ormul ati on of
the mul ti -process synthesi s probl emas an ILP. The compl ete f ormul ati on can be seen i n

Appendi x B.
In the synthesi s of M0 f romM, we have to i denti f y whi ch states wi l l be i ncl uded i nM 0

and whi ch transi ti ons wi l l be part of the transi ti on functi on f or M0. In order to determi ne
the states of Mwhi ch wi l l be part of the states of M 0, we create a Bool ean vari abl e y p f or

each state qp of M. If the Bool ean vari abl e y p i s set to 1, our i nterpretati onwi l l be that the

state qp wi l l bel ong toM0. We wi l l denote the state q p by p i n the remai nder of thi s secti on.

In order to determi ne a subset of the transi ti ons of M 0, we subdi vi de each guard f of a

transi ti on �(qp; f) i nto two conj oi ned parts. The �rst part contai ns onl y deci si on vari abl es
and the second part contai ns onl y condi ti onal vari abl es. Let us cal l the �rst part f x and

the second part f c. Now, f or each state q p, deci si on vari abl e x of fx and f or each di �erent

Bool ean f ormul a f c of qp, we create a Bool ean vari abl e x (qp;fc). In the sol uti on of the ILP

probl em, the vari abl es x (qp; fc) are assi gned 0-1 val ues such that i f fxjx x (qp; fc)
=1, then
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�(qp; f) bel ongs to M
0, i . e. , i f fx eval uates to 1 when each vari abl e x of f x i s assi gned the

val ue of x(qp; fc), then �(qp; f) wi l l bel ong toM
0.

Example15 Let us consi der the �ni te- state machi ne of Fi gure 13 f or the synchroni zat i onprobl em

presented i n Sect i on 2. 1. 1. For thi s �ni te- state machi ne, the set of mi xed Bool ean- ILP equat i ons

that quant i �es the desi gn space f or the deci s i on vari abl e x i s shown bel ow.

y0 =1

y1 � (x(0;1)y0 _ x(2; c )y2) =0

y2 �y 1(x(1; c )_x (1; c )) =0

x(0; 1)=1

x(1;c) =1

x(1; c )+ x(1; c )=1

x(2; c )=1

(x(0; 1)_ y0)(x(1; c )x(1;c) _ y1)(x(2; c )_ y2) =0

The �rst set of equat i ons represent the transi t i on rel at i on of Mi n terms of the deci s i on vari abl es

and states . The �rst state of M(0) i s al ways a state of M0. State 1 wi l l be a state of M0 i f 0 i s a

state of M0 and the transi t i on �(0; x) i s i n M0, whi ch i s represented by ass i gni ng 1 to x(0; 1); or i f

state 2 i s a state of M0 and the transi t i on � (2; xc) i s i n M0, whi ch i s represented by ass i gni ng 1 to

the Bool ean vari abl e x(2; c ). Asi mi l ar reasoni ng yi el ds the thi rd equat i on.

In the second group of equat i ons, we represent set of val i d ass i gnments f or each state and

condi t i onal express i on. The �rst equat i on states that the onl y poss i bl e choi ce f or state 0 i s to make

a transi t i on to state 1, and thus, x(0; 1)shoul d be ass i gned to 1. Si mi l ar l y, when c i s falseon state

1, s i nce the onl y poss i bl e choi ce i s a transi t i on to state 0, thi s transi t i on shoul d be a transi t i on of

M 0. I n the transi t i on between states 1 and 2, there are two possi bl e choi ces when c i s true, and

onl y one of those transi t i ons shoul d be ass i gned to M0.

I n the thi rd set of equat i ons, we guarantee that f or any causal i ty constrai nt of the type a � (x :

0)� � b , where a and b are act i ons and x i s a deci s i on vari abl e, at l east one state of M0 wi l l have x

ass i gned to false, i . e. , b wi l l eventual l y be schedul ed.

Aassi gnment sat i s f yi ng thi s set of equat i ons i s gi ven by y0 =y 1 =y 2 =1, x0; 1=x 1;c =x 2; c=1,

x1; c=0. 2

6. 1 Sel ect i on of a Cost Funct i on

In the previ ous secti on, we consi dered just the f ormul ati on of the constrai nts to �nd an
impl ementati on of a �ni te-state representati on. In system-l evel desi gns, we want to be abl e

to di sti ngui sh possi bl e impl ementati ons wi th respect to some cost measure i n order to be

abl e to sel ect the optimal impl ementati on. In addi ti on, the desi gner shoul d be abl e to add
i nf ormati on about the envi ronment. In our tool , the desi gner i s al l owed to control the
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synthesi s sol uti ons by speci f yi ng 
exi bl e obj ecti ve functi ons, i . e. , cost f uncti ons whose goal s

may be di �erent f or the di �erent regi ons of the speci �cati on. For exampl e, i n a nested l oop

structure, the synthesi s goal may be mi nimumdel ay f or the i nner l oop, but mi nimumarea

f or the outer l oops. We wi l l showhere howto speci f y schedul i ng and bi ndi ng cost f uncti ons

by usi ng acti ons and guards. Then, we wi l l general i ze the procedure by showi ng howthe

desi gner can speci f y more general obj ecti ve functi ons wi th CFEs, whose goal s change wi th

the di �erent regi ons of the speci �cati on.

6.1.1 SelectingMinimumSchedulingCosts

One of the primary goal s of synthesi zi ng ci rcui ts whose runni ng time i s mi nimum. The

sel ecti onof mi nimumschedul i ng costs usi ng usi ng control -
owexpressi ons uses the f ol l owi ng

observati on. In singl e-source singl e-sink acycl ic CDFGs, the synthesis of minimumschedul es
is equival ent to minimizing the execution time for the sink node of the CDFG. Thus, every
time an operati on i s del ayed one cycl e, we can associ ate an acti on 0 (correspondi ng to a
del ay of one cycl e) that i s i nserted between the acti on whi ch was del ayed by one cycl e and
the acti on executed previ ousl y (Secti on 4). As a resul t, we can quanti f y the schedul i ng and

causal i ty constrai nts by counti ng the number of 0' s i nserted by the synthesi s procedure.
The advantage of thi s method i s that we may sel ect f ast schedul es wi th respect to a re-

stri ctedporti onof the speci �cati on, or wi threspect to some set of condi ti onal s, i nsteadof j ust
the mi nimumgl obal schedul e, gi vi ng more 
exi bi l i ty to the other parts of the speci �cati on.

We can express the schedul i ng cost of an impl ementati on by consi deri ng the causal i ty

and schedul i ng constrai nts of the speci �cati on. For causal i ty constrai nts of the type (x : 0) �,
where x i s a deci si on vari abl e, we cast the schedul e cost as the number of times x i s assi gned
to 1, i . e. , the amount of del ay i nserted due to deci si on vari abl e x. Simi l arl y, f or a schedul i ng
constrai nt of the f orm(x 1 : 0 +x 2 : 02 +� � � +x n : 0n), where x 1; x2; : : : ; xn are deci si on
vari abl es. Every time x i i s assi gned to 1, the l atency of the process i n whi chx i was speci �ed
i s i ncreased by i .

Example16 I n the Exampl e 15, we can represent the schedul i ng cost onx by the cost min y 0x(0; 1)+

y1(x(1; c )j x(1;c)) +y 2x(2; c ), where +denotes ar i thmeti c addi t i on and j denotes Bool ean di sj unct i on.

Thi s cost f unct i on represents al l poss i bl e ass i gnments x can have i n the �ni te- state representa-

t i on. Whenever x i s ass i gned to 1, correspondi ng to x(1; c ); x(0; 1); x(1;c) or x(2; c )bei ng ass i gned to 1,

the execut i on t i me of process p3 i ncreases . Thus, any ass i gnment to x that mi ni mi zes the number

of t i mes x i s 1 over t i me (correspondi ng to the ass i gnments of x(1; c ); x(0; 1); x(1;c) or x(2; c )) reduces

the l atency of p3.

The user speci �es thi s cost f unct i on by request i ng a mi ni mi zat i on of the ass i gnments of x over

t i me, whi ch can be automati cal l y transl ated to the cost f unct i on gi ven above. 2

6.1.2 SelectingMinimumBindingCosts

In order to sel ect a bi ndi ng cost, we wi l l have to de�ne a parti al cost f uncti on f or acti ons,

cal l ed here �. We then compute the di sj uncti on of every transi ti on of M 0 that contai ns
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acti on a, and wei ght thi s di sj uncti on by �(a).

Example17 I n Exampl e 10, we rewrote the control - 
owexpress i on of the or i gi nal speci �cat i on

i n order to i ncl ude bi ndi ng constrai nts .

We can represent the bi ndi ng cost of an i mpl ementat i on by the f ormul a:

min �(M 1) [ _TM1

] +�(M2) [ _TM2

] +�(M3) [ _TM3

]

where �(Mi) i s the cost of component Mi, and _TMi denotes the di s j unct i on of al l transi t i ons

of the i mpl ementat i on that contai ns Mi. Note that due to the compl exi ty of the Bool ean f ormul a

represent i ng the di s j unct i on of the set of transi t i ons contai ni ng Mi, we deci ded not to put them

expl i ci t l y here.

Thi s f ormul a states that the cost of Mi ( i 2f1; 2; 3g) contr i butes to the cost of the i mpl emen-

tat i on i f at l east one transi t i on of Mwi th output M1 i s a transi t i on of M0. 2

6.1.3 GeneralizingObjectiveFunctions

We showedprevi ousl y howto sel ect mi nimumschedul i ng and bi ndi ng sol uti ons by speci f yi ng
thei r correspondi ng cost f uncti ons. We suggest i n thi s secti on the combi nati on of schedul i ng
cost f uncti ons, bi ndi ng cost f uncti ons and control -
owexpressi ons to obtai n more general
obj ecti ve functi ons, such as the mi nimi zati on of the executi on time over paths, or the mi ni -
mi zati on of the executi on time of parts of a control -
owexpressi on.

When we showed how schedul i ng and bi ndi ng cost f uncti ons coul d be represented i n
our f ormul ati on, we onl y consi dered si ngl e transi ti ons i n the cost f uncti on. Because CFEs,
deci si on vari abl es and shadowacti ons can be used to represent constrai nts, we can combi ne
constrai nt representati on wi th obj ecti ve functi ons and represent the cost of the whol e path
f or an impl ementati on. Thi s combi nati onprovi des the desi gner wi th the 
exi bi l i ty of f urther

control l i ng the synthesi s tool to change i ts goal s accordi ng to the regi on bei ng synthesi zed,
or to gui de the synthesi s tool to i ntroduce pri ori ti es i n the synthesi s process.

Example18 I n the speci �cat i on of the ethernet coprocessor of Fi gure 2, the transmi ss i on uni t

consi sts of three processes , DMAXMIT, XMITFRAMEand XMITBIT. Process DMAXMIT

recei ves a bl ock as a byte streamf romthe bus and transmi ts i t to the process XMITFRAME,

whi ch encapsul ates the bl ock wi th a f rame and sends i t to process XMITBIT. Thus, the transmi s-

s i on uni t can represented by the control - 
owexpress i on dmaxmitj j xmit framej j xmit bit, wi th the

appropri ate synchroni zat i on correspondi ng to data transf ers .

Let us consi der the transmi ss i on of data f romdmaxmit to xmit frame to be represented by

act i on a, the transmi ss i on of data f romxmit frame to xmit bit to be represented by act i on b ,

and the i ni t i al i zati on of the transmi ss i on command by act i on i . Thus, the express i on dmaxmitj j

xmit framej j xmit bitj j (x 0 : 0)
� � i � (x1 : 0)� � a � (x2 : 0)� � b encapsul ates wi th deci s i on vari abl es x1 and

x2 al l poss i bl e schedul es of the transf ers i n the transmi ss i on uni t . Thus, mi ni mi zi ng a cost f unct i on

de�ned over the ass i gnments to (x1; x2) wi l l correspond to mi ni mi zi ng the execut i on t i me of the

path that begi ns wi th the execut i on of the transmi t data command, and ends at the transmi ss i on

of the �rst bi t . 2
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Note that the desi gner shoul d be abl e to provi de onl y cost measures by speci f yi ng whi ch

parts of the desi gn he wants to tag a cost f uncti on. The actual composi ti on of the cost

f uncti on and the computati on of whi ch transi ti ons wi l l be used i n the cost f uncti on can be

determi ned automati cal l y.

6. 2 Compari son wi th Other ILP Methods

We are goi ng to anal yze the procedure gi ven above to obtai n an impl ementati on that mi ni -

mi zes or maximi zes the cost f uncti ons de�ned above. We wi l l compare basi cal l y compl exi ty

of the al gori thmwi th probl ems they are abl e to sol ve.

Most previ ous approaches to schedul i ng and bi ndi ng are usual l y restri cted to si ngl e-

source, si ngl e-tai l control -data 
owgraphs [ 18, 24, 21, 42, 13, 37, 27, 14] , i . e. , speci �cati ons
i n whi ch the concurrent parts are restri cted to begi n at the same time, or to speci �cati ons
whi ch are data
owi ntensi ve, as i n the case of DSPs [ 12, 33] . Al though those systems can

al so be synthesi zed wi th our approach, we further extend those methods by synthesi zi ng
the concurrent parts that may be runni ng at di �erent speeds or that may have compl ex
i nteracti ons. In addi ti on, we al so consi der the synchroni zati on among the di �erent parts of
the system, whi ch i s onl y consi dered i n a l imi ted way i n [ 20, 13] . In [ 15] , a recon�gurati on
procedure f or datapaths was descri bed, but thi s recon�gurati on i s used onl y i ncase of f ai l ure.

Among the approaches to schedul i ng menti oned above, we are goi ng to compare the
executi on time of our approach wi th exact methods usi ng 0-1 i nteger l i near programmi ng
f ormul ati ons, such as [ 21, 37] . For si ngl e-source, si ngl e-tai l control -data 
owgraphs, our
method pays a penal ty i n the number of vari abl es to be sol ved by the ILPsol ver, whi ch i s
greater by a constant f actor wi th respect to these other approaches. However, our method-
ol ogy outperf orms those other approaches i n that i t can handl e l oops, synchroni zati on and

mul ti - rate executi on of concurrent model s.
If we consi der the �ni te-state machi ne representati onMof a control -
owexpressi on p

wi th n s states, nc condi ti onal s and n d deci si on vari abl es, then the number of vari abl es i n
the worst case wi l l be on the order of O(n snd2nc). Note, however, that i n practi cal terms

thi s upper bound i s never reached, si nce not al l deci si on vari abl es wi l l be eval uated i n every

state and not al l possi bl e expressi ons on condi ti onal s are eval uated at the same time. If we
compare thi s compl exi ty wi th the compl exi ty of the 0-1 ILPmethod of [ 21] , we note that n s

rel ated wi th the number of control -steps an operati on can be schedul ed i n [ 21] , n d i s rel ated
wi th the number of operati ons to be schedul ed i n [ 21] andn c =1 i n [ 21] , si nce no condi ti onal

paths can be speci �ed i n the f ormul ati on.

6. 3 Sol ut i on of the ILP

In order to sol ve thi s set of 0-1 ILPequati ons, we devel opeda sol ver based onbi nary deci si on
di agrams (BDDs) to obtai n the set of sol uti ons that mi nimi zes/maximi zes some cost f uncti on.

The reason f or obtai ni ng the set of sol uti ons i s that the user may be i nterested i n further

constrai ni ng a previ ous sol uti on, or sel ecti ng dynami cal l y whi ch sol uti on shoul d be taken.
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For exampl e, i n a probl emof determi ni ng whi ch transacti on shoul d take a bus, the user may

want to speci f y that duri ng some cycl es no transacti on may be abl e to access the bus.

We ref er the reader to [ 6] f or an i ntroducti on on BDDs. BDDs have been used i n several

di �erent appl i cati ons, i ncl udi ng the sol uti on of 0-1 Integer Li near Programmi ng [ 22] , because

of i ts l owspace compl exi ty to represent some types of Bool ean functi ons. In these probl ems,

each equati on of the 0-1 ILP probl emi s represented by a BDD. Thi s BDDdescri bes a

functi on whose assi gnments to the Bool ean vari abl es sati sf y the ILPequati on. In a 0-1 ILP

probl em, the probl emi s speci �ed as a set of equati ons and a cost f uncti on, that shoul d be

mi nimi zed or maximi zed. An assi gnment sati sf yi ng thi s set of equati ons can be obtai ned by

conj oi ni ng the BDDs for the di �erent equati ons, and a sol uti on that mi nimi zes/maximi zes

a cost f uncti on can be obtai ned by a branch-and-bound on the set of val i d assi gnments to

the conj oi ned BDDwi th respect to the cost f uncti on.

0 1

x

x

2

1

then else

then else

Fi gure 15: BDD r e p r e s e n t i n g t h e c o n s t r a i n t 4x1 +5x 2 � 8

Exampl e 1 9 The equat i on 4x1+5x 2 � 8 i s true by any ass i gnment sat i s f yi ng the Bool ean f ormul a

x1 _ x2, whose BDDi s shown i n Fi gure 15. 2

We devel oped a BDD-based ILP sol ver that extended the sol uti on method presented
i n [ 22] by al l owi ng equati ons not to be l imi ted to l i near equati ons on the Bool ean vari abl es,
but to l i near equati ons onBool ean functi ons over Bool ean vari abl es. Al though the probl ems

both sol vers can sol ve are sti l l the same, si nce the Bool ean constrai nts can be represented

by a set of l i near separabl e equati ons, our sol ver has a smal l er number of Bool ean vari abl es
and equati ons to sol ve than the f ormer when the equati ons i ncl ude Bool ean functi ons.

6. 4 Deri vat i on of Control -Uni t

We now showhowwe can obtai n an impl ementati on f or the ori gi nal processes f romthe
�ni te-state machi ne M 0. Because M 0 was obtai ned by �ndi ng an impl ementati on f or the

systemp = p 1k� � � kp n that mi nimi zes some cost f uncti on, we can obtai n a control -uni t

impl ementati on f or each p i sati sf yi ng the assi gnments to the deci si on vari abl es i n M0 by

proj ecti ng these assi gnments i nto p i. Thus, f romthe submachi ne M 0 =(I ; O; Q0; �0; �0; q0),
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we construct machi nes M i =(I i; Oi; Q
0; �i; �i; q0) f or each concurrent part p i of p. Mi wi l l be

the control -uni t f or thi s concurrent part of p.

The set I i of i nputs toMi correspondto the set of condi ti onal vari abl es of I . Oi correspond

to the mul ti set of acti ons of Mi. Thi s mul ti set i s a subset of O, restri cted to the mul ti sets

of acti ons that can be generated f romp i al one. The transi ti on functi on � i has the same

transi ti ons of �0, but wi th the set of i nputs restri cted to Ii. The output functi on � i i s a

restri cti on of �0 i n such a way that the i nputs are restri cted to I i and onl y the acti ons

speci �ed i n p i are mai ntai ned i n � i.

Let us i nterpret thi s newtransi ti on functi on � i and the output functi on � i. Suppose we

computed the �ni te-state machi ne representati onN f or p i al one. In thi s �ni te-state machi ne

representati on, l et us assume a state transi ti onandanoutput generati onthat i s dependent on

some deci si on vari abl e. Af ter synthesi zi ng the �ni te-state representati onf or p, and obtai ni ng
Mi, the transi ti on of Nwas repl aced by one or more transi ti ons whi chdepended onl y on the
condi ti onal vari abl es. Even i f the number of states i n N andM i does not agree, there wi l l

be equi val ent transi ti ons f or N and M i such that f or each two equi val ent states of N and
Mi, there wi l l be two correspondi ng transi ti ons. Thus, thi s change i n the transi ti on functi on
can be i nterpreted as i f the deci si on vari abl e of pi were assi gned the Bool ean expressi on
associ ated wi th the transi ti on of �i. Thi s mechani smcan be used to dynami cal l y recon�gure
the systemaccordi ng to the system' s state, based on the condi ti onal s.

In practi ce, we woul d l i ke to keep the number of possi bl e schedul es f or a gi ven operati on

smal l because dynami cal l y schedul i ng an operati on i ncreases the compl exi tyof the control l er
f or a model . Inour case, thi s was achi evedby the f ol l owi ng observati ons. Fi rst, a control -
ow
expressi oni s unrol l edonl y i f i t i s necessary to generate a newstate, si nce equi val ent states are
grouped together. Second, the control l er obtai ned i s a �ni te-state machi ne parti al l y speci �ed
wi th respect to the condi ti onal s whenever possi bl e, because we l eave roomfor sequenti al l ogi c

optimi zers to further optimi ze the �nal control l er.

2

|| (0.(c:0)*.a) ω || ((x:0)*.a) ω

|| (c:0)*.a.(0.(c:0)*.a) || ((x:0)*.a)
ω ω

(a.0) ω
|| (c:0)*.a.(0.(c:0)*.a) || ((x:0)*.a)

ω ω

c : a

0

1

(a.0) ω

0.(a.0)
ω

0 c : 0

c : 0

0

1

0 c : 0 c : a+

Fi gure 16: Finite-state machine for control -
owexpression ((x : 0) �: a)!
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Exampl e 2 0 I n the synchroni zat i on exampl e di scussed i n previ ous exampl es , our goal i s to obtai n

a control - uni t i mpl ementati on f or p3. Note that the ass i gnment presented i n Exampl e 15 el i mi nates

the transi t i on f romstate 1 to state 2 when c i s true. I f we restr i ct the i mpl ementat i on on the act i ons

generated by p3 =((x : 0)
�: a)!, we obtai n the �ni te- state machi ne presented i n Fi gure 16. 2

The reader shoul d note that the �ni te-state machi ne we obtai n by the procedure above

does not guarantee any mi nimal i ty wi th respect to the number of states, but just a �ni te-

state machi ne that sati s�es the ori gi nal constrai nts andmi nimi ze l atencywhi chi s the primary

optimi zati on goal . We use the state mi nimi zer Stamina [ 38] to obtai n the mi nimumnumber

of states f or the control -
owexpressi on. In f act, i n Exampl e 20, an impl ementati on wi th

mi nimumnumber of states can be obtai ned wi th just 2 states.

Note that the compl exi ty of the �ni te-state machi ne f or each of the control -
owexpres-

si ons wi l l have a compl exi ty of the product machi ne i n the worst case, i . e. , when the amount
of synchroni zati on among the machi nes i s hi gh. However, i f the amount of synchroni zati on
among several control -
owexpressi ons i s hi gh, then the number of states of the �ni te-state

machi ne wi l l be much l ower than the product of the number of states f or the �ni te-state ma-
chi ne of the i ndi vi dual control -
owexpressi ons. Thus, we do not expect the �nal compl exi ty
of the machi nes to be much hi gher, except f or the subparts that are not ti ghtl y coupl ed.
Note however, that we can always �nd transf ormati ons of the control -
owexpressi on that
maximi zes the ti ghtl y coupl ed regi ons of a control -
owexpressi on [ 23] .

7 Implementation andResults

We impl emented a programto synthesi ze control l ers wi th dynami c schedul es f romcontrol -

owexpressi ons i n 20, 000 l i nes of C, and a 0-1 ILPsol ver usi ng Bi nary Deci si on Di agrams
(BDDs) i n 3, 000 l i nes of C.

Si nce the techni que presented i n thi s paper i s targeted f or the synthesi s of concurrent

systems under synchroni zati on, whi ch i s a new area, there are no standard benchmarks
yet. Thus, i nstead of compari ng our approach wi th the exi sti ng techni ques f or schedul i ng

and bi ndi ng usi ng standard benchmarks, we wi l l showan appl i cati on of thi s techni que f or

desi gni ng the ci rcui ts descri bed i n Secti on 2.

7. 1 Appl yi ng Schedul i ng Constrai nts to the Ethernet Coprocessor

We consi der here the Ethernet coprocessor of Fi gure 2. In that �gure, l et us f ocus on the
transmi ssi on uni t. As menti oned i n Exampl e 18, the transmi ssi on uni t i s composed by

three processes, dma xmit, xmit frame and xmit bit. Upon recei vi ng a byte f romprocess

xmit frame, xmit bit send the correspondi ng bi t streams over the l i ne TXD. Thus, xmit bit

must recei ve each byte ei ght cycl es apart, whi ch constrai nts the rate i n whi ch the bytes are

transmi tted f romxmit frame.

Process xmit frame was speci �ed as a programstate machi ne wri tten i n Veri l og HDL, as
shown i n Fi gure 17, and i t was al so speci �ed wi th an excepti on handl i ng mechani sm, i . e. ,
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CCT’

CCT’

CCT’

CCT’

CCT’

CCT’

discon_b = 0;
xmitidle = 1;
wait (txstart);
xmitidle = 0;
wait (DMAxmit);

st = ’PREAMBLE;
counter = 1;
parity = 8’hff;

ether_xmit = preamble;
txrestart = 0;
discon_b = 1;
if (counter < npreamble)
    counter++;
else
    state = ’SFD;

ether_xmit = sfd;
b = DMAxmit;
state = ’DEST1;

ether_xmit = b;
parity = parity ^ b;
b = DMAxmit;
state = ’DEST2;

ether_xmit = b;
parity = parity ^ b;
b = DMAxmit;
if (counter < length)
    counter++;
else
  state = ’DATAEND;

Fi gure 17: Pr o g r a m s t a t e ma c h i n e f o r p r o c e s s xmit frame

the disabl e command of Veri l og HDL. We ref er the reader to [ 23] f or addi ti onal detai l s on

the impl ementati on. Tabl e 2 presents the resul ts f or the schedul i ng of xmit frame f romi ts

control -
owexpressi on model . The �rst col umn shows the number of states of xmit-frame

bef ore schedul i ng the operati ons. The second col umn shows the number of states af ter state

mi nimi zati on. The thi rd col umn shows the si ze of the constrai nts i n terms of BDDnodes,
used by the BDDILPsol ver. The f ourth col umn shows the executi on time taken to obtai n

a sati sf yi ng schedul e mi nimi zi ng the executi on time of the process. Note that by havi ng a
�ni te-state representati on of the behavi or of the systemi n two di �erent impl ementati ons,

we were abl e to obtai n two comparabl e impl ementati ons i n the number of states.

7. 2 Protocol Convers i on f or a PCI Bus

We impl emented the f our model s f or the readi ng and wri ti ng cycl es of the PCI l ocal bus
and the SDRAMmenti oned i n Secti on 2. 1. 2 i n 230 l i nes of a hi gh- l evel subset of Veri l og
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# States Constrai nt Time

xmi t- f rame (except. ) 178 90 324 15. 7s

xmi t- f rame 178 90 989 87s

Tabl e 2: Re s u l t s o f t h e xmi t f r a me s y n t h e s i s p r o b l e m

HDL, wi th the correspondi ng CFEs havi ng simi l ar compl exi ty. These model s are prede�ned

l i brari es that can synchroni ze wi th any ci rcui t. We thus use the techni que of synchroni zati on

synthesi s i n order to synthesi ze a combi ned control l er that i s smal l er than the two separate

control l ers.
Tabl e 3 shows the number of states f or the control l ers i n terms of a Meal ymachi ne, when

each part i s synthesi zed separatel y, and when the control l er f or both model s i s generated
as a si ngl e control l er, whi ch i s hi ghl y desi rabl e, si nce both parts are hi ghl y synchroni zed.

Al though the number of states i n the si ngl e control l er i s hi gher than the number of states
used when both speci �cati ons are synthesi zed separatel y, the total number of regi sters used
i s smal l er, due to the reducti on of unreachabl e states of both speci �cati ons. (For exampl e, a
SDRAMtransf er does not occur i f the PCI i s not al so transf erri ng data. ) We al so showthe
number of acti ons, condi ti onal s and deci si on vari abl es f or both descri pti ons. In both cases,
we attempted to mi nimi ze the executi on time of the combi ned descri pti on.

States States States Execut ion Act i ons Condi t i onals Deci s i on

Model PCI SDRAM PCI + SDRAM Ti me Vari abl es

READ 7 15 34 3.5 s 16 8 6

WRITE 6 7 30 1. 6 s 15 8 3

Tabl e 3: PCI / SDRAMpr o t o c o l c o nv e r s i o n e x a mp l e

8 Summary and conclusions

We consi dered i n thi s paper the model i ng and synthesi s probl ems f or speci �cati ons that are

better descri bed as a set of concurrent and i nteracti ng parts, or mul ti-process descri pti ons.

For these speci �cati ons, current synthesi s tool s achi eve suboptimal resul ts, due to the l ocal
scope of suchtool s, i . e. , theydo not consi der the recon�gurabi l i tyof one part of a speci �cati on

wi th respect to the other parts.
In order to best capture the degrees of f reedomavai l abl e i n suchdesi gns, we devel oped a

model i ng techni que f or control -
owdomi nated speci �cati ons, and we presented a methodol -

ogy f or automati cal l y obtai ni ng the control l ers f or the concurrent parts of the speci �cati on.
Model i ng was perf ormed i n the al gebrai c domai n, whi ch we cal l ed here the al gebra of

control -
owexpressi ons. Usi ng control -
owexpressi ons, the systemwas abstracted i n terms
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of i ts control -
ow. Control -
owexpressi ons were mani pul ated al gebrai cal l y wi th operati ons

such as termrewri ti ng, and synchroni zati on speci �cati on. Constrai nts were al so represented

as control -
owexpressi ons, whi ch al l owed an uni f ormmethod f or representi ng the speci �ca-

ti on and constrai nts.

Synthesi s was perf ormed i n the state-space domai n. We showed howa control -
owex-

pressi on canbe transl ated i nto a �ni te-state representati on, where the anal ysi s and synthesi s

tasks were perf ormed. The conversi on f roma control -
owi nto a �ni te-state machi ne was

achi eved by computi ng the deri vati ves of a control -
owexpressi on. We showed that the

number of deri vati ves was �ni te, and that onl y a �ni te number of i terati ons was necessary

to obtai n al l the deri vati ves of an expressi on.

Anal ysi s of a control -
owexpressi on was perf ormed by checki ng f or empti ness of the

correspondi ng �ni te-state machi ne representati on. Thi s al l owedus to check i f a speci �cati on
was overconstrai ned, and thus concl ude that no sol uti on exi sted f or the synthesi s probl em.

Synthesi s was cast as an 0-1 ILP probl em. In the ILP formul ati on, the desi gner was

al l owed to speci f y 
exi bl e obj ecti ve functi ons i n order to have a better control over the
synthesi s procedure. These functi ons al l owed the di �erent regi ons of computati ons of a
system-l evel desi gn to have di �erent goal s, that were sati s�ed duri ng the synthesi s of the
speci �cati on.

The ILPprobl emwas sol ved usi ng a BDDsol ver. Among the advantages of thi s sol ver,
i t i ncl uded the reduced number of vari abl es that needed to be handl ed and the capabi l i ty of

consi deri ng i ntermedi ate sol uti ons, i . e. , the capabi l i ty of addi ng synchroni zati on el ements at
the end of the synthesi s process to al l owfor extensi bi l i ty of the desi gn.

Recon�gurabi l i ty of a process wi th respect to the process' envi ronment was achi eved by
al l owi ng an assi gnment to a deci si on vari abl e to vary over time. Thus, at di �erent states of
the systemwe were abl e to obtai n di �erent assi gnments to the deci si on vari abl es.

As future work, we are currentl y i nvesti gati ng possi bl e extensi ons to control -
owex-
pressi ons. Among them, we are consi deri ng the speci �cati on of constrai nts as negati ons of
CFEs, addi ti on of excepti onhandl i ng mechani sms to CFEs, and the i ncorporati on of i nternal
vari abl es. Si nce the si ze of the �ni te-state machi ne f or each control -
owexpressi on depend

heavi l y on the amount of synchroni zati on, we i ntend to use thi s f act to reduce the si ze of a

�ni te-state machi ne when synthesi zi ng the �ni te-state machi ne f or a control -
owexpressi on,
and to f aci l i tate the speci �cati on of constrai nts. Wi th thi s newmethod, the compl exi ty of

the i ntermedi ate representati on woul d be further reduced. In addi ti on, the synchroni zati on
of the di �erent parts can be further reduced by consi deri ng synchroni zati on onl y at smal l

bl ocks or subparts of the speci �cati on, i nstead of consi deri ng the ful l speci �cati on. Fi nal l y,

we are currentl y i nvesti gati ng the use the al gebra of control -
owexpressi ons to perf orm
hi gh- l evel restructuri ng of the control -
ow.
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A Derivatives

We showi n thi s appendi x howwe can use the computati on of deri vati ves to compute the

su�xes of a CFE, and that deri vati ves of a CFEcorrespond to the cycl e-by-cycl e simul ati on

of the CFE. In order to de�ne deri vati ves of a control -
owexpressi on, we need to knowi f the
control -
owexpressi on can execute i n zero time. Thus, we de�ne a functi on�that returns
a Bool ean expressi on over the set of condi ti onal s and deci si on vari abl es f or those guards that
enabl e zero-cycl e paths (or � -paths) i n a CFE.

De �ni t i o n A. 1 Let �: F!Gbe a function de�ned recursivel y as fol l ows:

1. �(f : � ) =f , where f 2G

�(� ) =0

�(a) =0, where a 2M A

2. Let P; Q 2Fand l et �(P) and �(Q) be the guards that generate � in P and Q,
respectivel y. We assume that i f c 1; c2; g 2G, and that for any two guards f and g , f g
is the conjunction of f and g , that f jg is the disjunction of f and g and that f is the

negation of f .

�(P �Q) =�(P) �(Q)

�(c 1 : P +c 2 : Q) =c 1 �(P)jc 2 �(Q)

�((g : P)�) = g

�(P !) =0

�(PjjQ) =�(P) �(Q)

The functi on�determi nes whi chassi gnment to condi ti onal s anddeci si onvari abl es makes
a control -
owexpressi on execute � , that executes i n zero time. Assume for some CFE p,

�(p) 6 =0. If we compose p i nsi de a l oop ((c : p)�) or i n an i n�ni te computati on (p !), (c : p)�

and p ! wi l l vi ol ate the synchrony hypothesi s and the synchronous executi on semanti cs we

de�ned earl i er, si nce i n (c : p)�, or simi l arl y f or p!, there i s at l east one assi gnment to the

guards that woul dmake c be eval uated consecuti vel y i n the same cl ock cycl e.

De �ni t i o n A. 2 Let p be a control -
owexpression. We say (c : p)� and p ! are wel l -formed

CFEs (WFCFEs) if �(p) =0.
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Al though non-WFCFEs appear i n real l i f e speci �cati ons, synthesi s tool s al ways make the

assumpti on that each l oop or i n�ni te repeti ti on wi l l take at l east one cycl e. Thus, we must

be abl e to convert non-WFCFEs i nto WFCFEs such that the executi on time f or the non-�

executi ons i s mai ntai ned, and a del ay i s generated f or � executi ons.

The o r e mA. 1 Let �(p) 6 =0, for some CFEp. Then�(p � (�(p) : 0 + �(p) : � )) =0.

Pr o o f . �(p � (�(p) : 0 +�(p) : �)) =�(p)�(p) =0

Note that f or any other assi gnment to the condi ti onal s and deci si on vari abl es such that

the � i s not executed i n p, an � i s executed i n (�(p) : 0+�(p) : � ). We have thus shown that

f or any non-WFCFE, we can obtai n an equi val ent CFEwhi ch i s wel l - f ormed. Thus, we wi l l
consi der i n thi s appendi x CFEs whi ch are WFCFEs, si nce they wi l l correspond to ci rcui ts
that wi l l be impl emented.

The deri vati ves of a CFE correspond to a cycl e-by-cycl e simul ati on of the CFE. Si nce
acti ons i n a control -
owexpressi onhave a si ngl e-cycl e semanti cs, a cycl e-by-cycl e simul ati on

of a control -
owexpressi on i s equi val ent to extracti ng al l acti ons that can be executed next
f roma control -
owexpressi on.

We wi l l represent the deri vati ve of a control -
owexpressi on by the operator @ . Thi s
operator, when appl i edto a CFE, yi el ds a tri pl e i nG�M A�F, where Gi s the set of Bool ean
expressi ons over the set of condi ti onal and deci si on vari abl es, MA i s the set consi sti ng of

mul ti sets of acti ons, and F i s the set of control -
owexpressi ons. The tri pl e (
; �; �) 2
G�M A �Fobtai ned f roma CFE p i ndi cates that the acti ons � are executed when 
 i s
true, f ol l owed by the executi on of �.

De �ni t i o n A. 3 Let @ : F!(G�MA �F) be de�ned as a derivative of a control -
ow
expression, given recursivel y as fol l ows:

@(f : � ) = f (f; � ; � )g

@(f : a) = f (f; a; � )g

@(� ) = ;, the empty set

@(f : 0) = (f; 0; � )

@(p � q ) = f (
; �; � � q ) j (
; �; �) 2 @pg [ f (�(p)
; �; �) j (
; �; �) 2 @qg

@(f1 : p +f2 : q ) = f (f1
; �; �) j (
; �; �) 2 @p ^ (� 6=� )g [

f (f2
; �; �) j (
; �; �) 2 @q ^ (� 6 =� )g

@(p!) = f (
; �; �) j (
; �; �) 2 @(p � p!)g

@((f : p)�) = f (f
; �; �) j (
; �; �) 2 @(p � (f : p)�)g

@(pj j q ) = f (
p ^ 
q; �p [ �q; �pj j �q) j (
p; �p; �p) 2 @p ^ (
q; �q; �q) 2 @qg
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Exampl e 2 1 Let p =(a � b � c)!.

@p = f (
; �; �) j (
; �; �) 2 @(a � b � c � (a � b � c)!g

= f (
; �; � � b � c � (a � b � c)!) j (
; �; �) 2 @ag [ ;

= f ( true; a; b � c � (a � b � c)!)g

Thus, af ter the �rst cycl e i n whi ch act i on a i s executed, p transf orms i nto b � c � (a � b � c)!. 2

Now, l et us extend the de�ni ti on of @ operator to the i terati ve appl i cati on of @ to a

control -
owexpressi on. Si nce we can consi der eachappl i cati on of @ as a one-cycl e simul ati on

of the control -
owexpressi on, then the i terati ve appl i cati onof @ corresponds to a mul ti -cycl e

simul ati on of the control -
owexpressi on.

De �ni t i o n A. 4 Let p be a control -
owexpression. @ip is de�ned recursivel y as fol l ows:

@
1
p = @p

@
i
p = [

(
; �; �) 2[i �1j =1@
j
p
@�

Let us nowde�ne f ormal l y what i s a su�x of a control -
owexpressi on.

De �ni t i o n A. 5 Let p be a control -
owexpression. Then q is a su�x of p i f q =p or if
9n; 
; � : (
; �; q ) 2@np.

The de�ni ti on above al l ows the f ol l owi ng f ormul a to be used f or computi ng the set of
su�xes of a control -
owexpressi on.

Su�xes (p) =[ 1
n=1 f� j (
; �; �) 2@

n
pg[fpg

Al though the f ormul a presented above computes al l the su�xes of a control -
owexpres-

si on, the f ormul a does not speci f y that the number of su�xes i s �ni te, and nei ther does i t

speci f y that the set of su�xes can be obtai ned af ter a �ni te number of i terati ons. Thus, we

have to showthat thi s procedure i s i n f act e�ecti ve, i . e. , that i t wi l l termi nate af ter a �ni te

number of i terati ons.
In order to showthat the number of su�xes i s �ni te, we �rst have to el imi nate any two

su�xes that are equi val ent, accordi ng to the f ol l owi ng de�ni ti on.

De �ni t i o n A. 6 Two control -
owexpressions, p and q , are equival ent i f one canbe obtained

fromthe other using the CFEaxioms (Tabl e 1).

Exampl e 2 2 The control - 
owexpress i on (a � b � c)! i s equi val ent to a � b � c � (a � b � c)!. 2
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Thus we wi l l onl y consi der the set of su�xes f or a control -
owexpressi on such that no

two su�xes are equi val ent. Thi s set of su�xes wi l l be cal l ed the set of irredundant su�xes

of a control -
owexpressi on. In the rest of thi s paper, we wi l l ref er to the set of i rredundant

su�xes of a control -
owexpressi on just by the set of su�xes of the control -
owexpressi on.

The f ol l owi ng theoremshows that the number of deri vati ves of a control -
owexpressi on

i s �ni te, consi deri ng that any two equi val ent control -
owexpressi ons are representedby the

same set el ement duri ng the computati on of a deri vati ve.

The o r e mA. 2 Every control -
owexpressionp has a �nite number of derivatives, i .e. , j[ 1
i =0

@ipj (the number of el ements of this set) is �nite.

Pr o o f . We are goi ng to prove thi s theoremrecurs i vel y on the number of CFE

composi t i ons.

1. Ba s i s : j [1

i =0@
i(f : a) j � 2 and j [1i =0@

i� j =0

2. Induc t i ve St e p: Let j [1

i =0@
ipj � Np and j [1i =0@

iq j � Nq f or control - 
ow

express i ons p and q

j [1i =0@
i(p: q ) j � ( j [1i =0@

ipj � j [1i =0@
iq j ) +

j [1i =0@
i(�(p) : q ) j

� N pNq +N q

j [1i =0@
i(c1 : p +c2 : q ) j � j [1i =0@

i(c1 : p) j +j [
1

i =0@
i(c2 : q ) j

� N p +N q

j [1i =0@
i(pj j q ) j � j [1

i =0@
ipj � j [1i =0@

iq j

� N pNq

j [1i =0@
i(p!) j � j [1i =0@

i(p: p!) j

� 2j [1i =0@
ipj

� 2N p

j [1i =0@
i((c : p)�) j � j [1i =0@

i(c : p: (c : p)�) j

� 2j [1i =0@
i(p: (c : p)�) j

� 2N p

The o r e mA. 3 For any control -
owexpression p, there exists N such that for al l M> N

[Ni =0@
ip =[ M

i =0@
ip.

Pr o o f . Suppose [N
i =1@

ip =[ N�1
i =1 @ip, but [N+1i =1 @ip 6 =[Ni =1@

i, where N i s the l east

i nteger i n whi ch thi s occurs .
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Si nce [N+1i =0 @ip =([N
i =0@

ip)[(@N+1 p) . Then @N+1 p must contai n some deri vat i ve not

i ncl uded i n [Ni =0.

We de�ned @ N+1 p =[ (
; �; �)2[N
i=1

@ip�. Note that we have [Ni =1@
ip =[ N�1

i =1 @ip. Thus,

@N+1 p =[ (
 ; �; �)2[N�1
i=1

@ip� =@ Np, and [N+1i =0 @ip =[ N
i =0@

ip, a contradi ct i on.

In summary, we presented a way to compute al l the su�xes of a control -
owexpressi on.

We al so showedthat the number of su�xes i s �ni te, si nce the number of deri vati ves i s �ni te,

and that onl y a �ni te number of deri vati ves i s necessary to obtai n the sets of su�xes.

B Formulationof Multi-Synthesis Problemas 0-1 ILP

Instance

We formul ate the probl emof �ndi ng an impl ementati on f or the �ni te-state representati onas
a ILPi nstance. We wi l l use here x; f x; c and fc, as de�ned i n Secti on 6. Let us de�ne al so
fcx whi ch stands f or (8x 2x )f x(x =x p; fc)jx, i . e. , the f ormul a obtai ned by repl aci ng every
occurrence of x 2f x by x p; fc .

Fi nal l y, l et X=fx p; fcg[fy pgbe the set of al l Bool ean vari abl es de�ned previ ousl y f or
the �ni te-state machi ne M. We want to obtai n an assi gnment to the vari abl es i n X such
that the f ol l owi ng set of equati ons hol d.

� The i ni ti al state of the �ni te-state machi neMi s a val i d state of every impl ementati on
M 0 of M: y p =1, where p denotes here the ori gi nal control -
owexpressi on;

� Each state p 0 of Mi s a state of M0 (y0p =1) i f f or every transi ti on to p
0 ((p; fxfc; p0) 2

P), y0p =_ pypf
c
x, i . e. , p

0 i s a state of M0 i f there i s a state p that i s a state of P0, and
there i s an assi gnment to X such that f c

x =1.

� For each al ternati ve composi ti on i n whi ch the guards are deci si on vari abl es |such as

i n the case of the modul e sel ecti on or i n schedul i ng constrai nt speci �cati on|onl y one

deci si on vari abl e shoul d be true f or a gi ven state of the �ni te-state machi ne.

Thi s statement i s captured by f ol l owi ng f ormul a:
P
xp; fc =1, f or al l p and transi ti ons

� (p; f ) =p0 and �(p; f ) =a such that x 2x , and
P

denotes the ari thmeti c addi ti on.

� For each causal i ty constrai nt (x : 0) �, where x i s a deci si on vari abl e, we assume that

eventual l y the the computati on shoul d proceed. In other words, there i s at l east one
state of the impl ementati onM 0 i n whi ch x shoul d be di �erent f rom1.

The f ol l owi ng equati on captures thi s constrai nt: ^ �(p; f )=p0^�(p; f )=a( x̂ p; fc _y p) =0.
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