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ESSENTIAL CONCEPTS FOR MEDICAL COMPUTING


Gio Wiederhold and Thomas C. Rindfleisch





After reading this chapter, you should know the answers to these  questions:


How are medical data stored and manipulated in a computer?


Why does a computer system have both memory and storage? 


How can data be entered into a computer effectively?


How can information be displayed clearly?


What are the functions of a computer's operating system?


What advantages do database-management systems provide over keeping ones’ own files?


How do local-area networks facilitate data sharing and communication within health-care institutions?


How is the Internet used for medical applications


4.1	Computer Architectures


Health professionals encounter computers of a variety of sizes and capabilities.  In more and more hospitals, physicians and nurses can order drugs and laboratory tests, review test results, and record medical observations using a hospital information system. Most hospitals and  outpatient clinics have computers to help  manage financial and administrative information. Many physicians in private  practice have purchased personal computers to allow them to access and search the medical literature and to help their office staff with the tasks of billing and word processing.


Computers differ in size, speed, and cost; in the number of users they can support; and in the types of applications programs they can run. On the surface, the differences among computers can be bewildering, and, as we shall discuss in Chapter~\ref{design}, the selection of appropriate software and hardware is crucial to the success of a computer system.  Despite those differences, however, most computers use the same basic mechanisms to store and process information.  At the conceptual level, the similarities among machines greatly outweigh the differences.  In this chapter, we shall discuss the fundamental concepts related to computer hardware and software as relevant to medical computing. We assume that you have already used some type of personal computer, but not been concerned with its internal workings. Our aim is to give you the background necessary for understanding the technical aspects of the applications discussed in later chapters.


If you already have an understanding of how computers work, you may want to skim this chapter.


 4.1.1  Hardware


Early computers were expensive to purchase and operate.  Only very large institutions could afford to acquire a computer and develop its software. In the 1960s, the integration of circuits on silicon chips (ICs) resulted in dramatic increases in computing power per dollar.  Since that time, computer hardware has became smaller, more powerful, and more reliable, while decreasing in price from 25 to 40 percent per year.  The result is that computers are ubiquitous today. At the same time software packages were developed that removed much of the burden of writing the infrastructure of applications, although institutions are still likely to expend much effort in selecting suitable software, adapting it to their needs, and composing into a viable and coherent set of services. 


General-purpose computers are classified into three types: servers, workstations, and personal computers. This distinction reflects several parameters, but primarily relate to style of usage. 


Servers are computers which support the activities of multiple, collaborating users within an enterprise, say admission staff, pharmacy, and billing. Servers are often  Mainframe computers, large machines that are operated and maintained by professional computing personnel.  A single mainframe might handle the information-processing needs of a large hospital, or at least manage the large databases and data-processing for tasks such as billing and report generation. Smaller servers may exist in a laboratory or a group practice, and are then maintained within that unit, and carry out similar or related tasks. 


At the other end of the spectrum are  personal computers (PCs) ¾  relatively inexpensive single-user machines. They help in preparing letters and documents, keeping track of expenses and income, and provide access to services on the Internet, as electronic mail (email) and browsing for information.  The information stored in them is regarded as private, and not accessed by others. This limited capability to share information restricts the types of applications for which PCs can be used.  


Workstations are machines of moderate size and cost. They are characterized by being able to effectively interact with servers, integrate information from diverse sources, and also respond to request from other workstations.  Multiple workstations in an enterprise maybe connected into a network athat produces integrated services. 


The boundaries of hardware are easily blurred.  Personal computers are often equipped to function as workstations, and large workstations can be configured to act as servers.  Terminals  are simple devices which access servers without having any processing capability of their own.  They are becoming less common. Sometime PCs with programs that emulate terminals are used for such simple functions.


All of these same computers can also be equipped for special tasks, such as the patient-monitoring systems discussed in Chapter~\ref{monitoring} and the computaations that are used for 3-dimensional modeling of molecules and anatomical regions. In those roles they may be workstations for the specialists and servers for the larger community. 


The basic hardware (physical equipment) and organization of most computers are similar; the most common computer architectures are organized according to principles expressed by John von Neumann in 1945.  Figure~\ref{VN-machine Update addressing scheme} illustrates the configuration of a simple von Neumann machine  in which the computer is composed of one or more 


central processing units, or CPUs  that performs computation,


computer memories to store programs and data that are being used actively by a CPU,


storage devices as disks and tapes for persistent data


input and output  devices, as terminals, printers, which communicate with the user


communication gear, such as modems, Internet interfaces, and the like, which connect computers to each other, forming networks for collaboration 


These components are connected by electrical pathways, called a data buses that transport between them. 
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Figure 4.1   Von-Neuman architecture.


Architectures following other than von Neumann's model are possible but remain relatively uncommon.  Personal computers commonly have one CPU, but when more processing power is required solve complex problems  multiple CPUs and memories may be connected to provide parallel processing. The challenge is then for the software to distribute the computation to gain a proportionate benefit.


We expand on the hardware components below.


Processing Unit


Although complete computer systems appear to be complex, the underlying principles are simple.  A prime example is a processing unit itself.  Here simple components can be carefully combined to create systems with impressive capabilities.  The structuring principle is that of  hierarchical organization: Primitive units (electronic switches) are combined to form basic units that can store letters and numbers, add digits, and compare values with one another. The basic units are assembled into registers capable of storing and manipulating text and large numbers.  These registers in turn are assembled into the larger functional units that make up the central component of a computer ¾ the CPU.


The atomic element for all digital computers is the  binary digit or  bit. Each bit can assume one of two values: 0 or 1. A single bit value is stored by an electronic switch that can be set to either of two states. (Think of a light switch that can be either on or off.) These primitive units are the building blocks of computer systems. Sequences of bits (implemented as a sequence of switches) are used to represent numbers, text, and program instructions.  For example, four switches can store   24, or 16 values.  Because each unit can have a value of either 0 or 1, there are 16 combinations of four bit values: 0000, 0001, 0010, 0011, 0100, 0101, 0110, and so on, to 1111.  Thus, 4 bits can represent any decimal value from 0 to 15; for instance, the sequence 0101 is the binary (base 2) representation of the decimal number 5, namely 0 ´ 23 + 1 ´ 22 + 0 ´ 21 + 1 ´ 20  = 5.  A  byte is a sequence of 8 bits  and therefore can take on   28 = 256 values.


Bits and bytes can represent not only decimal integers, but also fractional numbers, general characters (upper- and lower-case letters, digits, and punctuation marks), and instructions to the CPU. Figure~\ref{ascii-table <should have on line FODD>} shows the  American Standard Code for Information Interchange (ASCII), a convention for representing 95 common characters using 7 bits.  These 7 bits are commonly placed into an 8-bit unit, a byte, which is the common way of transmitting and storing these characters.  The 8th bit may be used for formatting information, as in a word-processor, but its use is not covered by the standard.  Not all characters seen on a keyboard may be encoded and stored as ASCII.  Delete and  Arrow-keys are often dedicated to edit functions, and Control, Escape, Function, and Alt-keys are used to modify other keys or to interact directly with programs.


The CPU works on data it retrieves from memory, placing them in working registers.  By manipulating the contents of its registers, the CPU performs the mathematical and logical functions that are basic to information processing: addition, subtraction, and comparison (``is greater than," ``is equal to," ``is less than").  In addition to registers that perform  computation, the CPU also has registers that it uses to store instructions (a  computer  program is a set of such instructions) and to control processing.  In essence, a computer is an instruction follower; it fetches an instruction from memory, then executes the instruction, which usually is an operation that requires the retrieval, manipulation, and storage of data into memory or registers.  The processor performs a simple loop, fetching and executing each instruction of a program in sequence.  Some instructions can direct the processor to begin fetching instructions from a different point in the program.  Such a transfer of control provides flexibility in program execution.


Memory 


The computer's working memory stores the programs and data currently being used by the CPU.  Working memory has two parts: read-only memory (ROM) and  random-access memory (RAM).  


ROM, or fixed memory, is permanent and unchanging.  It can be read, but it cannot be altered or erased.  It is used to store a few crucial programs that do not change and that must be available at all times.  One such predefined program is the  bootstrap sequence, a set of initial instructions that are executed each time the computer is started. ROM also is used to store programs that must run quickly ¾ for example, the graphics programs that run the Macintosh interface. 


More familiar to computer users is RAM, sometimes called  core memory, or just memory RAM memory can be both read and written into.  It is used to store the programs, control values, and data that are in current use. It also holds intermediate results of computations and the images to be displayed on  the screen. RAM is much larger than ROM.  Its size is one of the primary  parameters used to describe a computer.  For example, one might speak of a 32-Megabyte personal computer.  A 32 M-byte memory can actually store 35,554,432 bytes of information since the symbol M for Megabytes, represents 220 or 1,048,576 bytes. (The symbol K, for Kilobytes, represents  210 or 1024 bytes).


The bytes of memory are numbered, say from 0 to 35,554,431 for our 32 Mbyte computer. The CPU accesses each word in memory by specifying this number or address.  A sequence of bits that can be accessed by the CPU as a unit is called a  word.  The word size is a function of the computer's design, but it typically is an even number of bytes. Personal computers with a word size of 8 or 16 bits are common; but faster computers are 32-bit machines that can access 4 bytes of information at a time. 


The computer's memory is relatively expensive; therefore, it is limited in size. It is also volatile, which means that is content is not retained when power is turned off. For many medical applications we need to store more information, and want to save it for long times.  That means when we have valuable programs, data, or results we place them into storage. When a program finishes running contents of its working memory are not retained.


Storage 


Programs and most data must persist over long periods so that they can be reused.  They are stored in less costly memories provided by peripheral storage devices, and they are loaded into working memory when needed.  Conceptually, storage can be divided into two types. Active storage is used to store data with long-term validity that may need to be retrieved with little delay (in a few seconds or less) ¾ for example, the medical record of a patient who currently is being treated within the hospital.  Archival storage is used to store data for documentary or legal purposes.


Computer storage also provides a basis for the sharing of information.  Whereas memory is volatile, data written on storage are available to other users who can access the computers’ storage devices.  We will present more about such functions when we talk about databases in Chapter <xxx>.  Databases complement direct communication among computer users, and have the advantage that the writer and readers need not be present at the same time in order to share information.  


Magnetic disks are the most common medium for active storage (Figure 4.3). A disk storage unit consists of one or more disks ¾ either fixed or removable, a drive system to rotate the disk,  moveable read-write heads to access the data, and a mechanism to position the read-write head over the surface. Multiple disks may be stacked in a disk drive, and typically both surfaces of a disk can be written on.  The read-write heads are mounted on arms so that they can access most of the surface. Each magnetic disk is a round, flat plate of magnetizable material.  The disk spins beneath its read-write head; as it spins, data can be copied from or to the disk surface by the read-write head. Writing places a sequence of magnetic charges on the disk's surface along circular tracks. Reading detects the presence or absence of charge along the tracks.           
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Figure 4.3  Magnetic Disk Drive (courtesy of Hewlett-Packard)


Magnetic disks are less expensive than memory, but data retrieval is much slower. Whereas the CPU can quickly access any data element in RAM by addressing the memory location directly, it must access externally stored data in two time-consuming steps.  First, it must mechanically position the read-write head over the track that stores the data.  Then it must search through that track sequentially, following the track as the disk rotates.  Once the read-write head has been positioned correctly, blocks of data can be transferred rapidly.  Whereas, data in memory can be accessed in microseconds, access times for data stored on disk can reach several tenths of a second.


Disks can be either hard or  floppy.  Floppies can be removed from their drive units and are inexpensive relative to hard disks and useful for local archiving of data and to ship data through the mail.  Floppies may hold about a Megabyte.  Hard disks are typically fixed in the units and may hold 1000 ´ much, often more than a Gigabyte.


A common medium for archival storage was  magnetic tape, a ribbon of plastic covered with magnetizable material.  Like the disk drive, a tape drive has a read-write head that places or detects magnetic charges along the tracks of the tape.  Magnetic tape is still the least expensive means for storing information, but retrieval of data archived on tape is slow.  One must locate the tape and physically mount it on a tape drive, a procedure that can take minutes or hours.  The tape then must be scanned linearly from the beginning until the information of interest is located.


A wide variety of tape formats exist.  Early tapes were mounted on reels, and now there are a variety of cartridges available.  Archiving data on tape has the risk that older formats become obsolete faster tan expected, and soon the devices needed for retrieval disappear.  Converting large archives is a major effort. 


Optical Compact Disks (CD) storage is growing rapidly in popularity.  On  optical discs a huge quantity of data can be stored ¾ the high wavelength of light permits a much higher density of data-carrying spots on the surface than can be placed by magnetic techniques. Data is read by a semiconductor laser that detects reflections from the disc; data is written by using the laser at a higher intensity to alter the reflectivity. Most common is Compact-Disc - Read-Only Memory (CD-ROM), used for prerecorded information, as large programs to be distributed.  Optical storage has also become attractive for applications such as distributing text literature, storing permanent medical records, and archiving digitized X-ray images (see Chapter~\ref{radiology}).  A medical applications of optical-disc technology is the storage and distribition of portions of the MEDLINE collection of medical literature (see Chapter~\ref{bibret}) on CD-ROM.  


Rewritable CDs are becoming available. Some limited to recording data once, but allow reading of that data as often as desired.  Such discs are called WORMs (write once, read many times).  Their writing speed is such that their use is mainly for archiving.  A major obstacle to overcome is the lack of a fast and economical means for indexing and searching the huge amount of information that can be stored. The latest format which is becoming available in 1997 is Digital-Video-Discs (DVDs), which can hold very large volumes of information. Since these devices are also used for entertainment, their availability may be longer than that for devices used exclusively for computers.


The choice of storage devices and media has a major effect on the performance and cost of a computer system.  Data that are needed rapidly must be kept in more expensive active storage, typically hard disks, whereas less time-critical data can be archived on less expensive media.  Because data are often shared, the designer must also consider who will be expected to read the data, and how the data will be read. Data can be shared by copying and physically transporting the copy to a destination with a compatible drive unit. Convenient for transport are tapes, floppies, or DVDs.   An alternative to physical transport is remote access to persistent storage; then compatibility of storage devices is less important, but the capability of  the communication networks are crucial (see Section~\ref{network}).


Input Devices


Data entry remains the most costly and awkward aspect of medical data processing.  Some data can be acquired automatically; for example, many laboratory instruments provide electronic signals that can be transmitted to computers directly.  Furthermore, redundant data entry can be minimized if data are shared among computers over networks or across direct interfaces.  For example, if a clinic's computer can acquire data from a laboratory computer directly, clinic personnel will not have to reenter into the computer-based medical record the information displayed on printed reports of laboratory-test results. However, a relatively small fraction of the data in the medical record is acquired automatically.  Most data are entered manually by data-entry clerks or other health-care personnel. The most common instrument for data entry is the typewriter-style  keyboard of a  video display terminal (VDT).  As characters are typed by an operator on the keyboard, they are echoed back for viewing on the display monitor.  A cursor indicates the current position on the screen.  Most programs allow the cursor to be moved with arrow-keys or with a mouse, so that insertions and corrections are convenient. Although clerical personnel often are comfortable with this mode of data entry, many health professionals lack typing skills and are not motivated to learn them.  Thus, systems developers have experimented with a variety of alternate input devices that minimize or eliminate the need to type.  


With a mouse, a user can select an item displayed on the screen by positioning the cursor on the screen and clicking on a mouse button.  With a  touch screen, a user can select items simply by pointing; when the user's finger touches the screen, it uniquely identifies a position in the grid that crosses the screen, indicating the item of interest.  Alternatively, a light pen, a  track ball, or a joy stick can be used to mark positions on a screen, but  these devices are mainly used in specialized settings.  There are also 3-D pointing devices, where the indicator is held in front of the screen, and a 3-D display provides feedback to the user.


Often, these pointing devices are used in conjunction with  menus, which are lists of items that users can select (Figure~\ref{menu}).  Thus, users can enter data simply by clicking on relevant items, rather than by typing characters.  By listing or highlighting only valid options, menus also facilitate coding and can enforce the use of a standardized vocabulary.  To deal with a large number of choices, menus are arranged hierarchically; for example, to order a treatment, a physician might first select  drug order from a menu of alternative actions, then the appropriate drug class from a submenu, and finally an individual drug from the next screen menu.  If there are still many alternatives, the drug list might be divided further; for example, the drugs might be grouped alphabetically by name.  Menu selection is efficient; an experienced user can select several screens per second.  Typing, say, a drug name is more time consuming and carries the risk of misspelling.  Menu design is still an art.  An excess of choices shown slows the user down, more than 7 entries require careful reading.  Also, if the system designer’s concepts do not match those of the user, then the user can get lost in the hierarchy and be frustrated. 


Graphical displays provide system developers with great flexibility to create interesting and attractive interfaces to their programs.  For example, the input screens of the ONCOCIN system, a decision-support system that provides physicians with advice on cancer-treatment protocols (see Chapter~\ref{consult}), looks just like the paper flowcharts physicians have used for years.  Physicians enter patient data into the database directly by using a mouse to select values from menus (Figure~\ref{ONCOCIN-flowsheet}).  In addition, graphics open the door for intuitive data entry ¾ for instance, the use of images to record information and  icons to specify commands.  Physicians can use images to indicate the location of an injury, the size of a tumor, the area to be covered by radiation therapy, and so on (Figure~\ref{torso}). Because of the imprecision of medical language, a graphical indication of the affected body parts can be a valuable supplement to coded or textual descriptions.  


Using icons for selection requires again careful design. Icons must be distinctive and natural.  Having hundreds of icons on a screen is not helpful, and having similar icons is even less so.  Icons are often labeled with brief texts, and may also show longer explanations when selected.  Techniques suitable for occasional browsers are typically inefficient for frequent users, but users often move from familiar tasks to unfamiliar ones and vice-versa, and switching modes is awkward.


Much medical information is available in narrative text form ¾ for example, physician-transcribed visit notes, hospital discharge summaries, and all the medical literature.  Text-scanning devices now are available that can scan lines or entire pages of typewritten text and convert each character into its ASCII-coded binary format.  These devices reduce the need to retype information that previously was typed, but they cannot adequately capture handwritten information.  Even with typed material scanners have error rates requiring careful review if the entered  material is important.


Physicians are comfortable with dictating their notes; therefore, researchers have investigated the possibility of using voice input for data entry.  The simplest method for capturing voice data is to record messages directly from a microphone.  The voice signal then is encoded in digital form (see Section~\ref{ADC}), identified as a textual message, and stored and transmitted with the other computer data. When the data are retrieved, the message simply is played back through a speaker.  However search and indexing is not eabled in that case.  With automatic voice recognition, the digitized voice signals are matched to the patterns of a vocabulary of known words. The speech input is then stored as ASCII-coded text. Currently, systems exist that can interpret sequences of discrete words, and there is some success with systems that can recognize continuous speech, in which the sounds run together. This technology is improving in flexibility and reliability, but review of transcribed text is still advisable. .


In neither case does the computer  understand the content of the messages.  This same lack of understanding applies to most textual data, which are entered, stored, retrieved, and printed without any analysis of their meaning.


Output Devices


The  presentation of results, or  output, is the final step in the processing of medical data.  Many systems compute information that is transmitted to health-care providers and immediately displayed on VDTs so that action can be taken.  Another large volume of output consists of reports, which are printed or simply are kept available to document the actions taken.  Chapter~\ref{records} describes various reports and messages that commonly are used to present patient information.  Here we describe the devices that are used to convey these outputs. Most immediate output appears at its destination on a display screen, such as the  cathode-ray tube (CRT) display of a VDT.  If the results require urgent attention, a signal such as a ringing bell may alert personnel to the data's arrival.  More routinely, results are placed in storage and are automatically retrieved when the patient's record is accessed by an appropriate provider.  Important findings may be highlighted on the screen.


When entering or reviewing data, users can edit the data displayed on the screen prior to releasing them for persistent storage. Graphical output is essential for summarizing and presenting the information derived from voluminous data.  Most computers have the capability for graphical output, but the software can differ greatly in its capabilities.


A graphics screen is divided into a grid of picture elements, called  pixels.  Each pixel is represented by 1 or more bits in memory.  In a black-and-white monitor, the value of each pixel on the screen is associated with the level of intensity, or  gray scale. For example, 2 bits can distinguish  22 = 4 display values per pixel: black, white, and two intermediate shades of gray.  The number of bits per pixel determines the  contrast and color resolution of an image.  Three sets of multiple bits are necessary to specify the color of pixels on color graphics monitors, for instance 3 ´ 2 bits provides 26 = 64 color mixtures. The number of pixels per square inch determines the  spatial resolution of the image (Figure~\ref{resolution).  As we shall discuss in hapter~\ref{radiology}, both parameters determine the requirements for storing images.  A display with high spatial resolution requires an array of about 2000´2000 pixels, whereas a 400´400 array might suffice for a textual display. 


Much diagnostic information is produced in image formats that can be transmitted and clearly shown on graphics terminals.  Computer processing can add value to such output, as described in Chapter <xxx>. Examples are ultrasound observations, nuclear magnetic resonance (NMR), computer-aided-tomography (CAT) scans and the like. High resolution displays can even be used to adequately display digitally encoded X-ray images.  


For portability and traditional filing,  output is  printed on paper.  Printing information is slower than is displaying it on a screen, so that printing is best done in advance of need.  In a clinic, relevant portions of the patient record may be printed the night before a scheduled visit on high-volume printers.  For presentations the ease of printing on viewgraph transparencies is replacing the creation of traditional slides.


Laser printers use an electronically controlled laser beam to generate an image on a xerographic drum, which then is used to produce paper copies, just as is done in a copier.  Laser printers permit the user to select from a variety of fonts and can produce graphics which match closely the visual displays. Their resolution is often better than that of displays, allowing up to 2000 pixels per inch. Whenever the resolution of printers and visual terminals differs, output displays should be designed with care to make both form of output equally acceptable.  Laser printers are relatively quiet, so they are particularly suitable for hospital environments. 


Color printing with laser technology is still costly.  For color printing ink-jet printers dominate. Liquid ink is sprayed on paper by a head that moves back-and-forth for each line of pixels. Ink-jet printers do not have as good a resolution as laser printers and are relatively slow, especially at high resolution, say, 720 pixels per inch. To avoid blotting of the ink droplets coated paper should be used for output at more than 200 pixels-per-inch. Special absorbent transparency stock is needed as well.  Output design should also minimize large colored areas since they can stay smear.  Since they are inexpensive, they can easily be placed close to personal computers, and the color can be used effectively to enhance comprehension of clinical results. 


Multiple-sheet forms require impact printers, based on typewriter technology, to produce the carbon copies. Dot-matrix printers print small dots on paper similar to the way that the CRT forms characters on a screen from small dots.  These are slow and noisy, so that the use of carbon forms is going away except in the most bureaucratic environments.  Instead of carbons, multiple copies are produced, sometimes requiring extra work in obtaining signatures.


Local Data Communications


Sharing information is best performed by giving equal access to al participants.  Giving others paper output relegates them to a much more passive role.  Transmission of data among applications and computer systems allows the sharing of information and computer programs among users.  As we shall see in Chapter~\ref{his}, data communication and integration are critical functions of HISs.  Modern computing and communications are crucially intertwined.


Computer systems used in health care are specialized to fulfill the diverse needs of health professionals in varios areas, as the wards, laboratories, the pharmacy, the intensive-care units, the business office, and so on.  Even if their hardware is identical, their content will differ, and some of that content must be shared with other applications in the hospital.  Over time, the hardware in the various areas will also diverge.  Some laboratories will require more storage, other more power, and others must serve more users. Demand for growth, and funding to accommodate it, occurs at different times. Communication among these systems bridges the gaps.


Communication can occur via shared telephone lines, dedicated wires, coaxial cables, or radio waves.  In each case different communication interfaces must be attached to the computer, different conventions or communication protocols must be obeyed, and a different balance of performance and reliability can be expected.


A traditional and economical method for communicating computer information is to use the existing dial-up telephone lines.  A sender dials the receiving computer, and when the connections is established, a  modem (modulator-demodulator) converts the digital data from a computer to analog signals in the voice range. The tones are transmitted over the telephone lines ¾ a conversation between computers occurs.  At the receiver, the tones are reconverted to the original digital signals by another modem, and placed into the computer memory.  The receiver can return responses to the sender, sending results or requests for more data.  When the conversation is complete, the telephone line is released


Modems can support different transmission speeds, or baud rates.  Informally, a baud is equal to one bit per second.  A low standard transmission rate for data entry may be 2400 baud, adequate for typing and seeing the results of the typed information as returned on ones own VDT.   For graphics information speeds of 28Kbaud or 56K baud are desirable.  The net rate is actually less, and current FCC regulations actually limit dial-up phone line transmission to 53K baud, or about 5,000 characters equivalent per second. 


Dedicated analog telephone lines can handle somewhat higher rates, but their main advantage is that no time is wasted in dialing. The absence of switching also reduces the error rate and losses due to retransmission to compensate for such errors.  Long-range dedicated phone lines are costly to obtain, and mainly used for high traffic and limited distances, say from a hospital to a nearby laboratory.


Digital telephone lines (ISDN) are becoming widely available. They allow sharing of data and voice transmission, up to a total rate of 128K baud.  Their error rate, and the cost of dealing with errors, is less as well, since no transformation to and from tones occurs.  There are hence no modems, but an interface unit is still required, at a similar costs of a capable modem.  The rates charged by the telephone companies for ISDN lines also differ from those for analog lines, and often unlimited call length at a single call price is not available. In remote areas ISDN may not yet be available, but it appears that phone companies will have ISDN services soon in most places.


For local needs it is best to avoid the telephone company, and install a  local-area network (LAN).  Such a network is dedicated to linking multiple computer nodes.  Typically. All shared computers are connect to the LAN.  This simplifies the sharing of resources ¾ data, software, and equipment ¾ among multiple users.  Users working at individual workstations can retrieve data and programs from network  file servers ¾ computers dedicated to storing files, both shared and private.  They can process information locally, then save the results over the network to the file server or send output to a fast printer.  


There are a variety of protocols and technologies for implementing LANs, although the differences are slight for the customer.  Typically data are transmitted as messages or packets of data; each packet contains the data to be sent and the network addresses of the sending and receiving nodes.  Some department in the hospital takes the responsibility for the LAN, simplifying the management of communications versus having a multiplicity of telephone connections. LANs are limited to operate within a geographical area of at most a few miles, and often restricted to buildings or at least hospital property.  Remote LANs may connected via a dedicated telephone line, providing convenient communication, but at a lower speed.  An import service provided by the owners of the LAN is access to wide-area networks, specifically the Internet.


Most commercial LANs use  coaxial cable as the communication medium. It is reliable, is relatively inexpensive, and has a high  bandwidth (capacity for information transmission) ¾ up to 100 Mega bits per second (Mbps),. Coaxial cable is still susceptible to electrical and radio frequency interference, although less so than telephone wire.  An alternate medium, fiberoptic cable offers the highest bandwidth (up to 1 billion bps) and a high degree of reliability, because it does not suffer from problems of interference.  The use of fiberoptic cable has the potential to increase transmission speeds and distances by at least an order of magnitude. In addition, fiberoptic cable is lightweight and easy to install.  Connecting optical cable is more difficult than coaxial cable, so that in-hose operations may prefer coaxial cable. 


LANs using coaxial cable can transmit signals using either broadband or baseband technology. Broadband is adapted from the technology for transmitting cable television.  A broadband LAN can transmit multiple signals simultaneously, so that it provides a unified environment for sending computer data, voice messages, and images.  Each signal is sent within an assigned frequency range (channel). Baseband is simpler.  It transmits digital signals over a single coaxial wire, one packet at a time. When costs of installation is high, a LAN service can be piggy-backed on a  private branch exchange (PBX), the organization's internal telephone system.  Now the telephone wires are used to transfer both voice signals and data. Digital data are converted to analog signals and can be transmitted to any location where the telephones are connected.  But speeeds are limited, perhaps to 9600 baud, so that PBX use focuses on textual interaction and will exclude most graphics.


Rapid data transmissions is supported by LANs.  Most LANs today operate at 10 Mega bits per second (Mbps), but much faster technology is becoming available.  At 10 Mbps, the entire contents of this book could be transmitted in a few seconds.  However, multiple video transmission can still slow down a LAN.  When demand is high, multiple LANs may be installed, and gateways among them allow sharing of data of computers on diverse LANs as if they were on the same LAN.


Several LANs can be interconnected to allow communication among machines that are more widely dispersed geographically or that are owned by separate institutions.  Two independent computer systems on connected networks can send messages through  gateways, special computers that reside on both networks and that are equipped to forward and to translate the packets, if the two networks run different protocols.


Messages also can be transmitted through the air by microwave, satellite signal, or line-of-sight laser beam transmission, but these modes have limited application. However, users in the hospital can use radio signals from portable devices to communicate to their workstations, and thus gain entry to the LANs and their services. Hospitals have man instruments that generate interference, and often thick concrete walls, so that radio transmission is not fully reliable. 


Internet Communication


Gateways can also link the users on a LAN to the Internet. The Internet is a wide-area network which is composed of regional networks which are connected by long-range backbone links <<ref needed>>. There are regional nets, for instance, in the San Francisco Bay Area (BARnet). Los Angeles (Los Nettos), New England (Nern?). The regional networks are supported by membership fees, while the backbone among them is  currently supported through the National Science Foundation.  Users get access to the regional nets through their institutions or privately, by paying an Internet Service Provider (ISP).  There are other wide-area networks that are commercially operated for demanding customers.  Nearly all countries have their own networks, so that information can be transmitted to the majority of computers in the world.  Gateways of various types connect all these networks, whose protocols and capabilities may differ. (Figure~\ref{NSFnet}).<<still relevant?>>


All Internet participants do agree on some standard conventions, referred to as the Internet Protocol (TCP-IP). Transmission is always by packets, and there is a standard for IP addresses, namely a sequence of 4 numbers, ranging from 0 to 255.  The last number identifies a region, then a local area, a local net, and finally a specific computer. Computers that are permanently linked into the Internet have a relatively fixed IP address, while users that reach the Internet by dialing in via an IFS will get an address assigned during a session.  In either case, participating computers will also be assigned a name.  Multiple names may be used for computers performing distinct services. The names, when used for reaching a remote node,  is translated by designated computers, called name-servers, into an IP address, before the message is placed on the regional nets. There is not a direct correspondence between the four numbers and the various names in an address. For communication it is best to use names, since the rapid growth of the Internet requires periodic network reorganizations, so that an IP address may have to change.  The names are composed of two or more segments.  Three conventions are in use:


The common on for the U.S.:  computer.institution.class or institution.class, as  www.whitehouse.gov. Defined classes are .net, .edu, .com, .org,, and .gov, with obvious connotations. More classes are likely to be defined in the future.  The name www is used by convention used for a computer providing world-wide web (WWW) services.  <<see Chapter where>>


A geographic convention: computer,institution.town.country or institution.town.country, as NRI.reston.va.us. The Corporation for National Research Initiatives is one of the prime movers for the Internet.  Many foreign countries use a combination of these conventions, as csd.Abdn.ac.UK, for the computer Science department at the University of Aberdeen, an academic institution in the United Kingdom.  Note that the case of an IP address is ignored, although additional fields, used to locate WWW resources, are often case-sensitive. 


A convention where the fields are labeled, used mainly in the European community. <<more>>


An institution having multiple computers may provide a service where all its communication goes to a single address, say, Stanford.edu, and then local tables are used to reach the right computer or individual. Such a scheme isolates outsiders from internal changes.  


These world-wide inter-computer linkages allow global sharing of information resources, as well as personal and group communications on a world-wide scale. Its popularity is changing how we deal with people, form communities, entertain ourselves, and perform research. The scope of all these activities is more than we can cover in this book, and we will restrict ourselves to topics important to health care. Even then there is more going on than we can cover. 


4.2  Software


All the functions performed by the hardware of a computer system ¾ data acquisition from input devices, transfer of data and programs to and >From working memory, computation and information processing by the CPU, formatting and presentation of results ¾ are directed by computer programs, or  software.


Programming Languages


In the previous section, we explained that a computer processes information by manipulating words of information in registers. Instructions that tell the processor which operations to perform also are sequences of 0s and 1s, a binary representation called  machine language, or machine code.  Machine-code instructions are the only instructions that a computer can process directly.  These binary patterns, however, are difficult for people to understand and manipulate.  People think best symbolically.  Thus, a first step toward making programming easier and less error-prone was the creation of an assembly language. Assembly language replaces the strings of numbers of machine-language programs with words and abbreviations meaningful to humans; a programmer instructs the computer to LOAD a word from memory, ADD an amount to the contents of a register, STORE  it back into memory, and so on.  A program called an  assembler translates these instructions into binary machine-language representation prior to execution of the code. There is a one-to-one correspondence between instructions in assembly and machine languages.  To increase efficiency, sets of assembly instructions can be combined into macros, and reused when the same sequence is needed later.  An assembly-language programmer must consider problems on a hardware-specific level, instructing the computer to transfer data between registers and memory and to perform primitive operations, such as incrementing registers and comparing characters (see Figure~\ref{assembly}).  


On the other hand, the problems that the users of a computer wish to solve are on a higher conceptual level.  Users are concerned with real-world problems. They need to instruct the computer to perform tasks such as to retrieve the latest serum-creatinine test result, to monitor the status of hypertensive patients, or to compute a patient's current account balance.  To make communication with computers more understandable and less tedious, computer scientists developed higher-level, user-oriented symbolic programming languages. 


Using a higher-level language, as one listed in Table 4.1, a programmer defines variables to represent higher-level entities and specifies arithmetic and symbolic operations without worrying about the details of how the hardware performs these operations.  The details of managing the hardware are hidden from the programmer, who can specify with a single statement an operation that may translate to tens or hundreds of machine instructions.  A  compiler is used to translate automatically a high-level program into machine code.  Some languages are  interpreted instead of compiled.  An  interpreter converts and executes each statement before moving to the next statement, whereas a compiler translates all the statements at one time, creating a binary program, which can subsequently be executed many times.  MUMPS is an interpreted language, LISP may either be interpreted or compiled, and FORTRAN routinely is compiled prior to execution. Hundreds of languages have been developed, we focus here on a few that are important from a practical or conceptual level.


Each statement of a language is characterized by  syntax and  semantics. The syntactic rules describe how the statements, declarations, and other language constructs are written ¾ they define the language's grammatical structure.  Semantics is the meaning given to the various syntactic constructs.


C:= A + B; 


C = A + B  			WRITE 10, 6 C		10 FORMAT(“The value is “,F5.2)


LN IS “The value is NNF.FF“	ADD A TO B, GIVING C	MOVE C TO LN	    WRITE LN


(SETQ C (PLUS A B)) 		(format file6 “The value is ~5,2F” C)


These four statements (written in Pascal, FORTRAN, COBOL, and LISP, respectively) all have the same semantics.  They instruct the computer to add the values of variables A and B, assign the result to variable C and write the result onto a file. Each language has a distinct syntax for indicating which operations to perform.  Regardless of the particular language in which a program is written, in the end, the computer  manipulates sequences of 0s and 1s within its registers.


Computer languages distinguish themselves by focusing on a specific type of computing problems, as shown in Table 4.1 <features>; although all these languages are sufficiently flexible to deal with nearly any type of  problem, albeit in a more or less natural manner.  Languages that were intended to provide a very broad range of problems, as PL/,1 tend to be more complex.  Languages which focus on a simple, general computational infrastructure, as C, have to be augmented with large collections of libraries, and learning the specific libraries will take more time than learning the language itself. Languages also differ in usability.  A language meant for education and highly reliable programs will include features to make it foolproof, by checking  that the types of values, as integers, decimal numbers, and strings of characters, match throughout their use. Many languages provide for some coercion, namely the automatic conversion of data types when a mismatch occurs, but strong coercion can fool programmers into thinking that programs are correct, when they really have unintended mismatches. Without type checking smart programmers can instruct the computers to perform some operations more efficiently than is possible in a more constraining language. 





Sequences of statements a grouped into procedures.  Procedures enhance the clarity of larger programs, and also provide a basis for reuse of the work of other programmers. Large programs are in turn mainly sequences of invocations to such procedures, some coming from libraries (as format in LISP) and others written for the specific application. These procedures are called with arguments, say the hospital-number of a patient, for a procedure to retrieve the patient’s age: age(number). An important distinction among languages how those arguments are transmitted. Just giving the value is the safest method, giving the name provides the most information to the procedure, and giving the reference allows the procedure to go back to the source, which can be efficient, but also allows changes which may not be wanted.  While discussion about languages often focus on these various features, the underlying concern is nearly always the tradeoff of protection versus power.
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          feature language   �
first   year?�
primary appli-cation domain�
type�
opera-


    tion�
type checks�
procedure call method�
data management�
�
FORTRAN �
1957�
mathematics�
proc’l�
comp.�
little�
by ref’nce�
simple files�
�
COBOL�
1962�
business�
proc’l�
comp.�
yes�
by name�
formatted files�
�
Pascal�
1978�
education�
proc’l�
comp.�
strong�
by name�
record files�
�
Smalltalk�
1976�
education�
object�
interp.�
yes�
?<check>�
object persistence�
�
PL/1�
1965�
math, business�
proc’l�
comp.�
coercion�
by ref’nce�
formatted files�
�
Ada�
1977?�
math, business�
proc’l�
comp.�
strong�
by name�
formatted files�
�
Standard ML�
1989�
logic, math�
funct’l�
comp.�
yes�
by value�
stream files�
�
MUMPS�
1962�
data handling�
proc’l�
interp.�
no�
by ref’nce�
hierarchical files �
�
LISP�
1964�
logic�
funct’l�
either�
no�
by value�
data persistence�
�
C�
1967?�
data handling�
proc’l�
comp.�
little�
by ref’nce�
stream files�
�
C++�
1988?�
data handling�
hybrid�
comp.�
yes�
by ref’nce.�
object files�
�
JAVA�
1995�
data display�
object�
either�
strong�
by value�
<check>�
�
Table 4.1  Distinguishing features of some programming languages 


Programmers hence work in successively higher levels of abstraction by writing, and later invoking, standard functions and subroutines. Built-in functions and subroutines create an environment in which users can perform complex operations by specifying single commands. Tools exist to combine related functions for specific tasks, for instance to build a forms-interface to show results of some retrieved data in a certain presentation format.


Specialized languages can be used directly by non-programmers for well-understood tasks, since such languages embody much task semantics and hide yet more detail.  For example, users can search and retrieve data from large databases using the SQL query language of  database-management system (see below).  With the help of statistical languages, such as SAS or SPSS, they can perform extensive statistical calculations, such as regression analysis and correlation.  Other users may use a spreadsheet program, such as Lotus 1-2-3, to record and manipulate data in a spreadsheet.  In each case, the physical details of the data-storage structures and the access mechanisms are hidden from the user.  Each of these programs provides it  own specialized language for instructing a computer to perform desired high-level functions.


The eventual customers of a computer may not even be aware that they are programming, if the language is so natural that it matches their needs in an intuitive manner.  Moving icons on a screen, and dragging-and-dropping them into boxes or onto other icons is a form of programming, supported by many layers of interpreters and compiler-generated code.  If the customer saves a script of the actions performed for later reuse, then a program has been actually been created.  Some systems allow such scripts to be viewed and edited for later updates and changes, for example, the macro function available in the WORD text editor. 


Even though that many wonderful languages and packages exist for these diverse tasks, there is still a challenge in incorporating multiple functions into a larger system. It is easy to envisage a system where a web browser provides access to statistical results of data collected from two related databases. However, such interoperation is not yet simple, and programming expertise is needed to resolve detailed incompatibilities among the specialized tools.  These difficulties may be hard to understand for a customer to whom the conceptual interoperation is obvious.


Data Management





Data provides the infrastructure for recording and sharing information. Data becomes information when it can affect decisions and actions, as clinical treatments.  Sharing and moving data from the points of collection to the point of use the primary function of computing in medicine. These applications must deal with large quantities of varied data and manage them, for persistence, on external storage. The mathematical facilities of computer languages are based on common principles, and are, strictly speaking equivalent, the same conceptual basis is not available for data management facilities  Some languages only allow internal structures to be made persistent; in that case external library programs are used to deal with storage.  





Figure 4-10   Simple patient data file with individual records  <was figure 4-11>





Data handling is made easier if the language supports moving structured data from internal memory to external, persistent storage.  Data can, for instance, be viewed as a stream,  which matches well data produced by an some instruments or a ticker tape, as records, matching well lines of a table, or a hierarchy, matching well the structure of a medical record, with patients, their visits, and findings during a visit.  





If the language does not directly support the best data structure to deal with an application, then additional programming is needed to construct the desired structure out of the available facilities.  Having an extra layer typically induces some cost as well as inconsistencies among applications trying to share information.


Operating Systems


Users interact with the computer through an  operating system (OS), a program that supervises and controls the execution of all other programs and that directs the operation of the hardware.  The operating system is software that is included with a computer system and manages its resources, as memory, storage, and devices for the user.  Once started, the OS runs in the background and handles the details of file management, memory allocation, and the communication among hardware components, without much user interaction.  The user does get involved in giving names to the files that are to be made persistent, and the structure of the file-directory, since these names provide the link for the user to the user’s work from one session to another.  Deleting files that are no longer needed, and archiving those that should be kept securely is another interaction of the customer with the OS.


The kernel of the operating system resides in memory at all times and supervises the other programs running in the computer.  It loads programs for execution, allocates memory, manages the transfer of data from input devices and to output devices, and manages the creation, opening, reading, writing, and closing of data files.  In shared systems, it allocates the resources of the system among the competing users.  The operating system insulates users from much of the complexity of handling these processes.  Thus, they are able to concentrate on higher-level problems of information management. 


Programmers can write  application programs to automate routine operations that store and organize data, perform analyses, facilitate the integration and communication of information, to perform bookkeeping functions, to monitor patient status, to aid in education ¾ to perform all the functions provided by medical computing systems (see Chapter~\ref{design}). These programs are then filed by the operating systems, and available to its customers when needed.


Personal computers typically operate as single-user sytems, servers as multi-user systems, and workstations can handle either approach, although they often give a single user preference. For a  multiuser system, in which multiple users share a single processor, two primary modes of operation are available.  Large mainframe servers may operate in batch mode, where users communicate with the computer only to initiate processing and to obtain results upon completion.  In  time-sharing mode, all users have simultaneous access to their jobs; users interact through the OS, which switches resources rapidly among all the jobs that are running. Because people work slowly compared to computer processing speeds, the computer can respond to multiple users, seemingly at the same time.  Thus, all users have the illusion that they have the full attention of the machine, as long as they do not make very heavy demands.  Such shared resource acess is important where databases must be shared, as discussed below.  When sharing, the OS spends resources for queuing, switching, and requeuing of jobs. If the total demand is too high the overhead increases disproportionally and slows the service for everyone.  High individual demands are best allocated to workstations, which can be nearly as powerful as mainframes, and will focus all resources on a primary user. 


Since nearly all computers need to perform a variety of services, all systems except the simplest PC OSes support  multiprogramming.  In a multiprogramming system, several application programs reside in main memory simultaneously.  Multiprogramming permits the effective use of multiple devices; while the CPU is executing one program, another program may be receiving input from external storage, and another may be generating results on the laser printer.  In  multiprocessing systems, several processors (CPUs) are used by the OS within a single computer system, thus increasing the overall processing power.  Note, however, that multiprogramming does not imply having multiprocessors. 


Memory is still a scarce resource, especially when multiprogarmming. When many programs and their data are active simultaneously, they may not fit.  To solve this problem, the OS will partition users' programs and data into  pages, which can be kept in temporary storage and are brought into main memory as needed.  Such a storage allocation is called  virtual memory.  Virtual memory can be several times the size of real memory, so that the users can allocate many more pages than main memory can hold.  Also individual programs and their data can use more memory than is available on an actual specific computer.  To manage virtual memory each address referenced by the CPU goes through an address mapping from the  virtual address to an actual address in main memory (Figure~\ref{virtual-memory} <omit?>).  Missing addresses are resolved by swapping little used pages out and bringing the needed pages in from storage. This mapping is handled automatically by the hardware, but still induces significant delays, so that the total use of virtual memory should be limted.


Most personal computers and workstations focus on a single user.  Users are in sole control of their workstations; they work  online,  controlling the steps of processing interactively.    Single-user operation  simplifies memory management and other tasks of the operating system.  For example, personal computers typically execute only one program at a time. A simple Disk Operating System (DOS) can perform no other work while the CPU is receiving input from the keyboard or while a file is being printed out. 


Associated with the kernel of an OS is a large collection of  system programs. These includes utility programs, such as Graphic User Interface (GUI) routines,  text and graphic editors; compilers to handle programs written in higher-level languages; debuggers for newly created programs; communication software; diagnostic programs to help maintain the computer system; and substantial libraries of standard routines.  Modern libraries cover such as sorting programs and programs to perform complex mathematical functions; routines to present and manipulate windows that access a variety of application programs, handle their point-and-click functions, allow a variety of fonts, and the like.  The storage demands of these libraries is increasing, using a few hundred M-bytes for system programs is not unusual on PCs, and workstations and mainframes will have several times those requirements.  Not all of them may ever be used by a customer, but determining what is chaff is more effort than most customers want to undertake. 


Database-Management Systems


Throughout this book, we emphasize the importance to good medical decision making of timely access to relevant and voluminous data from diverse sources.  Computers provide the primary means for organizing and accessing these data; however, the programs to provide management are complex and are difficult to write.  Programming data management is particularly difficult when multiple customers share data (and thus may try to access data simultaneously), when they must search through voluminous data rapidly and at unpredictable times, and when the relationships among data elements are complex.  For health-care applications, it is important that the data be complete and have few errors.  Furthermore, the need for long-term reliability makes it unwise to entrust a medical database to locally written programs, because the programmers tend to move from project to project, computer will be moved in-and-out, and the organizational units that maintain the data will be periodically reorganized. Database technology supports the integration and organization of data and assists users with data entry, long-term storage, and retrieval.


Not only the individual data, but also their meanings and their relationships with other data must be stored.  For example, an isolated data element (the number 99.7, for example) is useless unless we know what that number represents the body temperature in degrees Fahrenheit and is linked to other data necessary to interpret its value ¾ the value pertains to a particular patient who is identified by a unique medical record number, the observation was taken at a certain time (02:35, 7Feb1990), in a certain way (orally), and so on.  To avoid loss of descriptive information, clusters of related data elements must be kept together throughout processing. These relationships can be complex, since an observation will be linked not only the patient, but to the person recording the observation, the instrument acquiring the values, the state of the patient and the instrument, and so on.


The meaning of data elements and the relationships among those elements are captured in the structure of the database. Databases are collections of data, typically organized into fields, records, and files (Figure~\ref{data-file}).  The  field is the most primitive element; each field represents one data element.  For example, the database of a hospital information system typically has fields for the patient's identification number, name, date of birth, sex, admission date, admitting diagnosis, and so on.  Fields are grouped together to form  records; usually, a record is uniquely identified by one or more  key fields ¾ for example, patient-identification number and observation time.  Records that contain similar information are grouped in  files.  In addition to files about patients and their diagnoses, treatments, and drug therapies, the database of a hospital information system (HIS) will have separate files containing information about charges and payments, personnel and payroll, inventory, and many other topics.  All these files relate to each other, some refer to the same patients, some others to the same personnel, to the same services, to the same set of accounts, etc.


Once programmers know the structure and format of a data file, they can write programs to access the data directly.  For example, if they know that a patient's identification number is stored in the first field of each record as a string of 10 alphanumeric characters, they can write programs to read the records of each record, to extract the contents of that field by its relative address, and to store the value in a variable,  PATIENT-ID.  If, however, the structure of the database changes ¾ for example, because new fields are added to a record ¾ it will be necessary to modify all such existing programs. When data are to be shared, there will be continuing requirements for additions and reorganizations to the files. The desire for  data independence, that is keeping the application of one set of users independent from needed changes by another group, is the key reason for using a database-management system for shared data. 


�


Figure 4-11 Computations in a database


A  database management system (DBMS) is an integrated set of programs that helps users store and manipulate data more easily and efficiently.  The conceptual (logical) view of a database provided by a DBMS allows users to specify  what the results should be without worrying too much about  how they will be obtained; the DBMS handles the details of managing and accessing data.  A crucial part of a databse kept in DBMS is its schema, a machine-readable definition of the contents and organization of the records of all its data files.  Programs are insulated by the DBMS from changes in the way data are stored, because the programs access data by field name rather than by address ¾ the schema file of the DBMS must be modified to reflect changes in record format, but the application programs that use the data need not be altered.  A DBMS also provides facilities for entering, editing, and retrieving data.  Often, fields are associated with lists or ranges of valid values; thus, the DBMS can detect and request correction of some data-entry errors, thereby improving database integrity.


Users retrieve data from a database in either of two ways. Users can query the database directly using a  query language to extract information in an ad hoc fashion ¾ for example, to retrieve the records of all male hypertensive patients ages 45 to 64 years for inclusion in a retrospective study.  Figure~\ref{SQL} shows the syntax for such a query using Structured Query Language (SQL).  Query formulation can be difficult, however; users must understand the contents and underlying structure of the database to construct a query correctly.  Often database programmers formulate the requests for health professionals. 


To support occasional use, front-end applications to database systems can help a user retrieve information using a menu based on the schema.  Some applications, say a drug prescription system, will use a database system without the pharmacist or ordering physician being aware of its presence.  The request records place in the database create an asynchronous communication with the pharmacy, when the pharmacy application creates the daily drug lists for the wards.


Some database queries are routine requests ¾ for example, the resource-utilization reports used by health-care administrators and the end-of-month financial reports generated for business offices.  Thus, DBMSs often also provide an alternative, simpler means for formulating such queries, called  report generation.  Users specify their data requests on the input screen of the report-generator program.  The report generator then produces the actual query program using information stored in the schema, often at predetermined intervals.  The reports are formatted so that they can be distributed without modification.  The report-generation programs can extract header information  from the schema.  However, routine report generation should be periodically reviewed in terms of its benefits.  Reports that are not read are a waste of computer, natural, and people resources.  A reliable database will be able to provide needed and up-to-date information when it is actually required.


Many DBMSs support multiple  views, or models of the data.  The data stored in a database have a single physical organization, yet different user groups can have different perspectives on the contents and structure of a database.  For example, the clinical laboratory and the finance department might use the same underlying database, but only the data relevant to the individual  application area are available to each group.  Basic patient information will be shared; the existence of other data is hidden from groups that do not need them.  Application-specific descriptions of a database are stored in such view schemas.  Through the views, a DBMS controls access to data and supports data access control, as discussed below <cite>. Thus, a DBMS facilitates the integration of data from multiple sources and avoids the expense of creating and maintaining multiple files containing redundant information.  At the same time, it accommodates the differing needs of multiple users.  The use of database technology, combined with communications technology (see Section~\ref{network}), will enable health-care institutions to attain the benefits both of independent, specialized applications and of large integrated databases.


A variety of structures can be used to organize data files and to implement databases.  <<update>> Blum's  chapter in the Suggested Readings summarizes concisely the most common organizations for data files and the corresponding methods for locating, adding, and deleting information.  The Korth and Silberschatz text provides a detailed study of the technical details of file management and DBMS, and discusses the three alternative models for structuring traditional DBMSs: the relational, hierarchical, and network models.  Wiederhold's book discusses the organization and use of databases in health-care settings.


Software for Communications


With the ability to communicate locally and remotely comes a large body of software. Five types of services provide the foundation: Email, FTP. Telnet, Browsing, and Client-server operation.  All of these use the TCP-IP protocols when operating over the Internet, and variations when other communication links are used. We distinguish them by their functionality, and the degree of complexity in their operation.


Email allows users to send and receive messages from other users, mimicking the postal service. However, the messages travel rapidly, and except for queuing delays at gateways and receiving computers their transmission is nearly instantaneous. Email is addressed directly to the intended reader, given an account name or a personal alias followed by @IP.address. There is of course no guarantee that the reader is able and willing to read the email when it arrives. Some mail protocols allow specifying an acknowledgment to be returned when the mail has been deposited or has actually been read.  Email is becoming a major informal communication path in health care. Requests for services, papers, meetings, and even telephone conferences are largely handled by email. <ref Lederberg- New Scientific,Commn>


Unwritten conventions require that email is brief and to the point. Long salutations and fancy layouts do not contribute to convenient communication.  Filling up more than a screen by a message should be avoided, if possible. While email is easily shipped to a mailing list, those lists should be focused and relevant. Spamming, sending email solicitations or announcements to broad lists is frowned upon, although hard to control. Many institutions devote personnel effort to reject spams.  This is done by filtering out messages from rogue IP addresses, or blocking excessive numbers of identical messages arriving within an interval.  The cost of shipping email is low, so that in the U.S. the price of sending email is now zero.  A minimal charge might reduce spamming. Unfortunately, the cost of collecting a fair price, base on cost, for email seems higher than the price.


The File Transfer Protocol (FTP) allows sending and retrieval of large pieces of information, pieces that are uncomfortable large for email. For instance programs and updates to programs, complete medical records, papers for review and the like are best shipped using FTP.  FTP access requires three steps: first access to the remote computer, using the IP address, then user identification to authorize access, and then specification of the name of a file, using the file naming convention at the destination site.  For open retrieval the user identification is by convention `anonymous’, and the requestor’s email address.


The use of Telnet allows a user to login on a remote computer.  If the login is successful the user becomes a fully qualified user of the remote system, and the users own machine becomes a relatively passive terminal. The smoothness of such a terminal emulation differs depending on the differences of user and used computers.  For instance, in the common case of a user on a PC using Windows telnetting into a UNIX system there are awkward mismatches of character use conventions.  However, software to overcome such incompatibilities is available, as the CRT program, and available by FTP over the Internet. Modest amounts of information can be brought into the users’ terminal machine by cutting presented data from the terminal window and pasting  into a local text editor or program. Otherwise email or FTP can be used in concert with email to transmit information obtained remotely.


Browsing is an operation that primarily uses remote resources that are provided by WWW servers. The user has an application which recognizes specific standard formats used by the web-server.  These formats are oriented towards graphic display, greatly exceeding the capabilities associated with Telnet. The base format is the Hierarchical Text Manipulation Language (HTML),  providing for text, font settings, headings, tables and the like.  Referenced from within HTML documents can point to other HTML documents, creating a web of cross-referenced works, to be navigated by the user.   HTML can also refer to subsidiary documents containing other types of information, as graphics, equations, images, video, speech, etc.,  which can be seen or heard of the browser has been augmented with helpers for the particular format being used for those subsidiary documents.  Capable browsers, as Netscape or Internet Explorer, also provide choices for downloading of the presented information, so that no separate FTP tasks need to be initiated. 


HTML documents can also include small programs in the JAVA language, called applets, which will execute on the users’ computer when referenced.  These can provide animations, but also compute summaries, merge information, and interact with selected files on the user’s computer.  The JAVA language is designed so that operations that can be destructive to the users’ files and software are blocked, but it still provides a substantial security risk <<see security section>>


A client-server linkage increases the degree of collaboration between the users and the remote computer.  The server provides information and computational services according to some protocol, and the user’s computer, as the client does complementary processing.  A common function provided by servers is database access.  Retrieved information is shipped to the client, and specialized analyses are performed on the obtained data by the client. The final results can be stored locally, printed, or mailed to others.


>>>>>>>>>>>>>>>>>>>>>>>>>>>  End of edit Sept 8 1997 >>>>>>>>>>>>>>>>>>





links of LANs to wide-area networks such as the ARPANET and the BITNET make it possible to share data and resources among independent users and institutions coast to coast and around the world.  Network users can access shared patient data (such as a hospital's medical records) or nationwide databases (such as the bibliographic databases of scientific literature citations).  They can read electronic bulletin boards to obtain information and programs, and they can exchange mail electronically








 of being directly accessible in a common storage system, sharable information may have to be sent to several participating computers, using a communication network.  The  development of technology to allow linking of independent computers in networks promises the best of both worlds ¾ independent, local systems that communicate with one another easily, sharing data and other resources.  In this section, we shall introduce the important concepts that  will allow you to understand network technology.


The exchange of data within a LAN is controlled by a set of rules, a  network protocol that specifies how messages are prepared and transmitted electronically.  For two people to communicate effectively, they must agree on the meaning of the words they are using, the style of the interaction (lecture versus conversation), a procedure for handling interruptions, and so on.  The  RS-232-C standard defines the protocol for data interfaces among electronic devices (for example, CPUs, printers, modems, and medical instruments).  The protocol of the LAN settles these issues on the level of computer communication.  


The International Standards Organization (ISO) has organized protocol rules into seven layers (Figure~\ref{iso-osi}).  At the lowest levels, protocols define the physical connections, the packet formats, and the means for detecting and correcting errors.  Higher levels define the method of addressing packets, and the timing and sequencing of transmission.  Each layer serves the layer above it and expects certain functions or services from the layer below it.  Using this


Open Systems Interconnection (OSI) Reference Model as a framework, various protocol standards for specific layers have been established. For example, the Ethernet protocol developed jointly by Xerox, Intel, and Digital Equipment Corporation is now an Institute of Electrical and Electronics Engineers (IEEE) standard, after having been widely adopted in the private sector.  This baseband protocol operates at 10 million bits per second. The token ring developed by International Business Machines Corporation and the token bus supported by General Motors ¾ the other standard LAN protocols approved by the IEEE ¾ also use the OSI model as a frame of reference.








4.3 Data Acquisition and Signal Processing


A prominent theme of this book is that capturing and entering data into the computer is difficult and expensive. Real-time acquisition of data directly from the source by direct electrical connections to instruments can overcome these problems.  Direct acquisition of data avoids the need for people to measure, encode, and manually enter the data.  Sensors attached to a patient convert biological signals, such as blood pressure, pulse rate, mechanical movement, and electrical activity, into electrical signals, which are transmitted to the computer.  Tissue density can be obtained by scanning X-ray transmission.  The signals are sampled periodically and converted to digital representation for storage and processing. Automated data-acquisition and signal-processing techniques are particularly important in patient-monitoring settings (see Chapter~\ref{monitoring}).  Similar techniques also apply to the acquisition and processing of human voice input.


Most naturally occurring signals are  analog signals ¾ signals that vary continuously.  The first bedside monitors, for example, were wholly analog devices.  Typically, they acquired an analog signal (such as that measured by the ECG) and displayed its level on a dial or other continuous display (see, for instance, the continuous signal recorded on the ECG strip shown in Figure~\ref{arrhythmia-strip}.) 


The computers we deal with are digital computers.  A  digital computer stores and processes values in discrete units.  Before processing is possible, analog signals must be converted to discrete units.  The conversion process is called  analog-to-digital conversion (ADC).  You can think of ADC as  sampling and rounding  ¾ the continuous value is observed at some instant and rounded to the nearest discrete unit (Figure~\ref{ADC-FIG}).  You need 1 bit to distinguish between two levels (for example, on or off).  If you wish to discriminate among four levels, you need 2 bits (because $ 2^ {2} = 4$), and so on.


Two parameters determine how closely the digital data represent the original analog signal: the precision with which the signal is recorded and the frequency with which the signal is sampled.  The  precision describes the degree of accuracy of a sample observation of the signal.  It is determined by the number of bits used to represent a signal and their correctness; the more bits, the greater the number of levels that can be distinguished.  Precision also is limited by the accuracy of the equipment that converts and transmits the signal.  Ranging and calibration of the instruments, either manually or automatically, is necessary for signals to be represented with as much precision as possible.  Improper ranging will result in loss of information.  For example, a change in a signal that varies between 0.1 and 0.2 volts will be undetectable if the instrument has been set to record changes between in 0.0 and 1.0, in 0.25 volt increments (see Figure~\ref{calibration}).


The  sampling rate is the second parameter that affects the correspondence between an analog signal and its digital representation.  A sampling rate that is too low relative to the rate with which a signal changes value will produce a poor representation (see Figure~\ref{sample-rate}).  On the other hand, oversampling increases the expense of processing and storing the data. As a general rule, you need to sample at least twice as frequently as the highest-frequency component needed from a signal.  For instance, looking at an ECG, we find that the basic repetition frequency is at most a few per second, but that the QRS wave contains useful frequency components on the order of 150 cycles per second.  Thus the data sampling rate should be at least 300 measurements per second.  This rate is called the  Nyquist frequency.


Another aspect of signal quality is the amount of  noise in the signal  ¾ the component of the acquired data that is  not due to the specific phenomenon being measured.  A primary source of noise is the electrical or magnetic signals produced by nearby devices and power lines.  Once the signal has been obtained from a sensor, it must be transmitted to the computer.  Often,  the signal has to leave a laboratory and pass through other equipment. Enroute, the analog signals are susceptible to electromagnetic interference.  Inaccuracies in the sensors, poor contact between sensor and source (for example, the patient), and disturbances from signals produced by processes other than the one being studied (for example, respiration interferes with the ECG) are other common sources of noise.


Three techniques, often used in combination, minimize the amount of noise in a signal prior to its arrival in the computer:


Shielding, isolation, and grounding of cables and instruments carrying analog signals reduces electrical interference. Often, two twisted wires are used to transmit the signal, one to carry the actual signal, the other to transmit the ground voltage at the sensor.  At the destination, a differential amplifier measures the difference.  Most interferences affect both wires equally; thus, the difference should reflect the true signal.  The use of glass fiberoptic cables instead of copper wires for signal transmission eliminates interference from electrical machinery, because optical signals are not affected by electrical or magnetic fields.


For robust transmission over long distances, analog signals can be  converted into a  frequency-modulated (FM) representation or into digital form.  An FM signal represents changes of the signal as changes of frequency, not of amplitude.  FM reduces noise greatly, because interference disturbs directly only the amplitude of the signal.  As long as the interference does not create amplitude changes near the high carrier frequency, no loss of data will occur during transmission. 


Conversion of analog signals to digital form provides the most robust transmission. The nearer to the source the conversion occurs, the more effective this technique is.  Digital transmission of signals is inherently noise-free; interference rarely is great enough to change a 1 value to a 0 value, or vice versa.  Furthermore, digital signals can be coded to permit detection and correction of faults.  Placing a microprocessor near the signal source is now the most common way to achieve such a conversion.  The development of digital signal processing (DSP) chips ¾ also used for computer voice mail ¾ will accelerate this trend.


Filtering algorithms can be used to reduce the effect of noise.  Usually, these algorithms are applied to the data once the latter have been stored in memory.  A characteristic of noise is its relatively random pattern.  Repetitive signals, such as an ECG, can be integrated over several cycles, thus reducing the effects of random noise.  When the noise pattern differs from the signal pattern, Fourier analysis can be used to filter the signal; a signal is decomposed into its individual components, each with a distinct period and amplitude.  (Wiederhold and Clayton's article in the Suggested Readings explains Fourier analysis in greater detail.) Unwanted components of the signal are assumed to be noise and are eliminated.  Some noise (such as the 60-cycle interference caused by a building's electrical circuitry) has a regular pattern.  In this case, the portion of the signal that is known to be caused by interference can be filtered out. 


Once the data have been acquired and cleaned up, they typically are processed to reduce their volume and to abstract information for use by interpretation programs.  Often, the data are analyzed to extract important parameters, or  features, of the signal ¾ for example, the duration or intensity of the ST segment of an ECG.  The computer also can analyze the shape of the waveform, by comparing the signal to models of known patterns, or templates.  In speech recognition, the voice signals can be compared to stored profiles of spoken words.  Further analysis is necessary to determine the meaning or importance of the signals ¾ for example, to allow automated ECG-based cardiac diagnosis or speech understanding.


4.4 Security  


The term security covers many concepts in computing. There should be reliability, protection against loss, protection against unauthorized release, completeness of results, etc.  Methods to provide security are part of most computer systems, but healthcare systems are distinguished by having especially complex considerations for the release of information.


The prime approach to protect against loss is to provide backups, since hardware and software systems will never be perfectly reliable. Information of long-term value is copied onto archival storage, and copies are kept at remote sites to protect them against local disasters. For short-term protection data can be written on duplicate storage devices. If one of them is attached to a remote processor, then additional protection is obtained against disasters. If that processor has different software then further protection exists against software failures and viruses.


A virus is attached to some innocuous program, and when that program is executed two actions take place:


the viral code copies itself into other programs residing in the computer


the virus is then free do its work, destructive or relatively benign, immediately, or at a later time, to better escape detection.


A software virus causes havoc with computer operations, even if it does not do violent damage, by disturbing operations and system access.  To protect against viruses, all programs entering the system should be checked against known viral codes and unexpected changes in size or configuration.  It is not always obvious that a program has been imported.  A word-processing document may include macros which help in formatting the document, but such a macro can also include viral codes, so that the document can be infected.  Spreadsheets, graphic presentations, etc., are also subject to carrying infections.





To protect against improper access to computers and their files several steps are performed:


the customer is authenticated through a positive and unique identification, as name and password combination 


the authenticated customer is authorized to perform certain action, as search through certain medical records


Authentication can be performed within an individual computer system, but since most institutions operate multiple computers, it is best to define a firewall, within all sharable computers of the institution can live. Then only one authentication needs to be performed, and the authenticated customer can access all services within the firewall, of course still limited by the authorizations given.  The authorization may be embodied as digital certificates,  which then can be checked by the services, so that the services do not need to check the authorizations themselves.  Centralizing the authentication and authorization simplifies the maintenance of access control and reduces the possibility of an intruder finding holes in the system.


Cryptographic encoding is a primary tool for protecting data that are stored and transmitted. Once data are encrypted a key is needed to decode the information and make it again legible and processable. Longer key-lengths provide more security, because they become harder and harder to guess, although powerful computers can help intruders to rapidly test millions of candidate keys. Keys of 56-bit length are no longer considered very secure, and keys of 128 bits are now entering service.  If a key is lost, then the information encrypted with the key is effectively lost as well. If too many copies of the key exist then security is again compromised. Holding the keys in escrow by a trusted party can provide some protection against loss. Law enforcement officials support escrow schemes, so that information can be obtained when needed for legal or criminal investigations, but privacy advocates are quite uncomfortable with having keys held in governmental escrow.


Even when access has been authorized and is protected, further checks must be made.  A medical record is not partitioned according to external access criteria, and the variety of collaborators in health care all have diverse needs and rights to the information collected in the medical record.


Patients ¾  most of their own records


Community physicians ¾  records of their patients


Hospital laboratories and services ¾  information to reduce errors and adverse reactions


Public health agencies  ¾  incidences of communicable diseases


Medical researchers  ¾  anonymous records or summarizations of data for patient groups


Community  ¾  records relating to social support


Specialty physicians  ¾  records of patients for consults


Hospital Monitors ¾  records to prevent iotragenic disease outbreaks


Billing clerks ¾  records of services, with documentation  


Insurance providers ¾ justifications of charges


Hospital ethics boards ¾  records to validate appropriate care


Hospital accreditation ¾  records to validate appropriate processes and coverage


Items kept in the medical records will have different rules for release, as set by institutional policy following legal and ethical considerations. For instance, a medical record on a cardiac patient can include


notations that would reveal a diagnosis of HIV, which should not be revealed to cardiology researchers. Depending on institutional policy, such cases should be omitted or sanitized before release.


In order to protect the privacy of medical records against inappropriate release to collaborators the records should be inspected before release, but such checking requires more resources than most healthcare institutions are willing to devote. Currently few resources are devoted to security of health care data, most of them are used to resolve problems after a violation is reported [<NRC report>]. Even minimal encryption is rarely used, because of the awkwardness created in handling the keys and accessing the data. However, concerns over privacy protection are increasing and are started to be supported by legal requirements of responsible trustee ship by collectors and holders of medical records. To deal with this tools to protect privacy of information will be needed to augment current technology [<sweeny, wiederhold papers>]





4.5     Summary


As we have seen in this chapter, the synthesis of large-scale information systems is accomplished through the careful construction of hierarchies of hardware and software. Each successive layer is more abstract and hides many of the details of the preceding layer.  Without worrying much about the technical details, users can access a wealth of computational resources, and can perform complex information management tasks, such as information storage and retrieval, communication, and the other information-processing functions described in the next chapter.  Thus, simple methods for storing and manipulating bits of data ultimately  produce complex information systems with powerful capabilities.


Certain issues transcend the hardware and software hierarchies.  Communication links can connect local and remote computers in arbitrary configurations. The control of multiple systems is often not centralized, and hence not managed in a hierarchical manner.  Security issues also transcend simple hierarchies.





Suggested Readings


Blum, B.I. Clinical Information Systems. New York: Springer-Verlag, 1986.


The first five chapters of this book cover many of the topics we presented here; they include an overview of hardware and software, an introduction to databases, and a survey of programming languages.  The first chapter provides a brief summary of the development of computing from the invention of the earliest computational tools in the 1600s, to the experiments with early electronic computers such as the Mark I and ENIAC, to the advent of today's microprocessors.


Ullman, J. and Widom, J. A First Course in Database Systems ; Prentice Hall, 1996 


This introductory-level book covers databases from the point of view of the database designer, user, and application programmer. It includes comprehensive coverage of SQL programming, the design of databases using both the Entity-Relationship model and the Object-oriented model


McDonald, C.J. (ed). Tutorials. New York: Springer-Verlag, 1988.


The third in a series of  M.D. Computing: Benchmark Papers, this volume contains 17 tutorials originally published in  M.D. Computing, including articles on computer hardware, local-area networks, operating systems, and programming languages.  The collection will be of interest to computing novices who wish to understand how computers work, or who would like to learn some elementary programming skills. The second book in the series, Images, Signals, and Devices, introduces the use of computers in bioengineering.  It contains articles on imaging and monitoring, including overviews of technologies, such as computed tomography. 


Hennessy & Patterson, Computer Architecture, A Quantitative Approach, 2nd Edition, Morgan Kaufmann 1994


This technical book provides an in-depth explanation of the physical and conceptual underpinnings of computer hardware and its operation.  It is suitable for technically oriented readers who want to understand the details of computer architecture.


Simborg, D.W. et al. Local area networks and the hospital. Computers and Biomedical Research, 16:247, 1983.


<<there should be something more recent, but I don’t know what>>


This article first summarizes the information needs of hospitals, then discusses a local-area communications network that is well suited to meeting these needs.  It briefly explains alternative network topologies (geometric configurations for linking computers) and the International Standards Organization's layered network-protocol model.


Tanenbaum, A.S. Computer Networks, 3rd edition. Englewood Cliffs, NJ: Prentice-Hall, 1996.


The heavily revised edition of a classic textbook on computer communications, this book is well organized, clearly written, and easy to understand.  The introductory chapter describes network architectures and the ISO OSI reference model. Each of the remaining chapters discusses in detail a layer of the ISO model.  


Wiederhold, G. Databases for Health Care. New York: Springer-Verlag, 1981. 


<<pretty old, but I don’t know of an other similar summary.  Marion Ball’s book has more words, more breadth, but less on databases>> 


This book uses a health-care perspective to introduce the concepts of database technology.  It describes the structure and functions of databases and discusses the scientific and operational issues associated with their use, including the problems of missing data and the conflict between data sharing and data confidentiality.  The appendices provide examples of COSTAR (see Chapter~\ref{records}), ARAMIS (see Chapter~\ref{research}), and other databases currently used in health-care settings.   


Wiederhold, G. and Clayton, P.D.  Processing biological data in real time. M.D.  Computing, 2(6):16, 1985. 


This article discusses the principles and problems of acquiring and processing biological data in real time.  It covers much of the material discussed in the signal-processing section of this chapter and it provides more detailed explanations of analog-to-digital  conversion and Fourier analysis.


Winston, Patrick Henry, and Narasimhan, Sundar. On to JAVA.  Addison Wesley 1996.


A programming text


Questions for Discussion


Why do computer systems use magnetic disks store data and programs, rather than keeping everything in main memory where it could be accessed much more quickly?


What are the considerations in deciding whether to keep data in active versus archival storage?


Explain how an operating system insulates users from hardware changes.


Discuss the advantages and disadvantages of individual workstations linked  in a LAN  versus shared access to a mainframe computers.


Define the terms ``data independence" and ``database schema."  How do database management systems facilitate data independence? 


Why have so many different computer languages have been developed?   


Computer viruses are programs that inadvertently are loaded onto a computer when legitimate programs and data are transferred.  If a virus program is executed it can modify or destroy data and programs or it can help unauthorized users to gain access to the system.  Keeping in mind the analogy to biological viruses, discuss potential mechanisms for protecting against computer viruses.
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Legends to Figures


Redrawn and inserted :      	The von Neumann model is the basic architecture of most modern computers.  The computer comprises a single central processing unit, an area for memory, and a data bus for transferring data between the tw


4.2 Retype or insert from DBD files:`	The American Standard Code for Information Interchange (ASCII) is a standard scheme for representing alphanumeric characters using 7 bits.   The upper- and lower-case alphabet, the decimal digits, and common punctuation characters are shown here with their ASCII representations.  


{ascii-table}


4.3 Realistic Figure inserted:	 A cutaway illustration of a disk unit with 6 platters (10 magnetic surfaces).  Physical movement of the read-write heads interleaved between the platters allows data to be stored and retrieved from the concentric tracks of each disk's surface. 


4.4  Get a modern screen dump:	Initial and subsequent screens of a menu-driven order-entry system.  The highlighted entry indicates which item was selected (with a mouse, light pen or finger) to display the subsequent screen.


4.5  get from Addison-Wesley or original source:	The data-entry screen of the ONCOCIN consultation system is a computer-based representation of the familiar paper flowchart on which physicians normally record information regarding their cancer patients.  The physician can enter the platelet count into the database by selecting digits from the numerical menu displayed in the upper righthand corner of the figure.  Only  he hematology section of the flowchart currently is visible.  The physician can view data on disease activity, chemotherapies, and so on, by selecting from the alternative section headings.


{ONCOCIN-flowsheet}


4.6 get from Addison-Wesley or original source:	 Images provide an alternate means of entering data.  Rather than describing the location of a tumor in words, a physician using the ONCOCIN consultation system can indicate the location of a lesion by selecting regions on a torso.  In this figure, the physicians has indicated involvement of the patient's liver.


{torso}


(a) get from Addison-Wesley or original source:	 Displays allow the on-screen presentation of digitally encoded pictures.  


4.7 (b) omit 


(c)  get a better picture (from Russ Altman?)  :	 Intensity and color cav be used to convey imprssions of 30dimensional structures


4.8 get from Addison-Wesley or original source:	Varying the number of pixels and number of bits per pixel affects the spatial and contrast resolution of a digital image.  The image in the upper righthand corner was displayed using a $ 256 \times 256 $ array of pixels, 8 bits per pixel; the subject (Walt Whitman) is easily discernable.  (Reproduced, with permission, from Price, R.R. and James, A.E. Basic principles and instrumentation of digital radiography. In Price, R.R., et al. (eds), Digital Radiography: A Focus on Clinical Utility. Orlando, FL: W.B. Saunders, 1982.)


{resolution}


4.9    Retype or omit:	An assembly-language program and a corresponding machine-language program to add two numbers and store the result.


{assembly}


4-10  omit :	Virtual memory provides users with the illusion that they have many more addressable memory locations than there are in real memory ¾ in this case, 16 times as much.  Programs and data stored on peripheral disks are  swapped into main memory when they are referenced; logical addresses are translated automatically to physical addresses by the hardware. 


4-10, was 4-11  retype or get from Addison-Wesley:		A simple patient data file containing records for 4 pediatric patients.  The key field of each record contains the medical record number that uniquely identifies the patient.  The other fields of the record contain demographic information.


{data-file}


4-11 new, inserted: Computations in a database system


4-12  retype or get from Addison-Wesley:		An example of a simple database query written in Structured Query Language (SQL).  The program will retrieve the records of males whose age is between 45 and 64 years and whose systolic blood pressure is greater than 140 mmHg.


{SQL}


4-13 get from Addison-Wesley :	Analog-to-digital conversion is a technique for transforming continuous-valued signals to discrete values.  In this example, each sampled value is converted to one of four discrete levels (represented by 2 bits).


{ADC-FIG}


4-14 get from Addison-Wesley :	The amplitude of signals from sensors must be  ranged to  account for individual patient variation (for example, due to obesity). As illustrated here, the details of the signal may be lost if the signal is insufficiently amplified.  On the other hand, overamplification will produce clipped peaks and troughs.


{calibration}


4-15 get from Addison-Wesley :	The greater the sampling rate, the closer the sampled observations will correspond to the underlying analog signal.  When the sampling rate is low (as in Panel C), the results of the analog-to-digital conversion can be misleading.  Note the degradation of the quality of the signal as one proceeds from Panel A to Panel C. (Figure~\ref{ECG-sampling} illustrates the effects of varying sampling rate on the quality of an ECG signal.)


{sample-rate}


4-16  get up-to-date NSF backbone pictures with some regional clouds:		The NSFnet built by the National Science Foundation comprises several crosscountry backbones and gateways into regional computer networks (shown as triangles).  It replaced the Advanced Research Projects Agency Network (ARPANET),, as the major communications network connecting research institutions throughout the United States.  


{NSFnet} 


The star, ring, and bus are the most common topologies for local-area networks. 


{topology} <<omit>>


\end{figure}


The Open Systems Interconnection (OSI) Reference Model developed by the International  standards Organization (ISO) specifies seven layers of network protocols at successively higher levels of abstraction. Each layer serves the layer above it and expects particular functions or services from the layer below it. 


{iso-osi}


�
material to be omitted





The configuration, or shape, of the physical connections among the nodes of a LAN is the  network topology.  The most common topologies are the star, ring, and bus  Figure~\ref{topology}).  In a  star network, all communication passes through a central node enroute to any other node. For example, the switching device of a PBX data system serves as the central node of a star LAN.  The main advantage of a star network is its simplicity.  The central computer may act as the communication controller, as well as a common database for storage and retrieval of information.  It is relatively easy to connect a new device to the network by establishing a connection between the new node and the central device.  A disadvantage of the star topology is that the central node is a  potential communication bottleneck.  Furthermore, it is a single point of failure for the entire network.  Ring networks link all nodes in a closed circle.  Message packets are passed from node to node around the ring until they reach their destinations. Like a star network, a ring is simple in that each device receives  ring networks link all nodes in a closed circle.  Message packets are passed >From node to node around the ring until they reach their destinations. Like a star network, a ring is simple in that each device receives all messages from a single source and passes on all messages to only one other source.  A disadvantage of the ring network is that the failure of any one node will break the ring,  thus bringing down the entire network. 


Each node in a  bus network is connected to a common communication line or cable. A message sent from any device on the network is heard directly by all other devices.  If the packet is addressed to the host, the message is accepted. Otherwise, the message  is ignored.  Thus, bus networks are particularly well suited for transmitting broadcast messages intended for many users.  Bus networks are less subject to a single point of failure than are either ring or star networks. A disadvantage of the bus, however, is the complexity of the software for controlling network access to ensure equitable and orderly use. >>








