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\section{Introduction}


The objective of {\sl interoperation} is to increase the value of information when information from multiple sources is accessed, related, and combined.  However, care is required to realize this benefit. One problem to be addressed in this context is that a simple integration over the ever-expanding number of resources available on-line leads to what customers perceive as {\sl information overload}.  In actuality, the customers experience {\sl data overload}, making it nearly impossible for them to extract relevant information out of a huge haystack of data.





Information should support the making of decisions and actions. We distinguish {\sl Interoperation of Information} from integration of data and databases, since we do not expect to combine the sources, but only selected results derived from them [Kim:95].  If much of the data obtained from the sources is materialized, then the integration of information overlaps with the topic of {\sl data warehousing} [Kimball:96].  In the interoperation paradigm the merging is performed as the need arises, relying on {\sl articulation points} that have been found and defined earlier [ColletHS:91].  Such interoperation requires knowledge and intelligence, but the value to the consumer of the result increases substantially. 





The provision of such intermediate services requires an architecture for computing system that allows flexible creation of new applications, growth of intermediate services in breadth and in depth, and effective exploitation of private and public data resources. Such mediating services create an opportunity for novel on-line business ventures, which will replace the traditional services provided by publishers, through their reviewers and editors, and libraries, through their indexers, local storage capabilities, and dissemination services [Wiederhold:98].   





\section{Architecture}


     We define the architecture of a software system to be the partitioning of a system into major pieces. Criteria for partitioning are technical and social.   The prime technical criterium is having a modest bandwidth requirement across the interfaces among the pieces.  The prime social criterium is having a well defined domain for management, with local authority and responsibilities.  Luckily, these two criteria often match.   


     It is now obvious that building a single, integrated system for any substantial enterprise, encompassing all possible source domains and knowledge about them is an impossible task. Even abstract modeling of a single enterprise in sufficient detail has been frustrating.  When such proposals were made in the past, the scope of information processing in an enterprise was poorly understood, and data-processing often focused on financial management. Now enterprises use public information in concert with their own data. Many have also delegated data-processing, together with profit-and-loss responsibilities, to smaller units. Worse, however, is that the result would not be maintainable.  A stable database, as would be used as a resource for the examples cited above, will still change its structure every few years, as capabilities and environments change, companies merge, and new rate-structures develop.  





Today, a popular architecture is represented by client-server systems (Figure 1).  Simple {\sl middleware} as CORBA and COM [HelalB:95], provides communication among the two layers. However, these 2-layer systems do not scale well as the number of available services grows.  While assembly of a new client is easy if all the required services exist, if any change is needed in an existing service to accommodate the new client, a major maintenance problem arises.  First of all, all other clients have to be inspected to see if they use any of the services being updated, and those that do have to be updated when the service changes,  in perfect synchrony.  Scheduling the change-over to a data that suitable that is suitable for the affected clients induces delays.  Those delays in turn cause that other updates needs arise, and will have to be inserted on that same day.  The changeover becomes a major event, costly and risky. 





Figure 1:  A Client-Server Architecture.





Hence, dealing with many, say  hundreds of data servers entails constant changes. A client-server architecture of that size is likely never be able to serve the customers.  To make such large systems work, an architectural alternative is required.  We will see that changes can be gradually accommodated  in a mediated architecture, as a result of an improved assignment of functions. 





Figure 2: A Mediated Architecture





\subsection{Mediator Architecture}


The mediator architecture envisages a partitioning of resources and services in two dimensions [W:92c] (Figure 2):





\begin{enumerate}


\item  horizontally into three layers: the client applications, the intermediate service  modules, and the base servers.





\item  vertically into many domains: for each domain, the number of supporting servers is best limited to $7\pm2$ [Miller:56].


\end{enumerate}





\noindent The modules in the various layers will contribute data and information to each other, but they will not be strictly matched (i.e., not be {\sl stovepiped}).  The vertical partitioning in the mediating layer is based on having expertise in a service domain, and within that layer modules may call on each other. For instance, logistics expertise, as knowledge about merchant shippers, will be kept in a single mediating module, and a superior mediating module dealing with shared concepts about transportation will integrate ship, trucking, and railroad information.  At the client layer several distinct domains, such as weather and cost of shipping, will be brought together.  These domains do not have commensurate metrics, so that a service layer cannot provide reliable interoperation (Figure 3).  The client layer and, in it, the logistics customer, has to weigh the combination and make the final decision to balance costs and risks.  Similarly, a farmer may combine harvest and weather information.  Moving the vagueness of combining information from dissimilar domains to the client layer reduces the overall  complexity of the system.





Figure 3:  Formal and Pragmatic Interoperation.





\subsection{Task assignment}


In a 2-layer client-server architecture all functions had to be assigned either to the server or to the client.  The current debates on  thin versus fat clients and servers illustrate that the alternatives are not clear, even though that some function assignment are obvious. With a third, intermediate layer, which mediates between the users and the sources, many functions, and particularly those which add value, and require maintenance to retain value, can be assigned there..  We will review those assignments now. 





\subsubsection{Server} Selection of data is a function which is best performed at the server since one does not want to ship large amounts of unneeded data to the client or the mediator.  The  effectiveness of the SELECT statement of SQL is evidence of that  assignment; not many languages can make do with one verb for most of their functionality.  Making those data accessible may require a {\sl wrapper} at or near the server, so that access can be performed using standard interfaces.  When legacy files can be structured into tables, SQL will become the access language, as is being done by many extensions of relational system [<Sybase ..>].  When data cannot be structured that well, then XML format provides an alternative, especially when a suitable DTD for a domain is available. Such semi-structured data have been the topic of much recent research [PapakonstantinouGW:95].


 


    \subsubsection{Client} Interaction with the user is an obvious function for the clients. Local response must be rapid and reliable.  Adaptation to the wide variety of local devices is understood locally, for instance, moving from displays and keyboards to voice output and gesture input requires local feedback. Images and maps may have to be scaled.  When maps are scaled, the labeling has to be adjusted [<Kunii book>]. The alternative technology provided by Java does allow uploading of functions from server to client, but maintaining such software variety in the server is costly, as is shipping of all alternatives for all client types.





\subsection{Mediators} 


Not suitable for assignment to a server nor to a client are functions as the integration of data from multiple servers and the transformation of those data to an information format that is effective for the client  program.  Requiring that any server can interoperate with any other possible relevant server imposes requirements that are hard to establish and impossible to maintain.  The resulting $n^2$ complexity is obvious.  Similarly, requiring that servers can prepare views for any client is also onerous; in practice the load of adaptation would fall on the client.





In the mediating layer will be a variety of  modules. For instance, {\sl facilitators} will search for likely resources and ways to access them [WiederholdG:97]. {\sl Query processors} will reformulate the query to enhance the chance of obtaining relevant data [KnoblockEa:19xx, ChuQ:94]. Text associated with images can be processed to


yield additional keys  [Rowe:95].  Ontological tools will seek matching points for articulation [Janninck:98], [Studer:98]. {\sl Integrators} will combine the received data [<ERIS>].  Structural modeling tools will transform source data them into object-oriented formats. [<penguin>], [<IPSI>]. {\sl Abstractors} will summarize text for  customers [<xerox.]. {\sl Data miners} will search for unexpected findings [<xx>].  In this exposition we will focus on issues that relate to spatial information, the references given can be used to explore other areas.





\subsubsection{Integration}


To serve interoperation, related information that is relevant for the domain has to be selected and acquired from multiple sources.  While articulation of pure information is based on matching of abstract terms, when systems need to exchange actual goods and services, physical proximity is paramount.  This means that for problems in logistics, in military planning, in service delivery, and in responding to natural disasters geographic markers are of prime importance. For planning and decision-making results from simulations also need to be integrated [ArensCHIK:94].





The representation of geographic fiducial points varies however greatly among sources and their representations.  We commonly use names to denote geographic entities, but the naming differs among contexts.  Even names of major entities, as countries, differs among respected resources.  While the U.N. web pages refer to "The Gambia", most other sources call the country simply "Gambia".  If we include temporal variations then the names of the components of the former USSR and Yugoslavia induce more complexity.  Based on current sources we would not be able to find in which country the 19<xx> Winter Olympics were held [JanninkEa:97].  When native representations used differing alphabets another level of complexity ensues.





The problems get worse at finer granularity.  Names and extents of towns and roads change, and for delivery of goods to a specific loading dock at a warehouse local knowledge becomes essential.  Such local knowledge must be delegated to the lowest level in the system to allow maintenance and flexibility.  In modern delivery systems, as those used by Federal express [<Ref?>], the driver makes the final judgement and records the location as well as the recipient.  





\subsection{Georeferencing}


Using latitude and longitude can provide a common underpinning. The wide availability of GPS has popularized this representation.  Whiled commercial GPS is limited to about 100 m precision, the increasing capabilities of ground-based emitters (pseudolites), used in combination with space-based transmitters can conveniently increase the precision to a meter, allowing, for instance, the matching of trucks to loading gates. The translations required to move from geographical named areas and points to areas described by vertices is now well understood, although remains sufficiently complex that mediators are required to offload clients from performing such transformations.    





To perform access to the sources the names or spatial parameters used as keys must be used.  When latitude and longitude is used then circumscribing boxes must be defined so that all possibly relevant material is included, and the result filtered locally [GaedeG:98]. Again, many of these techniques are well understood, but require the right architectural setting to become available as services to a larger user population.





\subsubsection{Transformation}


The mediators must also be able to transform geographic results to the proper context for the application domain.  Often data must be aggregated to a higher level of granularity.   To assess sales in a region data from all stores in the region must be aggregated.  The aggregation may require multiple hierarchical levels, where postal codes and town names provide intermediate levels.  Such a hierarchy can be modeled in the mediator, so that the client is relieved from that computation.  The summarization will also reduce the volume data, relieving the network and the processors from high demands. 





Differing contexts require alternate hierarchies.  In geography we distinguish political, social, topographical, and other hierarchies. While geographically-based hierarchies are common, other aggregations may be based on social criteria, as income or age of customers.  Layering of geographic criteria and social criteria is also common.   While languages as SQL provide the means for grouping and summarization, expressing the criteria correctly is difficult for end-users.  Warehouse and data-mining technology is addressing these issues today, but supporting a wide variety of aggregation models with materialized data is very costly.





The lack of an operator to compute the variance, complementing the {\tt AVERAGE} operator also motivates moving aggregating computations out of the client.   While in 90\% of the cases the average is a valid descriptor of a data set, not warning the end-user that the distribution is far from normal (bi-modal or having major outliers) is fraught with dangers in misinterpretation.  Knowledge encoded in a mediator can provide warnings, appropriate to the type of service being provided, that the data is not trustworthy.





Most clients are best served by information in object-oriented form. That means not only carrying forward the top-level summarization, but also details that contribute to the summaries. 





Heterogeneous sources will often differ in detail, either through data-collection errors, temporal inconsistency, or context differences.  A mediator may have rules as `Source A is preferable over Source B', or more recent data are better, but sometimes the


differences cannot be resolved at that level, because the metrics for judgement are absent. If the differences are significant, both results and the sources can be reported to the client [AgarwalKSW:95].





\section{Digital Libraries}


Related research is being performed within the Digital Library Project.  <<Alexandria>>. Here the base material is text, as well as graphics and some images, and the challenge is again dealing with the lack of common structure [HammerGIPUW:95], heterogeneity [NavatheD:95], and the redundancy [ShivakumarG:96] in the source data.  There are many opportunities for innovative value-added services in this area [W:95l].  Other agencies, specifically NSF and NASA are jointly supporting digital library research.











\section{Research Issues)





\subsection{Semantics}





\subsection{Moving past Data}


 








\subsection{Effectiveness}


     Commercial dissemination of I3 research will only occur if its paradigm proves to be effective.  Interposition of a mediating layer into the client-server model incurs costs.  A system's performance cost may be offset through reduction in transmitted data volume, as the information density increases.  But the crucial benefit/cost ratios are in service quality and system maintenance [W:95m].  Reduced long-term maintenance costs may become be the most powerful driver towards the use of I3 technologies, since software maintenance absorbs anywhere from 60\% to 90\% of computing budgets, and increases disproportionally with scale.   aslo





<Performance Caching 


 [KellerB: 95] > 





However, the bane of artificial intelligence technology has been the cost-versus-benefit of knowledge maintenance.  The leverage that modest, domain-specific knowledge bases should offer through improved access to massive data resources, should be substantial, but still has to be proven.  In the meantime, mediated systems are being built where alternatives are not feasible, for instance, where source data is hidden in legacy systems that cannot be converted, or where the planning cycle needed for data system integration is excessive.





\subsection{Privacy}


    Interoperation, while adding value, also adds risks.  Combining information from multiple sources and  having helpful agents retrieve relevant information which was not directly requested increases the risk of violation of individual and commercial privacy. Issues of privacy protection [JonesCW:95] and security must be addressed if broad access to valuable data is to become commonplace. A project on security mediation focuses on this issue [WiederholdBQ:94].  A security mediator is a distinct module in an enterprise firewall, which complements traditional access protection with mechanisms to filter results before releasing them to the outside world.  In a security mediator the owner is the security officer in charge of an organizationally defined domain [GongQ:96].  








\section{Status} 


    Current operational I3 systems have been explicitly programmed, and while they follow a knowledge-base paradigm in their development, they do not yet show the benefits of knowledge-based software technology. Building new systems can become more effective if there is reuse of technology [GreenLM:91] [Musen:92].  





As software suppliers gain experience there will be spinoffs into pure commercial work [DeBellisH:95]. An early example is the use of matchmaking mediators leading now to application in the Lockheed-sponsored venture for distribution of space satellite images [MarkTMS:92].








\subsection{Standards}


     For reuse, interface standards are crucial.  Knowledge-representation methods as L{\pseightrm OOM} [MacGregor:90], knowledge interchange formalisms as K{\pseightrm IF} [GeneserethS:93] and N{\pseightrm CL} [Su et al, 1994], and a transmission protocol for knowledge and data querying and manipulation (K{\pseightrm QML}) [FininFMM:94].  These conventions provide higher level interfaces than current standards such as object description languages (O{\pseightrm DL} [Catell:91]), object request brokering protocols (C{\pseightrm ORBA} [OMG:94], [CourtneyJSSW:93]), and transmission and interoperation protocols (T{\pseightrm CP/IP} [Libicki:95]).  








XML








Some of the new conventions are being considered for standardization, but it is wise to wait before imposing any such standards until adequate practical experience exists.  It remains an open question how beneficial researcher involvement in the standards development process will be, but researchers will certainly be affected by the outcomes [Libicki:95].





 





\section{Research}  <section, relevamce>


    Having a {\sl need} itself is not an adequate motivation for research investment; there also has to be a reasonable hope of moving towards solutions.  In many areas, say in dealing with problems of strife and hunger, we are frustrated by complexity and a lack of leverage points. However, in dealing with obtaining information from data we are convinced that technologies developed in the domain of Artificial Intelligence can be effective.  Artificial intelligence has worked well for other tasks in well-defined domains.  Data resources, and especially databases, carry implicit or explicit domain definitions --- no database customer expects a merchant shipping database to deal with interest rates. Similarly, a financial database is expected to ignore details about ships and a weather database is innocent of both. In all three domains the knowledge needed to adequately describe the data is manageable, but great leverage is provided by the many ground instances that knowledge-based rules can refer to.





Interoperation over multiple databases increases the value of the information [Dao et al., 1995].  Combining merchant ship data with trucking and railroad information permits a user to analyze multi-modal shipping.  Interoperating over multiple, distinct domains, as shipping, cost-of-money, and weather requires yet more knowledge, but will greatly improve the value of the information for the customer.  A manager who deals with delivery of goods to clients must combine information about shipping, the cost of inventory that is delayed, and the effects of weather on possible delays.  This knowledge is tied to the user's task model, which represents yet another domain.





Examples of tasks requiring knowledge-based processing are in the selection of relevant and high-quality data, the matching of data objects that do not have simple matching keys, the description and creation of fused data objects, the summarization, abstraction, and analysis needed to reduce the data to high-value-per-bit information [W:92a].





These tasks are complex and have to be adaptable to evolving needs of the customers, to changes in data resources, and to upgrades of system environments.  In the past such processing has been mainly hard-coded; today it is clear that only the most modern software and knowledge-based technology can hope to support systems that can remain effective over an extended period of time.  The number of research issues needing solutions in the field is great.





\section{Background}


Starting in 1992 the Advanced Research Projects Agency (ARPA, now DARPA), the agency for joint research over all service branches of the U.S.\ Department of Defense, initiated a new research program in I3. Much research efforts described in this issue were initiated with ARPA support.  It is namely crucial for the military to rapidly and flexibly integrate information from multiple sources.  Capabilities for data collection are increasing rapidly, advances in communications accelerate the flow, the situations that the military must deal with are increasingly varied, and the personnel resources available to deal with this flood are decreasing.  Military intelligence systems were among the first users of I3 technology, even before solid research results were obtained and documented.  {\sl Fusion} of sensor data and images was already common, 








\section{Conclusion}


Mediated systems are still in their infancy. We hope that   ongoing development and deployment will fuel an effective research cycle. Having a clean architecture allows also a partitioning of research tasks, since the overall problem presented by information systems is greater than any single project can handle. The architecture we presented allows multiple application hierarchies to be overlaid, so that the structure forms a directed acyclic graph from client to resource, although the information flow is in the opposite direction.  The complexity is still an order less than that implied by arbitrary networks, simplifying composition both in terms of research and management.  





The breadth of resources available from public and private resources is increasing, and most enterprises will employ a mix, to reduce internal costs on one hand and have unique benefits on the other hand.  Structured databases are joined by semi-structured information as well as by computational resources, as simulations and planning tools [WiederholdJG:98]. The data representations will range from tables, to text, graphs, maps, images, video, and voice.  Interoperation will require a variety of articulation points among sources and media.


   


\section{References}


  <<incomplete>>





{\hang





[AgarwalKSW:95] Shailesh Agarwal, A.M. Keller, K. Saraswat, and G.\


Wiederhold: ``Flexible Relation: An Approach for Integrating Data from


Multiple, Possibly Inconsistent Databases" ; {\sl Proc. IEEE Data


Engineering Conference}, Taipei, Taiwan, March 1995.








[ArensKS:96] Ygal Arens, Craig Knoblock, and Wei-Min Shen: "Query


Reformulation for Dynamic Information Integration"; in Wiederhold


(editor):{Intelligent Integration of Information}, Kluwer Pubs.,


1996. 





[ChuQ:94] W.W. Chu and Q. Chen: ``A Structured Approach for Cooperative Query


Answering"; {\sl IEEE Transactions on Knowledge and Data Engineering};


Vol.6 No.5, October 1994.





[ColletHS:91]{C.~Collet, M.~Huhns, and W-M.~Shen}: ``Resource Integration Using a Large Knowledge Base in {\csc carnot}''; {\sl IEEE Computer}, Vol.24 No.12, Dec.1991.





[GaedeG:98] Gaede and Gunther: {\sl ACM Comp.Surveys}, 1998.





[Guha:91] R.V.  Guha: Contexts: A formalization and some application; Doctoral dissertation, Stanford University. Also {MCC} Technical  Report Number {ACT-CYC}-423-91, 1991.


[HelalB:95] Abdelsalem Helal and Ravi Badrachalam: "COM versus 


CORBA: Will Microsoft Come Out on Top";<i> IEEE Computer</i>, 


Vol.28 No.10, Oct.95, pp.61-62. 


[KellerJA:93] A.M. Keller, R. Jensen, and S. Agarwal: "Persistence


Software: Bridging Object- Oriented Programming and Relational


Databases"; <i>ACM SIGMOD, International Conference on Management of


Data</i>, May 1993.








<P>[KellerB:95] A.M. Keller and Julie Basu: ``A Predicate-based Caching


Scheme for Client-Server Database Architectures''; <i>VLDB 21, 21st Int.


Conf. on Very Large Data Bases</i>, Zurich, Switzerland, September 1995.





[Kim:95] Won Kim (ed): {\sl Modern Database Systems: the Object Model, Interoperability and Beyond}; ACM press, Addison Wesley, 1995. 





[Kimball:96] Ralph Kimball: {\sl The Data Warehouse}; Wiley, 1996.





\bibitem {[WJL:93]}  Gio Wiederhold, Sushil Jajodia, and Witold Litwin:


"Integrating Temporal Data in a Heterogenous Environment"; in Tansel,


Clifford, Gadia, Jajodia, Segiv, Snodgrass: {\sl Temporal Databases,


Theory, Design and Implementation}; Benjamin Cummins Publishing, 1993,


pages 563-579.





[WiederholdG:97] Gio Wiederhold and Michael Genesereth: "The Conceptual Basis for Mediation Services"; {\sl IEEE Expert}, Vol.12 No.5, Sep.-Oct. 1997, pages 38-47.





[Wiederhold:98] Gio Wiederhold: "Weaving Data into Information"; {\sl Database Programming and Design}; Freeman pubs, Sept. 1998.





[WiederholdJG:98] Gio Wiederhold, Rushan Jiang, and Hector Garcia-Molina: "An Interface Language for Projecting Alternatives in Decision-Making"; {\sl Proc. 1998 AFCEA Database Colloquium}, AFCEA and SAIC, San Diego, Sep. 1998.





} % end hang


\vfill


\end





