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Collaboration Requirements: A Point of Failure in Protecting Information
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Abstract-- There are settings where we have to collaborate with individuals and organizations who, while not being enemies, should not be fully trusted. Collaborators must be authorized to access those information systems that contain information that they should be able to receive. However, these systems typically also contain information that should be withheld.  Collaborations can be rapidly created, requiring dynamic alterations to security provisions. Solutions based on extending access control methods to deal with collaborations are either awkward and costly, or unreliable. 

An alternative approach to protection of mixed source information, complementing basic access control, is to provide filtering of results. Filtering of contents is also costly, but provides a number of benefits not obtainable with access control alone. The most important one is that the complexity of setting up and maintaining specific, isolating information cells for every combination of access rights assigned to external collaborators is avoided. New classes of collaborators can be added without requiring a reorganization of the entire information structure.  There is no overhead for internal use, i.e., for participants that are wholly trusted. Finally, since contents of the documents rather than their labels is being checked, cases of misfiled information will not cause inappropriate release.    

The approach used in the TIHI/SAW projects at Stanford uses simple rules to drive filtering primitives.  The filters run on a modest, but dedicated computer managed by the organization’s security officer. The rules implement the institution’s security policy and balance manual effort and complexity.  By not relying on the database systems and network facilities, and their administrators a better functional allocation of responsibilities ensues.

Result filtering can also be used to implement pure intrusion detection, since it can be implemented invisibly.  The intruder can be given an impression of success, while becoming a target for monitoring or cover stories.

I. Introduction

There are data sources that are primarily intended for external access, such as public web pages, reports, bibliographies, etc.  These are organized according to external access criteria.  Since any resource has to be protected, access control for its perimeter is employed. Any external users are viewed as enemies until they are authenticated. Once authenticated, they are given access to the system. If some of the information is not intended to be public, then further security provisions are put into place that limit access to selected, authorized internal data. In the simplest case there are two classifications for the information, open and restricted. If there is variety of external customer types more classifications are added; the four mandatory layers that form the basis for military access control are well known. At the higher level a vertical, discretionary access control is imposed to create additional isolating cells. Combining mandatory and discretionary access rights increases the number the cells that have to be maintained, and the burden placed on data entry.

Today, security provisions for information systems focus on controlling access.  At least five technological requirements interact in the process:

1. Secure Communication

2. Perimeter Control 

3. Reliable Authentication

4. Authorization to information cells

5. Partitioning of the information into cells

The first requirement is secure communication between the requestors and the information service, guarding against enemies and vandals [He:97]. The perimeter of the information system to be protected must be well-defined and controlled by a firewall [CheswickB:94]. There must be authentication, to assure that the person requesting information from that system is indeed the intended person [CastanoFMS:95]. Next there must be an authorization mapping from the authenticated person to the approved information cells [GriffithW:76]. Multi-level secure system methods may be needed when similar data can appear on distinct levels [KeefeTT:89]. Unfortunately, now the non-redundancy constraint that forms the basis for the relational database algebra is violated, increasing the complexity of obtaining reliable solutions [LuniewskiEa:93]. In object oriented-databases the mapping is more complex, because cross-references are embedded into the data structures [FernandezEA:94]. The fifth requirement, often under-emphasized, is that there must be a highly reliable categorization of all information to those cells [Oracle:99]. It is in the management of that categorization where many failures occur, and where collaborative requirements raise the greatest problem.

A. Need to serve Collaboration

As businesses automate relationships beyond local, owned organizations, we find an increasing number of settings where external collaborators must be served by existing, internal information systems. There are needs for better response time, which are served by committing more communication to computer networks and interconnecting these networks. But information exchange with external systems also imposes security requirements that differ from those that are appropriate for intern users. 

For instance, in manufacturing there is increased outsourcing of activities to external suppliers. Since the same supplier may serve one’s competitor, we must protect some of our information, while sharing up-to-date internal information to have an effective collaboration.

In military operations a prime examples is connecting Control and Command systems to logistics suppliers, who are often commercial, and maybe multinational corporations. Within the military there are intelligence distribution networks and tactical networks, currently isolated by having distinct staff assignments, as well as connections to allied forces. Even more challenging are novel and changing coalitions, sometimes with countries that might have been viewed as enemies not much earlier. 

In the medical domain, the domain for our initial research focus, information must be made available to insurance companies and corporate payors, and at the same time patients’ privacy concerns demand that certain information be withheld. Tracking patients over time is important for researchers and healthcare improvement, but again, certain data must be kept private.  Unfortunately, medical records contain so much ancillary information, that even when names and identifying numbers are suppressed, a modest amount of inferencing, using related, publicly available data, will reveal patients identities [Sweeney:97]. Current approaches to provide legal guidance are faltering in part due to the absence of acceptable technology [Braithwaite:96].

Problems due to collaboration

Security based wholly on the access control model starts breaking down as modern information systems grow in complexity and breadth.  A major problem occurs when systems must serve internal needs as well as external collaborators.  Collaborators are increasingly important in our complex enterprises, and cannot be viewed as enemies. They may be part of a supply chain, they may provide essential, complementary information, or may supply specialized services, beyond our own capabilities. 

However, their roles are often specific, so that they do not fit neatly into the basic security categories. Distinct classes of collaborators typically have access rights that cannot be described by single global mandatory and discretionary model, but will have needs that both intersect and overlap with each other. To assure isolated access the stored data would have to split into an exponentially increasing number of cells as collaborations increase, creating problems for internal data contributor and users. 

Furthermore, most collaborations arise after data-processing systems have been designed, installed, and placed into operation.  That means that new security requirements are imposed dynamically on existing legacy systems. Creating and maintaining dedicated new systems with partial copies of base data for every new collaboration takes more time and resources than can be made available. Reconfiguring an existing partitioning of data to accommo-date a new external requirement is even more costly and awkward, and is likely to require modification of existing programs and retraining of staff who enter data.

B. Partitioning of the information into cells

The process of assigning categories to information involves every person who creates, enters, or maintains information. When there are few basic cells, these originators can understand what is at stake, and will perform the categorization function adequately, although some errors in filing will still occur.  When there are many cells, the categorization task becomes onerous and error prone.  When new coalitions are created, and new collaborators must share existing information system, the categorization task becomes impossible.

There is impressive and productive research in technologies dealing with the first four requirements. We have secure encrypted communication, there are several commercial firewall products, we have means for adequate authentication, and database systems provide mappings to various levels of complexity. There are voluminous research results dealing with access control to provide mappings for multi-level security within a computer system [LuntEa:90]. Several simple implementations are commer-cially available, but have not found broad acceptance, likely because of a high cost/benefit ratio [Elseviers:94]. These systems do not accommodate very many distinct cells, and mainly support mandatory security levels [KeefeTT:89].  Leaks due to inference are still possible, and research into methods to cope with this issue is progressing [Hinke:88].  However, only few cases of exploiting inferential weaknesses have been documented, in [Neuman:00] we found only 2 in about 2000 instances of such computer misuse. However, other types of break-ins do occur. 

Most breakins are initiated via legitimate access paths, since the information in our systems must be shared with potential customers and collaborators. In that case the first three technologies listed above provide no protection, and the burden falls on the mappings and the categorization of the information. In general, once an accessor is inside the system, protection becomes more difficult.   
C. Common Faults

Protection of internal information, once accessors have gained entry, differs from methods used for access control. Here one problem is that our software systems are far from perfect, and that performance and update requirements interfere with conservative software management and validation. We now do not consider enemies, bent on destruction, since we now deal with authenticated and identifiable collaborators.  Relying on access mechanism to guarantee that no erroneous information can escape to those collaborators implies that that all data could be perfectly classified, has been entered into cells according to their classification, and that the retrieval software is perfect and. We now briefly consider software integrity, data integrity, and unforeseen effects of helpful software.

Having faultless software systems when there are millions of lines of code is an unaffordable task [Bellovin:95]. Most software faults do not affect security directly, although a single critical fault can be exploited by expert hackers and crackers. Vulnerabilities in commodity software are rapidly disseminated on the Internet. Use of secure software is discouraged by its high cost and poor maintainability.  Multi-level secure software is not only more costly because of the additional code and its validation, but even more so because its availability lags the state-of-the art by about three years, causing easily a fourfold increase in cost of the complete system. Getting staff to maintain these systems is even more of a challenge, and poor maintenance will quickly negate the protection that these systems can provide.  We see little use being made of multi-level secure systems.

We also indicated already that perfect isolation of data in complex and dynamic situations is nearly impossible. A single report can contain information that combines results that should be accessible and background information. When a new situation demands that a new collaboration be created, where, say background information should be withheld, it not feasible to scan all the information that should be made available for compliance with new security rules. A pragmatic solution is to create a new, specific information systems for the new coalition, one that replicates only the information required for these collaborators. This approach works for specific cases, but when over time many such combinations are needed, the system and its contents maintenance becomes a problem, and error prone as well.

Modern systems also try to be friendly and helpful.  One aspect of being helpful is, that when a query is ill-posed, say it does not specify the desired data objects precisely, it will be generalized in order to retrieve related information that may have been intended. Such a helpful broadening will not take security constraints into account. Unfortunately, data found to be related may well have different access rights, and provide a collaborator with unintended information.

In summary, relying on access control alone is risky and costly. In secure manual system settings additional filters exist: the contents of a briefcase is inspected when leaving a secure facility and the cargo of a truck  is checked when exiting a depot with valuable inventory, even though the people were authen-ticated, authorized on entry and constrained from freely moving around.

D. A complementary technology

The solution we provide to the dilemma of access control is result checking [WiederholdBSQ:96]. In addition to conventional access control the result obtained by any information request is filtered before releasing them to the requestor. This task mimics the manual function of a security officer when checking the briefcases of authorized collaborating participants leaving a secure meeting, when exiting the secure facility. The TIHI approach also checks a large number of parameters about the release. 

Multi-level secure systems may check for unwanted inferences when results are composed from data at distinct levels, but rely on level designations and matching record keys.  Note that TIHI result checking does not depend on the sources of the result, so that it remains robust with respect to information categorization and misfilings.

II. Filtering System Architecture

1. We incorporate result checking in a security mediator workstation, to be managed by a security officer. The security mediator system interposes security checking between external accessors and the data resources to be protected, as shown in Fig.1. It carries out functions of authentication and access control, to the extent that such services are not, or not reliably, provided by existing network and database services. Physically a security mediator is designed to operate on a distinct workstation, owned and operated by the enterprise security officer (S.O.).  It is positioned as a pass gate within the enterprise firewall, if there is such a firewall. In our initial commercial installation the security mediator also provided traditional firewall functions, by limiting the IP addresses of requestors [WiederholdBD:98]. 
2. Figure.1.   Architecture of a System protected by a Security Mediator

3. The mediator system and the source databases are expected to reside on different machines. The mediator system extends the functionality of the firewall, rather than that of the database systems. Thus, since all queries that arrive from the external world, as well as their results, are processed by the mediator, the databases behind a firewall need not be secure unless there are further internal require-ments. When combined with an integrating mediator, a security mediator can also serve multiple data resources behind the firewall [Ullman:96].  Combining multiple sources prior to result checking improves the scope of result validation. 

4. The supporting databases can still implement their view-based protection facilities [GriffithsW:76]. These need not be fully trusted, but their mechanisms will add efficiency. 

A. Operation 

5. Within the workstation is a rule-base system which investigates queries coming in and results to be transmitted to the external world.  Any request and any result which cannot be vetted by the rule system is displayed to the security officer, for manual handling.  The security officer decides to approve, edit, or reject the information interactively or as convenient.  An associated logging subsystem provides an audit trail for all information that enters or leaves the domain.  This log provides input to the security officer to aid in evolving the rule set, and increasing the effectiveness of the system.

6. The software of our security mediator is composed of modules that perform the following tasks 

7. If there is no firewall: Authentication of the requestor

8. Determination of authorizations (clique) for the requestors role 

9. Processing of a request for information (pre-filtering) using the policy rules

10. If the request is dubious: interaction with the security officer

11. Augmentation of the query to obtain ancillary data

12. Submission of certified request to internal databases (retrieval of unfiltered results) 

13. Processing of results and  any ancillary data (post-filtering ) using the policy rules

14. If the result is dubious: interaction with the security officer

15. Writing query, origin, actions, and results into a log file

16. Transmission of vetted information results to the requestor

Item 7, the post-processing of the possibly integrated results obtained from the databases, is the critical additional function. Such processing is potentially quite costly, since it has to deal thoroughly with a large volume and a wide variety of data. Applying such filters designed specifically for the problems raised in collaborations, as well as the impressive capabilities of modern computers, makes use of result filtering technology feasible. Having a rule-based system to control the filtering allows the security policies to be set so that a reasonable balance of cost to benefit is achieved.  It will be described in the next section.

Having rules, however is optional. Without rules the TIHI mediator system operates  interactively. Each query and each result will be submitted to the security officer. The security officer will view the contents on-line, and approve, edit, or reject the material for release. Adding rules enables automation. The extent of automation depends the coverage of the rule-set.  A reasonable goal is the automatic processing of say, 90% of queries and 95% responses. 

Unusual requests, perhaps issued because of a new collaboration, assigned to a new clique, will initially not have any applicable rules, but can be immediately processed by the security officer. Logging will still be automatic, and collects the instances on which eventually rules can be based. Subsequently, appropriate rules can be entered to reduce the interactive load on the officer.  

Traditional systems, based on access control to precisely defined cells, require a long time to before the data are correctly partitioned, and when the effort is too high, may never be automated.  Without automation, secure paper-based systems we encounter often take weeks for turn-around.  In many other situation we are aware of, security mechanisms are bypassed when requests for information are deemed to be important. Keeping the security officer in control allows any needed bypassing to be handled formally. This capability recognizes that in a dynamic, interactive world there will always be cases that are not foreseen or situations the rules are too stringent.  Keeping the management of exceptions within the system greatly reduces confusion, errors, and liabilities. 

Even when operating automatically, the security mediator remains under the control of the enterprise since the rules are modifiable by the security officer at all times.  In addition, logs are accessible to the officer, who can keep track of the transactions. If some rules are found to be to liberal, policy can be tightened. If rules are too stringent, as evidenced by an excessive load on the security officer, they can be relaxed or elaborated.

III. The Rule System 

The rules system is composed of the rules themselves, an interpreter for the rules, and primitives which are invoked by the rules.  The rules embody the security policy of the enterprise.  They are hence not preset into the software of the security mediator.   

In order to automate the process of controlling access and ensuring the security of information, the security officer enters rules into the system. These rules trigger analyses of requests, their results, and a number of associated parameters.  The interpreting software uses these rules to determine the validity of every request and make the decisions pertaining to the disposition of the results.  Mediator system services help the security officer enter appropriate rules and update them as the security needs of the organization change.

The rules are simple, short and comprehensive. They are stored in a database local to the security mediator with all edit rights restricted to the security officer.  Some rules may overlap, in which case the most restrictive rule automatically applies. The rules may pertain to requestors, cliques, sessions, databases tables or any combinations of these. The rules can remain simple and comprehensive because they rely on a set of primitive functions, described in the next section.

Rules are selected based on the authorization clique selected for the requestor.  All the applicable rules will be checked for every request issued by the requestor in every session. An information request will be forwarded to the source databases only if it passes all tests.  Any request not fully vetted is posted immediately to the log and sent the security officer.  The failure message is directed to the security officer rather than to the requestor, so that the requestors will not see the failure and its cause.  This prevents that the requestor make meaningful inferences from the failure patterns and rephrase the request to try to bypass the filter [KeefeTT:89]. 

The novel aspect of our approach is that security mediator checks outgoing results as well.  This aspect is crucial since retrieval requests are inclusive, not exclusive selectors of content and may retrieve unexpected informa-tion.  In helpful, user-friendly information systems getting more than asked for is considered beneficial, but from the security point-of-view getting more is not safe.  Thus, even when the request has been validated, the results should also subject to screening.  As before, all rules are enforced for every requestor and the results are released only if they pass all tests.  Again, if the results violate a rule, a failure message is logged and sent only to the security officer. 

Primitives

The rules invoke executable primitive functions that operate on external requests, retrieved data, the log, and other information sources.  As new security functions and technologies appear, or if specialized needs arise, new primitives can be inserted in the security mediator for subsequent rule invocation. We cannot expect that an initial system will contain all useful primitives. We do expect that all primitives will be sufficiently small and simple so that their correctness can be verified.   

Primitives used in our implementations include:

· Limit access for clique to certain database table segments or columns 

· Limit request to statistical (average, median, ..) information

· Provide number of data instances (database rows) used in the result as ancillary information

· Provide number of tables used (joins) for a result

· Limit number of requests per session

· Limit number of sessions per period

· Limit requests by requestor per period

· Block requests from all but listed sites

· Block delivery of results to all but listed sites

· Block receipt of requests by local time at request site 

· Block delivery of results by local time at delivery site

· Constrain request to data which is keyed to requestor name

· Constrain request to data which is keyed to the requestor’s site name

· Filter selected and retrieved result terms through a clique-specific good-word list and disallow result on failure to match any term

· Disallow results containing terms in a clique-specific bad-word list

· Convert text by replacing identifiers with non-identifying surrogates [Sweeney:96]

· Convert text by replacing objectionable terms with surrogates

· Randomize responses for legal protection [Leiss:82]

· Extract text out of x-ray images (for further filtering)

· Notify the security officer immediately of failure reports 

· Place failure reports only in the log

Not all primitives will have a role in all applications.  

The most novel primitive is the filtering of retrieved terms against the good-word list. Such checking of the words appearing in results is costly in principle, but modern spell-checkers show that it can be done fairly fast. For this task we create clique-specific good-word lists by initially processing a substantial amount of approved results.  In initial use the security officer will still get some false failure reports, due to innocent terms that are not yet in the good-word dictionary. Those are then added incrementally, so that in time the incidence of such failures becomes minimal. 

For example, we have in use a dictionary for ophtamo-logy, to allow authenticated researchers in that specialized field to have access to patient data. That dictionary does not include terms that would signal, say HIV infection or pregnancies, information which the patients would not like to see released to unknown research groups. Also, all proper names, places of employment, etc. are effectively filtered. 
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Figure 2: Extract from the Security Officer's filtering review window.

Primitives can vary greatly in cost of application, although modern technology helps. Note that these primitives are to be written by system experts and must be validated in order to be trusted. Luckily, since the rule system provides fairly fine-grained modularity, the program modules defining the primitives will be modest in size, often quite small, so that existing software technology can be used to engender trust. However, the authors must be aware that providing security requires paranoid thinking, while most database functions tend to be generous.

Several of these primitives are designed to help control inference problems in statistical database queries [AdamW:89].  While neither we, nor any feasible system can prevent all leaks due to inference, we believe that careful management can make reduce the probability [Hinke:88].  Furthermore, providing the tools and material for analysis, as the log of all accesses and results, will reduce the practical threat [Sweeney:97].  The primitives to enforce dynamic limits on access frequencies have to refer to the log, so that efficient access to the log, for instance by maintaining a large write-through cache for the log, is important.  Here again the function of traditional database support and security mediation diverges, since database transaction are best isolated, where as inference control requires history maintenance.  

Rule types

Rules relate requestors, or more often their cliques, to sets of primitives to be executed [Didriksen:97]. The rules are hence easy to comprehend, although must be limited in complexity. Currently none of our rules invoke directly other rules, although linkage can occur indirectly due to the effects of their actions. 
The rules can be classified as  set-up or maintenance rules,  pre-processing  (request validation) rules and post-processing (result validation) rules.  Some primitives may be invoked by any class, but most primitives are specific to pre- or post-processing rules.  Examples of primitives for pre-processing rules include the imitation of the number of queries per session, the number of queries for the clique, the session duration, etc.   Post-processing rules can check against a minimum number of instances retrieved, restrictions on intersection of queries.   

The rules designed to be easy to comprehend, to enable the officer to specify requirements and criteria accurately, and to be easy to enter into the system.  All invoked rules affect the entire query transaction, so that whenever information is restricted, the requestors to not obtain any results. When requestors may obtain the information, they will see all of it, and not be misled or be motivated to make inferences about omitted data. 

The requestors authenticated to access the system are grouped as cliques according to their roles. Authorizing rules may apply to one or more cliques. The security officer has the authority to add or delete requestors from cliques and to create/drop cliques. Similarly, columns in tables can be grouped into segments and request/results validations could be performed on segments. Database tables can be segmented. Request and results validations are then applied to such segments. Textual filtering can be performed on simple character type columns, on long fields of text, or on textual terms extracted from images.  Filtering can also be applied to ancillary fields, say the patient’s ward in a hospital, so that for some wards patient data is treated differently, even if no ward information was requested.

IV. Logging

Throughout, the request texts, failures, as well as the result texts, images, and their sources, as well as actions taken by the security officer, are logged by the system for audit purposes.  Having a security log which is distinct from the database log is important since:

· A database system logs all transactions, not just ex-ternal requests, and is hence confusingly voluminous

· Most database systems do not log attempted and failed requests fully, because they appear not to have affected the databases

· Reasons for failure of requests in database logs are implicit, and do not give the rules that caused them.

We provide user-friendly utilities to scan the security log by time, by requestor, by clique, and by data source.  Offen-ding terms in the results are marked.  

One must be aware that no system, except one that provides complete isolation, can be 100% foolproof. The provision of security is, unfortunately, a cat-and-mouse game, where new threats and new technologies keep arising.  Logging provides the feedback that converts a static approach to a dynamic and stable system, one which can maintain an adequate level of protection. Logs will have to be inspected regularly to achieve stability.

Bypassing of the entire system and hence the log remains a threat. In must settings removal of information on portable media is easy.  Only a few enterprises can afford to place controls on all personnel leaving daily for home, lunch, or competitive employment.  However, having an effective and adaptable security filter removes the excuse that information had to be downloaded and shipped out because the system was too stringent for legitimate purposes.  Some enterprises are considering limiting internal workstations to be diskless. It is unclear how effective this approach will be outside of small, highly secure domains in an enterprise.  Such a domain will then have to be protected with its own firewall and a security mediator as well, because collaboration between the general and highly secure internal domains must be enabled.

V. Role of the Security Officer

An important aspect of the architecture is that we recognize the specific role of a security officer, and provide a tool that is dedicated to the tasks that such an individual or group must carry out. While this organizational aspect may not be considered to be a significant scientific advance, it has crucial benefits to an enterprise that is concerned about the execution of its security policies. 

Security responsibility is often assigned to individuals as a secondary task, and may interfere with the fulfillment of their primary task.  For instance, when the responsibility for security is assigned to a database administrator, security may be compromised when demands for rapid and helpful retrievals are being satisfied.  Helpful retrieval often means returning more, possibly related, information than the user formally requested.  But the access control mechanism was based on that initial formulation, and does not cover all of the information that a helpful agent for the user might collect and return.  The database administrator will be rewarded for the quality of the retrieval, and potential security leaks will be ignored.

A similar situation arises when responsibility for data security is given to the network administrator. Now the primary responsibility is availability and speed of the network. Bypassing of limiting and costly security provisions is a likely solution when users demand high-performance services.  

VI. Current State and Further Work

Our initial demonstrations have been in the healthcare domain, and a commercial version of TIHI is now in use to protect records of genomic analyses in a pharmaceutical company.  As the expectations for protection of the privacy of patient data are being solidified into governmental regulations we expect that our approach will gain popularity [Braithwaite:96].  Today the healthcare establishment still hopes that commercial encryption tools will be adequate for the protection of medical records, since the complexity of managing access requirements has not yet been faced [RindKSSCB:97].  Expenditures for security in medical enterprises are minimal [NRC:97]. Funding of adequate provisions in an industry under heavy economic pressures, populated with many individuals who do not attach much value to the privacy of others, will remain a source of stress. 

A. Non-textual contents

Identifying information is routinely deleted from medical records that are disseminated for research and education. However, here a gap exists: X-ray, MRI, and similar images accompany many research patient records, and these also include information identifying the patient. In a complementary project we have developed software which recognizes such text using wavelet-based decomposition and analysis, extracts it, and can submit it to the filtering system developed in TIHI.  Information which is determined to be benign can be retained, and other text is effectively removed by omitting high-frequency components in the affected areas [WangWL:98].

We have also investigated our original motivating application area, namely manufacturing information. Here the simple web-based interfaces which are effective for the customer and the security officer interfaces in health care are not adequate.  We have demonstrated interfaces for the general viewing and editing of design drawings and any attached textual information.  In drawings significant text may be incorporated in the drawings themselves. When delivering an edited drawing electronically, one must also assure that there is no hidden information.  Many design formats allow undo operations, which would allow apparently deleted information to reappear.

Before moving to substantial automation for collaboration in manufacturing, we will have to understand the parameters for reliable filtering of such information better. However, as pointed out initially, even a fully manual security mediator will provide a substantial benefit to enterprises that are trying to institute shared efforts rapidly.

B. Intrusion Detection

Result checking can easily be performed invisibly, since the interaction with the contents is passive. This means that the technology may also be used to implement pure intrusion detection, by observing what is being taken out.  Intruders that successfully penetrate the system may well be caught when removing results.  For instance, if a simple terminology filter over results is in use, any removal of passwords will be caught. Since many attacks proceed in phases, having a security mediator system with result checking and logging in place provides a means for detection and then monitoring suspicious activities, without having to install new software. The intruder can be given an impression of success, while becoming a target for monitoring or cover stories. 

We have not investigated primitives and rules specifically to detect intrusion.  Here the rule system may direct the security mediator to respond seemingly normally, in order to gather more information for pursuit and prosecution. It appears that checking of output would be helpful in several cases that were recently published. For instance, it should have been obvious to a music web site that it shipped out 250 000 credit card numbers instead of an MP3 encoded song.  Other violations, where classified material was moved to insecure computer systems in the process of backup or local study by authorized individuals, can be caught by monitoring the shipping out of infor-mation, even when access rights existed.

VII. Conclusions

Security mediation provides an architectural function as well as a specific service. Architecturally, expanding the role of a gateway in the firewall from a passive filter to an active pass gate service allows concentration of the responsibility for security to a specific node, owned by the security officer. Assigning responsibilities for security to database or network personnel, having a primary responsibility which can conflict with security concerns, is unwise. Existing services, as constraining views over databases, encryption for transmission in networks, password management in operating systems can be managed via the security mediator node.    

The specific, novel service presented here, result checking, complements traditional access control. We have received a patent to cover the concept. Checking results is especially relevant in systems with many types of users, including external collaborators, and complex information structures. In such settings the requirement that systems that are limited to access-control impose, namely that all data are correctly partitioned and filed is not achievable in practice. Result checking does not address all issues of security of course, as protection from erroneous or malicious updates, although it is likely that such attacks will be preceded by processes that extract information. 

The rules entered into the security mediator balance the need for preserving data security and privacy and for making data available.  Data which is too tightly controlled reduces the benefits of information in collaborative settings.  Rules which are too liberal can violate security and expectation of privacy.   Having a balanced policy will require directions from management.  Having a single focus for execution of the policy in electronic transmission will improve the consistency of the application of the policy.

The security mediator architecture does not solve all problems affecting security, of course. Secure systems still depend on a minimum level of reliability in the supporting systems. They cannot compensate for missing information or information that is not found because of misidenti-fication.  In general, a security mediator cannot protect from inadvertent or intentional denial of information by a mismanaged database system.  
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