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   I will describe the processing steps that are needed to convert findings obtained from data mining into outputs that can be used by actual decision makers. The desired results should support the making of quantifiably justified decisions over a time horizon that extends well into the future.  As time marches on, and data mining produces updated findings the supporting information should also be updated to stay valid.  While all the pieces to enable such a level of support exist somewhere in the computing communities, putting them all together will require cooperation and scaling to a degree rarely seen

today.

Extended Abstract

Converting the material obtained from data mining to finished, profitable goods is a lengthy process.  A central capability in the path is model building. Models are essential to exploit results from mining in all but the simplest cases. Few relationships are binary, and the few that are tend to be well known, and not worth the effort of discovery. In most relationships are confounding factors, and discovering those factors requires more effort, but gains more value. One cannot expect to find all or even many actual factors in the bases we have available for mining, so we must model surrogates as well. Less obvious, second degree relationships can only be discovered if the primary relationships have already been obtained and modeled.  This means that any data mining output should provide input to the next iteration of data mining. Now we have a need for having compatible input and output representations for our findings, an aspect rarely seen in current research. In the extreme case, a search for the unexpected, i.e., rare and unusual relationships, as needed for many security applications, requires very complete and populated model of normal situations. Abnormalities can only be discovered if the normal state is known. 

It is in practice impossible to discover causality, although that is really the objective of much data mining. Temporal processing can help to identify lack of causation, and as such help in building and validating models with causality.  Finally, we have to exploit our findings. That means predicting the future. Assessing the effect of decision made today, and reactions to those decisions in the future will allow us, or rather our clients, to 

make decisions over quantified alternatives.  Dealing with several alternatives, and projecting them into the future for assessment requires much computation and generates voluminous, tentative data. Planning models with depth, over sequences of alternative choices and possible reactions, create large bushes. To keep such planning simple, little input data tends to be used. Some of the data that are used may come from data mining. 

Even when comprehensive planning models are built, they are rarely updated with new information, and hence provide static guidance until they are obsoleted.

Actually, much decision-making today is not even based on quantified information. Opinions are solicited from colleagues and lower-level managers. At best, a spreadsheet is used, to compare simple choices, but spreadsheets do not support trees of planning alternatives. Intuition remains highly valued, but is risky in a world that keeps changing

We have the capability today to do better.  Needed are:

   1. Models and interfaces that link the information gained from past, mined events into the predictive planning models.

   2. Information support systems that can handle substantial bushes of future alternatives, with action and reaction nodes. 

   3. Decision support systems, built on top of such information systems, which allow seamless movement from the past into the future.

   4. Convenient entry of the value of future outcomes at any point in time, so that the decision support system can backtrack and report the values choices to be made that are close at hand.

   5. Pruning of unlikely events and low-valued outcomes should be automated.

   6. Time is of the essence in decision making. Once time has passed, no opportunity exists for alternatives. Those should now be removed from the planning horizon, so that the remaining future values can be recomputed.

   7. Reporting must provide comparisons at any future point in time for all valuable alternatives.

   8. Reactions are associated with uncertainties. Decision makers know how to deal with risk, but a decision-support system should report the bounds quantitatively.

   9. Since we do not know today which uncertainty algebra is best, it will be wise to allow uncertainty computations to be handled as plug-ins.

  10. The total system we visualize here will be large. Interfaces will be needed at several points, and we expect that the component services will be distributed.

While all the pieces to enable such cradle-to-the-grave data management exist, there will be a considerable amount of work to put them together, validate their interfaces, and build the interfaces that will encourage real decision-makers to interactively exploit computers.  Contributors will be have system engineering, distributed systems, database, artificial intelligence, and statistics backgrounds. Those researchers must be willing to cooperate constructively with colleagues in related fields. In many cases assumptions of scale and boundaries of complexity must be attacked. For reviewers it will require an openness to judge research not only by its contribution to a specific field, but also appreciate its contribution to associated fields. For financial supporters it will require a willingness to fund truly collaborative research, beyond the level of driving everyone to work on the same hot-topic-du-jour.     

