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Foreword

The last few years have been transformative time in information and communication
technology. Possibly this is one of the most exciting period after Gutenberg’s move-
able print revolutionized how people create, store, and share information. As is well
known, Gutenberg’s invention had tremendous impact on human societal develop-
ment. We are again going through a similar transformation in how we create, store,
and share information. I believe that we are witnessing a transformation that allows
us to share our experiences in more natural and compelling form using audio-visual
media rather than its subjective abstraction in the form of text. And this is huge.

It is nice to see a book on a very important aspect of organizing visual information
by a researcher who has unique background in being a sound academic researcher as
well as a contributor to the state of art practical systems being used by lots of people.
Edward Chang has been a research leader while he was in academia, at University of
California, Santa Barbara, and continues to apply his enormous energy and in depth
knowledge now to practical problems in the largest information search company of
our time. He is a person with a good perspective of the emerging field of multimedia
information management and retrieval.

A good book describing current state of art and outlining important challenges
has enormous impact on the field. Particularly, in a field like multimedia informa-
tion management the problems for researchers and practitioners are really complex
due to their multidisciplinary nature. Researchers in computer vision and image
processing, databases, information retrieval, and multimedia have approached this
problem from their own disciplinary perspective. The perspective based on just one
discipline results in approaches that are narrow and do not really solve the problem
that requires true multidisciplinary perspective. Considering the explosion in the
volume of visual data in the last two decades, it is now essential that we solve the
urgent problem of managing this volume effectively for easy access and utilization.
By looking at the problem in multimedia information as a problem of managing in-
formation about the real world that is captured using different correlated media, it is
possible to make significant progress. Unfortunately, most researchers do not have
time and interest to look beyond their disciplinary boundaries to understand the real
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problem and address it. This has been a serious hurdle in the progress in multimedia
information management.

I am delighted to see and present this book on a very important and timely topic
by an eminent researcher who has not only expertise and experience, but also energy
and interest to put together an in depth treatment of this interdisciplinary topic. I am
not aware of any other book that brings together concepts and techniques in this
emerging field in a concise book. Moreover, Prof. Chang has shown his talent in
pedagogy by organizing the book to consider needs of undergraduate students as
well as graduate students and researchers. This is a book that will be equally useful
for people interested in learning about the state of the art in multimedia information
management and for people who want to address challenges in this transformative
field.

Irvine, February 2011 Ramesh Jain



Preface

The volume and accessibility of images and videos is increasing exponentially,
thanks to the sea-change of imagery captured from film to digital form, to the avail-
ability of electronic networking, and to the ubiquity of high-speed network access.
The tools for organizing and retrieving these multimedia data, however, are still
quite primitive. One such evidence is the lack of effective tools to-date for orga-
nizing personal images or videos. Another clue is that all Internet search engines
today still rely on the keyword search paradigm, which knowingly suffers from the
semantic aliasing problem. Existing organization and retrieval tools are ineffective
partly because they fail to properly model and combine “content” and “context” of
multimedia data, and partly because they fail to effectively address the scalability
issues. For instance, today, a typical content-based retrieval prototype extracts some
signals from multimedia data instances to represent them, employs a poorly justi-
fied distance function to measure similarity between data instances, and relies on a
costly sequential scan to find data instances similar to a query instance. From feature
extraction, data representation, multimodal fusion, similarity measurement, feature-
to-semantic mapping, to indexing, the design of each component has mostly not
been built on solid scientific foundations. Furthermore, most prior art focuses on im-
proving one single component, and demonstrates its effectiveness on small datasets.
However, the problem of multimedia information organization and retrieval is in-
herently an interdisciplinary one, and tackling the problem must involve synergistic
collaboration between fields of machine learning, multimedia computing, cogni-
tive science, and large-scale computing, in addition to signal processing, computer
vision, and databases. This book presents an interdisciplinary approach to first es-
tablish scientific foundations for each component, and then address interactions be-
tween components in a scalable manner in terms of both data dimensionality and
volume.

This book is organized into twelve chapters of two parts. The first part of the book
depicts a multimedia system’s key components, which together aims to comprehend
semantics of multimedia data instances. The second part presents methods for scal-
ing up these components for high-dimensional data and very large datasets. In part
one we start with providing an overview of the research and engineering challenges

ix
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in Chapter 1. Chapter 2 presents feature extraction, which obtains useful signals
from multimedia data instances. We discuss both model-based and data-driven, and
then a hybrid approach. In Chapter 3, we deal with the problem of formulating users’
query concepts, which can be complex and subjective. We show how active learning
and kernel methods can be used to work effectively with both keywords and percep-
tual features to understand a user’s query concept with minimal user feedback. We
argue that only after a user’s query concept can be thoroughly comprehended, it is
then possible to retrieve matching objects. Chapters 4 and 5 address the problem of
distance-function formulation, a core subroutine of information retrieval for mea-
suring similarity between data instances. Chapter 4 presents Dynamic Partial func-
tion and its foundation in cognitive psychology. Chapter 5 shows how an effective
function can also be learned from examples in a data-driven way. Chapters 6, 7 and
8 describe methods that fuse metadata of multiple modalities. Multimodal fusion
is important to properly integrate perceptual features of various kinds (e.g., color,
texture, shape; global, local; time-invariant, time-variant), and to properly combine
metadata from multiple sources (e.g., from both content and context). We present
three techniques: super-kernel fusion in Chapter 6, fusion with causal strengths in
Chapter 7, and combinational collaborative filtering in Chapter 8.

Part two of the book tackles various scalability issues. Chapter 9 presents the
problem of imbalanced data learning where the number of data instances in the tar-
get class is significantly out-numbered by the other classes. This challenge is typical
in information retrieval, since the information relevant to our queries is always the
minority in the dataset. The chapter describes algorithms to deal with the problem in
vector and non-vector spaces, respectively. Chapters 10 and 11 address the scalabil-
ity issues of kernel methods. Kernel methods are a core machine learning technique
with strong theoretical foundations and excellent empirical successes. One major
shortcoming of kernel methods is its cubic computation time required for training
and linear for classification. We present parallel algorithms to speed up the train-
ing time, and fast indexing structures to speed up the classification time. Finally, in
Chapter 12, we present our effort in speeding up Latent Dirichlet Allocation (LDA),
a robust method for modeling texts and images. Using distributed computing prim-
itives, together with data placement and pipeline techniques, we were able to speed
up LDA 1,500 times when using 2,000 machines.

Although the target application of this book is multimedia information retrieval,
the developed theories and algorithms are applicable to analyze data of other do-
mains, such as text documents, biological data and motion patterns.

This book is designed for researchers and practitioners in the fields of multime-
dia, computer vision, machine learning, and large-scale data mining. We expect the
reader to have some basic knowledge in Statistics and Algorithms. We recommend
that the first part (Chapters 1 to 8) to be used in an upper-division undergraduate
course, and the second part (Chapters 9 to 12) in a graduate-level course. Chapters
1 to 6 should be read sequentially. The reader can read Chapters 7 to 12 in selected
order. Appendix lists our open source sites.

Palo Alto, February 2011 Edward Y. Chang
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Chapter 1
Introduction — Key Subroutines of Multimedia
Data Management

Abstract This chapter presents technical challenges that multimedia information
management faces. We enumerate five key subroutines required to work together
effectively so as to enable robust and scalable solutions. We provide pointers to the
rest of the book, where in-depth treatments are presented.
Keywords: Mathematics of perception, multimedia data management, multimedia
information retrieval.

1.1 Overview

The tasks of multimedia information management such as clustering, indexing, and
retrieval, come up against technical challenges in at least three areas: data repre-
sentation, similarity measurement, and scalability. First, data representation builds
layers of abstraction upon raw multimedia data. Next, a distance function must be
chosen to properly account for similarity between any pair of multimedia instances.
Finally, from extracting features, measuring similarity, to organizing and retrieving
data, all computation tasks must be performed in a scalable fashion with respect to
both data dimensionality and data volume. This chapter outlines design issues of
five essential subroutines, and they are:

1. Feature extraction,
2. Similarity (distance function formulation),
3. Learning (supervised and unsupervised),
4. Multimodal fusion, and
5. Indexing.

1
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1.2 Feature Extraction

Feature extraction is fundamental to all multimedia computing tasks. Features can
be classified into two categories, content and context. Content refers directly to raw
imagery, video, and mucic data such as pixels, motions, and tones, respectively,
and their representations. Context refers to metadata collected or associated with
content when a piece of data is acquired or published. For instance, EXIF camera
parameters and GPS location are contextual information that some digital cameras
can collect. Other widely used contextual information includes surrounding texts of
an image/photo on a Web page, and social interactions on a piece of multimedia
data instance. Context and content ought to be fused synergistically when analyzing
multimedia data [1].

Content analysis is a subject studied for more than a couple of decades by re-
searchers in disciplines of computer vision, signal processing, machine learning,
databases, psychology, cognitive science, and neural science. Limited progress has
been made in each of these disciplines. Many researchers now are convinced that
interdisciplinary research is essential to make ground breaking advancements. In
Chapter 2 of this book, we introduce a model-based and data-driven hybrid ap-
proach for extracting features. A promising model-based approach was pioneered
by neural scientist Hubel [2], who proposed a feature learning pipeline based on
human visual system. The principal reason behind this approach is that human vi-
sual system can function so well in some challenging conditions where computer
vision solutions fail miserably. Recent neural-based models proposed by Lee [3]
and Serre [4] show that such model can effectively deal with viewing of different
positions, scales, and resolutions. Our empirical study confirmed that such model-
based approach can recognize objects of rigid shapes, such as watches and cars.
However, for objects that do not have invariant features such as pizzas of different
toppings, and cups of different colors and shapes, the model-based approach loses
its advantages. For recognizing these objects, the data-driven approach can depict
an object by collecting a representative pool of training instances. When combining
model-based and data-driven, the hybrid approach enjoys at least three advantages:

1. Balancing feature invariance and selectivity. To achieve feature selectivity, the
hybrid approach conducts multi-band, multi-scale, and multi-orientation convo-
lutions. To achieve invariance, it keeps signals of sufficient strengths via pooling
operations.

2. Properly using unsupervised learning to regularize supervised learning. The hy-
brid approach introduces unsupervised learning to reduce features so as to pre-
vent the subsequent supervised layer from learning trivial solutions.

3. Augmenting feature specificity with diversity. A model-based only approach can-
not effectively recognize irregular objects or objects with diversified patterns;
and therefore, we must combine such with a data-driven pipeline.

Chapter 2 presents the detailed design of such a hybrid model involving disci-
plines of neural science, machine learning, and computer vision.
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1.3 Similarity

At the heart of data management tasks is a distance function that measures similarity
between data instances. To date, most applications employ a variant of the Euclidean
distance for measuring similarity. However, to measure similarity meaningfully, an
effective distance function ought to consider the idiosyncrasies of the application,
data, and user (hereafter we refer to these factors as contextual information). The
quality of the distance function significantly affects the success in organizing data
or finding relevant results.

In Chapters 4 and 5, we present two methods, first an unsupervised in Chap-
ter 4 and then a supervised in Chapter 5, to quantify similarity. Chapter 4 presents
Dynamic Partial Function (DPF), which we formulated based on what we learned
from some intensive data mining on large image datasets. Traditionally, similarity
is a measure of all respects. For instance, the Euclidean function considers all fea-
tures in equal importance. One step forward was to give different features different
weights. The most influential work is perhaps that of Tversky [5], who suggests that
similarity is determined by matching features of compared objects. The weighted
Minkowski function and the quadratic-form distances are the two representative dis-
tance functions that match the spirit. The weights of the distance functions can be
learned via techniques such as relevance feedback, principal component analysis,
and discriminative analysis. Given some similar and some dissimilar objects, the
weights can be adjusted so that similar objects can be better distinguished from the
other objects.

However, the assumption made by these distance functions, that all similar ob-
jects are similar in the same respects [6], is questionable. We propose that similarity
is a process that provides respects for measuring similarity. Suppose we are asked to
name two places that are similar to England. Among several possibilities, Scotland
and New England could be two reasonable answers. However, the respects England
is similar to Scotland differ from those in which England is similar to New Eng-
land. If we use the shared attributes of England and Scotland to compare England
and New England, the latter pair might not be similar, and vice versa. This example
depicts that objects can be similar to the query object in different respects. A dis-
tance function using a fixed set of respects cannot capture objects that are similar
in different sets of respects. Murphy and Medin [7] provide early insights into how
similarity works in human perception: “The explanatory work is on the level of de-
termining which attributes will be selected, with similarity being at least as much a
consequence as a cause of a concept coherence.” Goldstone [8] explains that simi-
larity is the process that determines the respects for measuring similarity. In other
words, a distance function for measuring a pair of objects is formulated only af-
ter the objects are compared, not before the comparison is made. The respects for
the comparison are activated in this formulation process. The activated respects are
more likely to be those that can support coherence between the compared objects.
DPF activates different features for different object pairs. The activated features are
those with minimum differences — those which provide coherence between the
objects. If coherence can be maintained (because sufficient a number of features
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are similar), then the objects paired are perceived as similar. Cognitive psychology
seems able to explain much of the effectiveness of DPF.

Whereas DPF learns similar features in an unsupervised way, Chapter 5 presents
a supervised method to learn a distance function from contextual information or
user feedback. One popular method is to weight the features of the Euclidean dis-
tance (or more generally, the Lp-norm) based on their importance for a target task
[9, 10, 11]. For example, for answering a sunset image-query, color features should
be weighted higher. For answering an architecture image-query, shape and texture
features may be more important. Weighting these features is equivalent to perform-
ing a linear transformation in the space formed by the features. Although linear
models enjoy the twin advantages of simplicity of description and efficiency of com-
putation, this same simplicity is insufficient to model similarity for many real-world
data instances. For example, it has been widely acknowledged in the image/video
retrieval domain that a query concept is typically a nonlinear combination of per-
ceptual features (color, texture, and shape) [12, 13]. Chapter 5 presents a nonlinear
transformation on the feature space to gain greater flexibility for mapping features
to semantics.

At first it might seem that capturing nonlinear relationships among contextual in-
formation can suffer from high computational complexity. We avoid this concern by
employing the kernel trick, which has been applied to several algorithms in statis-
tics, including Support Vector Machines and kernel PCA. The kernel trick lets us
generalize distance-based algorithms to operate in the projected space, usually non-
linearly related to the input space. The input space (denoted as I ) is the original
space in which data vectors are located, and the projected space (denoted as P)
is that space to which the data vectors are projected, linearly or nonlinearly. The
advantage of using the kernel trick is that, instead of explicitly determining the co-
ordinates of the data vectors in the projected space, the distance computation in P
can be efficiently performed in I through a kernel function.

Through theoretical discussion and empirical studies, Chapters 4 and 5 show
that when similarity measures have been improved, data management tasks such as
clustering, learning, and indexing can perform with marked improvements.

1.4 Learning

The principal design goal of a multimedia information retrieval system is to return
data (images or video clips) that accurately match users’ queries (for example, a
search for pictures of a deer). To achieve this design goal, the system must first
comprehend a user’s query concept (i.e., a user’s perception) thoroughly, and then
find data in the low-level input space (formed by a set of perceptual features) that
match the concept accurately. Statistical learning techniques can assist achieving
the design goal via two complementary avenues: semantic annotation and query-
concept learning.
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Both semantic annotation and query-concept learning can be cast into the form
of a supervised learning problem, which consists of three steps. First, a representa-
tive set of perceptual features is extracted from each training instance. Second, each
training feature-vector (other representations are possible) is assigned semantic la-
bels. Third, a classifier is trained by a supervised learning algorithm, based on the
labeled instances, to predict the class labels of a query instance. Given a query in-
stance represented by its features, the semantic labels can be predicted. In essence,
these steps learn a mapping between the perceptual features and a human perceived
concept or concepts.

Chapter 3 presents the challenges of semantic annotation and query-concept
learning. To illustrate, let D denote the number of low-level features (extracted by
methods presented in Chapter 2), N the number of training instances, N+ the num-
ber of positive training instances, and N− the number of negative training instances
(N = N+ +N−). Two major technical challenges arise:

1. Scarcity of training data. The features-to-semantics mapping problem often
comes up against the D > N challenge. For instance, in the query-concept learn-
ing scenario, the number of low-level features that characterize an image (D) is
greater than the number of images a user would be willing to label (N) during a
relevance feedback session. As pointed out by David Donoho, the theories un-
derlying “classical” data analysis are based on the assumptions that D < N, and
N approaches infinity. But when D > N, the basic methodology which was used
in the classical situation is not similarly applicable.

2. Imbalance of training classes. The target class in the training pool is typically
outnumbered by the non-target classes (N− À N+). For instance, in a k-class
classification problem where each class has about the same number of training
instances, the target class is outnumbered by the non-target classes by a ratio of
k:1. The class boundary of imbalanced training classes tends to skew toward the
target class when k is large. This skew makes class prediction less reliable.

To address these challenges, Chapter 3 presents a small sample, active learning
algorithm, which also adjusts its sampling strategy in a concept-dependent way.
Chapter 9 presents a couple of approaches to deal with imbalanced training classes.
When conducting annotation, the computation task faces the challenge of dealing
with a substantially large N. From Chapter 10 to Chapter 12 , we discuss parallel
algorithms, which can employ thousands of CPUs to achieve near-linear speedup,
and indexing methods, which can substantially reduce retrieval time.

1.5 Multimodal Fusion

Multimedia metadata can be collected from multiple channels or sources. For in-
stance, a video clip consists of visual, audio, and caption signals. Besides, a Web
page where the video clip is embedded, and the users who have viewed the video
can provide contextual signals for analyzing that clip. When mapping features ex-
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tracted from multiple sources to semantics, a fusion algorithm must incorporate use-
ful information while removing noise. Chapters 6, 7, and 8 are devoted to address
multimodal fusion.

Chapter 6 focuses on addressing two questions: (1) what are the best modalities?
and (2) how can we optimally fuse information from multiple modalities? Suppose
we extract l, m, n features from the visual, audio, and caption tracks of videos. At
one extreme, we could treat all these features as one modality and form a feature
vector of l + m + n dimensions. At the other extreme, we could treat each of the
l +m+n features as one modality. We could also regard the extracted features from
each media-source as one modality, formulating a visual, audio, and caption modal-
ity with l, m, and n features, respectively. Almost all prior multimodal-fusion work
in the multimedia community employs one of these three approaches. But, can any
of these feature compositions yield the optimal result?

Statistical methods such as principle component analysis (PCA) and independent
component analysis (ICA) have been shown to be useful for feature transformation
and selection. PCA is useful for denoising data, and ICA aims to transform data to
a space of independent axes (components). Despite their best attempt under some
error-minimization criteria, PCA and ICA do not guarantee to produce independent
components. In addition, the created feature space may be of very high dimensions
and thus be susceptible to the curse of dimensionality. Chapter 6 first presents an in-
dependent modality analysis scheme, which identifies independent modalities, and
at the same time, avoids the curse-of-dimensionality challenge. Once a good set
of modalities has been identified, the second research challenge is to fuse these
modalities in an optimal way to perform data analysis (e.g., classification). Chapter
6 presents the super-kernel fusion scheme to fuse individual modalities in a non-
linear way. The super-kernel fusion scheme finds the best combination of modalities
through supervised training.

Chapter 6 addresses the problem of fusing multiple modality of multimedia data
content. Chapter 7 addresses the problem of fusing context with content. Semantic
labels can be roughly divided into two categories: wh labels and non-wh labels. Wh-
semantics include time (when), people (who), location (where), landmarks (what),
and event (inferred from when, who, where, and what). Providing the when and
where information is trivial. Already cameras can provide time, and we can easily
infer an approximate location from GPS or CellID. However, determining the what
and who requires contextual information in addition to time, location, and photo
content. More precisely, contextual information can include time, location, cam-
era parameters, user profile, and even social graphs. Content of images consists of
perceptual features, which can be divided into holistic features (e.g., color, shape
and texture characteristics of an image), and local features (edges and salient points
of regions or objects in an image). Besides context and content, another important
source of information (which has been largely ignored) is the relationships between
semantic labels (which we refer to as semantic ontology). To explain the impor-
tance of having a semantic ontology, let us consider an example with two semantic
labels: outdoor and sunset. When considering contextual information alone, we may
be able to infer the outdoor label from camera parameters: focal length and lighting
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condition. We can infer sunset from time and location. Notice that inferring outdoor
and sunset do not rely on any common contextual modality. However, we can say
that a sunset photo is outdoor with certainty (but not the other way). By consider-
ing semantic relationships between labels, photo annotation can take advantage of
contextual information in a “transitive” way.

To fuse context, content, and semantic ontology in a synergistic way, Chapter 7
presents EXTENT, an inferencing framework to generate semantic labels for photos.
EXTENT uses an influence diagram to conduct semantic inferencing. The variables
on the diagram can either be decision variables (i.e., causes) or chance variables (i.e.,
effects). For image annotation, decision variables include time, location, user pro-
file, and camera parameters. Chance variables are semantic labels. However, some
variables may play both roles. For instance, time can affect some camera parame-
ters (such as exposure time and flash on/off), and hence these camera parameters are
both decision and chance variables. Finally, the influence diagram connects decision
variables to chance variables with arcs weighted by causal strength.

To construct an influence diagram, we rely on both domain knowledge and data.
In general, learning such a probabilistic graphical model from data is an NP hard
problem. Fortunately, for image annotation, we have abundant prior knowledge
about the relationships between context, content, and semantic labels, and we can
use them to substantially reduce the hypothesis space to search for the right model.
For instance, time, location, and user profile, are independent of each other. Camera
parameters such as exposure time and flash on/off depend on time, but are indepen-
dent of other modalities. The semantic ontology provides us the relationships be-
tween words. The only causal relationships that we must learn from data are those
between context/content and semantic labels (and their causal strengths).

Once causal relationships have been learned, causal strengths must be accu-
rately accounted for. Traditional probabilistic graphical models such as Bayesian
networks use conditional probability to quantify the correlation between two vari-
ables. Unfortunately, conditional probability characterizes covariation, not causa-
tion [14, 15, 16]. A basic tenet of classical statistics is that correlation does not
imply causation. Instead, we use recently developed causal-power theory [17] to
account for causation. We show that fusing context and content using causation
achieves superior results over using correlation.

Finally, Chapters 8 presents a fusion model called Combinational Collaborative
Filtering (CCF) using a latent layer. CCF views a community of common interests
from two simultaneous perspectives: a bag of users and a bag of multimodal fea-
tures. A community is viewed as a bag of participating users; and at the same time, it
is viewed as a bag of multimodal features describing that community. Traditionally,
these two views are independently processed. Fusing these two views provides two
benefits. First, by combining bags of features with bags of users, CCF can perform
personalized community recommendations, which the bags of features alone model
cannot. Second, augmenting bags of users with bags of features, CCF improves in-
formation density to perform more effective recommendations. Though the chapter
uses community recommendation as an application, one can use the CCF scheme
for recommending any objects, e.g., images, videos, and songs.
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1.6 Indexing

With the vast volume of data available for search, indexing is essential to provide
scalable search performance. However, when data dimension is high (higher than 20
or so), no nearest-neighbor algorithm can be significantly faster than a linear scan
of the entire dataset. Let n denote the size of a dataset and d the dimension of data,
the theoretical studies of [18, 19, 20, 21] show that when d À log n, a linear search
will outperform classic search structures such as k-d-trees [22], SR-trees [23], and
SS-trees [24]. Several recent studies (e.g., [19, 20, 25]) provide empirical evidence,
all confirming this phenomenon of dimensionality curse.

Nearest neighbor search is inherently expensive, especially when there are a large
number of dimensions. First, the search space can grow exponentially with the num-
ber of dimensions. Second, there is simply no way to build an index on disk such
that all nearest neighbors to any query point are physically adjacent on disk. The
prohibitive nature of exact nearest-neighbor search has led to the development of
approximate nearest-neighbor search that returns instances approximately similar
to the query instance [18, 26]. The first justification behind approximate search is
that a feature vector is often an approximate characterization of an object, so we are
already dealing with approximations [27]. Second, an approximate set of answers
suffices if the answers are relatively close to the query concept. Of late, three approx-
imate indexing schemes, locality sensitive hashing (LSH) [28], M-trees [29], and
clustering [27] have been employed in applications such as image-copy detection
[30] and bio-sequence-data matching [31]. These approximate indexing schemes
speed up similarity search significantly (over a sequential scan) by slightly lowering
the bar for accuracy.

In Chapter 11, we present our hypersphere indexer, named SphereDex, to per-
form approximate nearest-neighbor searches. First, the indexer finds a roughly cen-
tral instance among a given set of instances. Next, the instances are partitioned based
on their distances from the central instance. SphereDex builds an intra-partition (or
local) index within each partition to efficiently prune out irrelevant instances. It also
builds an inter-partition index to help a query to identify a good starting location in a
neighboring partition to search for nearest neighbors. A search is conducted by first
finding the partition to which the query instance belongs. (The query instance does
not need to be an existing instance in the database.) SphereDex then searches in this
and the neighboring partitions to locate nearest neighbors of the query. Notice that
since each partition has just two neighboring partitions, and neighboring partitions
can largely be sequentially laid out on disks, SphereDex can enjoy sequential IO
performance (with a tradeoff of transferring more data) to retrieve candidate parti-
tions into memory. Even in situations (e.g., after a large batch of insertions) when
one sequential access might not be feasible for retrieving all candidate partitions,
SphereDex can keep the number of non-sequential disk accesses low. Once a par-
tition has been retrieved from the disk, SphereDex exploits geometric properties to
perform intelligent intra-partition pruning so as to minimize the computational cost
for finding the top-k approximate nearest neighbors. Through empirical studies on
two very large, high-dimensional datasets, we show that SphereDex significantly
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outperforms both LSH and M-trees in both IO and CPU time. Though we mostly
present our techniques for approximate nearest-neighbor queries, Chapter 11 also
briefly describes the extensibility of SphereDex to support farthest-instance queries,
especially hyperplane queries to support key data-mining algorithms like Support
Vector Machines (SVMs).

1.7 Scalability

Indexing deals with retrieval scalability. We must also address scalability of learn-
ing, both supervised and unsupervised. Since 2007, we have parallelized five mission-
critical algorithms including SVMs [32], Frequent Itemset Mining [33], Spectral
Clustering [34], Probabilistic Latent Semantic Analysis (PLSA) [35], and Latent
Dirichlet Allocation (LDA) [36]. In this book, we present Parallel Support Vector
Machines (PSVM) in Chapter 10 and an enhanced PLDA+ in Chapter 12.

Parallel computing has been an active subject in the distributed computing com-
munity over several decades. In PSVM, we use Incomplete Cholesky Factorization
to approximate a large matrix so as to reducing the memory use substantially. For
speeding up LDA, we employ data placement and pipeline processing techniques
to substantially reduce the communication bottleneck. We are able to achieve 1,500
speedup when 2,000 machines are simultaneously used: i.e., a two-month compu-
tation task on a single machine can now be completed in an hour. These parallel
algorithms have been released to the public via Apache open source (please check
out the Appendix).

1.8 Concluding Remarks

As we stated in the beginning of this chapter, multimedia information management
research is multidisciplinary. In feature extraction and distance function formula-
tion, the disciplines of computer vision, psychology, cognitive science, neural sci-
ence, and database have been involved. In indexing and scalability, distributed com-
puting and database communities have contributed a great deal. In devising learn-
ing algorithms to bridge the semantic gap, machine learning and neural science are
the primary forces behind recent advancements. Together, all these communities
are increasingly working together to develop robust and scalable algorithms. In the
remainder of this book, we detail the design and implementation of these key sub-
routines of multimedia data management.
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Appendix: Open Source Software

By the end of 2010, my team have released three pieces of software to the pub-
lic through the Apache Open Source foundation to assist research communities of
signal processing, computer vision, data mining, machine learning, and database to
conduct large-scale studies and experiments. The locations of the software are as
follows:

• PSVM at code.google.com/p/psvm/.
• PLDA+ at code.google.com/p/plda/.
• Parallel Spectral Clustering at code.google.com/p/pspectralclustering/.
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