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Abstract: Artificial Intelligence has always lent a 
helping hand to the practitioners of medicine for 
improving medical diagnosis and treatment. In 
this paper, we propose the design of a two tier 
Neural Inter-network based Medical Diagnosis 
System (NIMD) that uses k-Nearest Neighbor 
Classification for Diagnosis pruning. The system 
(fig a.) is essentially two tiered with the first tier 
handling what we term, diagnosis pruning. Each 
disease is often characterized by a group of 
symptoms and Diagnosis pruning which is done in 
the first tier, is the classification of diseases based 
on the groups of symptoms observed. The second 
tier consists of separate modules for each disease 
that handles the actual detection of the disease 
based on the intensities of the various symptoms 
reported by the patient. The disease detection 
modules comprise different classifiers like Neural 
Networks, Decision Trees, Bayesian Networks etc. 
depending on the size of the input vector and the 
characteristics of the training set. NIMD thus 
provides diagnosis and probability of presence for 
a number of possible diseases at the same time by 
checking for each of them individually in tier 2. 
An analysis of the performance of our hybrid 
system reveals superior performance and utility 
compared to other existing approaches.  

 
Index terms- Artificial Intelligence, Medical 

Diagnosis, Neural Networks, Decision Trees, 
Bayesian Networks. 
 
Introduction 
 
    Artificial Intelligence has always lent a helping 
hand to the practitioners of medicine for improving 
medical diagnosis and treatment. A.I in medical 
diagnosis has been particularly relevant because 
studies have revealed that humans do not resemble 
statistical computers but pattern recognition systems.  

 
 
 
 
 
 
Humans can recognize patterns or objects very easily  
but fail when probabilities have to be assigned to 
observations. 
     Rule based expert systems have been used for 
medical diagnosis but they have their share of 
problems. If the system consists of several thousand 
rules, it takes a very powerful control program to 
produce any conclusions in a reasonable amount of 
time.  Another problem with rule based systems is 
that as the number of rules increases, the conflict set 
also becomes large so a good conflict resolving 
algorithm is needed if the system is to be usable. 
     In this paper, we propose the design of a two tier 
Neural Inter-network based Medical Diagnosis 
System (NIMD) that uses k-Nearest Neighbor 
Classification for Diagnosis pruning.  

 The rest of the paper is organized as follows. We 
first describe give an overview of the previous work 
in this field. The proposed system and its design are 
presented in the next section. Detailed descriptions of 
tier 1 and tier 2 are then presented. Next, the 
performance analysis of NIMD is presented. Finally, 
we summarize the paper and give insight into 
possible further development and future directions of 
ongoing work. 

 
Related Works 
    
 Neural Network based Medical Diagnosis Systems: 
Medical Diagnosis using Artificial Neural Networks 
(ANN) [1] is currently a very active research area in 
medicine and it is believed that it will be more widely 
used in biomedical systems in the next few years. 
This is primarily because the solution is not restricted 
to linear form.  

 Neural Networks are ideal in recognizing diseases 
using scans since there is no need to provide a 
specific algorithm on how to identify the disease. 
Neural networks learn by example so the details of 
how to recognize the disease are not needed. What is 
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needed is a group of examples that are representative 
of all the variations of the disease. The quantity of 
examples is not as important as the 'quality'. The 
examples need to be selected very carefully if the 
system is to perform consistently and efficiently.  

 As cited in [5], in the detection of breast cancer by 
supervised learning, the system is trained from a set 
of cases, using the leave-one-out method. The 
omitted subset computes whatever error criterion is 
of interest. The system initially learns from digitized 
screen mammograms. The eight input nodes 
represent features of calcifications, areas in breast 
tissue where tiny calcium deposits build up and might 
indicate the presence of cancer. The AI system feeds 
these nodes into the neural network to provide a 
statistical indication of the possibility that a group of 
calcifications is malignant. 
Instant Physician:   Yet another model that uses AI in 
medical diagnosis is the "instant physician" [6]. Here, 
an auto associative memory Neural Network is 
trained to store a large number of medical records, 
each of which includes information on symptoms, 
diagnosis, and treatment for a particular case. After 
training, the net can be presented with input 
consisting of a set of symptoms; it will then find the 
full stored pattern that represents the "best" diagnosis 
and treatment.  
Rule Based Medical Diagnosis Systems: MYCIN was 
an expert system developed to diagnose blood 
infections. MYCIN used about 450 rules and was 
able to perform as well as some experts and 
considerably better than junior doctors. No general 
theoretical model existed from which rules were 
deduced. They had to be acquired from extensive 
interviewing of experts who in turn acquired them 
from direct experience of cases. The rules also had to 
reflect the uncertainty associated with medical 
knowledge. To this end, MYCIN incorporated a 
calculus of certainty factors which seemed to fit well 
with how doctors assess the impact of evidence on 
the diagnosis. 

 
NIMD-Overall Architecture 

 
 Many diseases are characterized by a common 

group of symptoms and although a number of 
diseases may have a similar group of symptoms, they 
differ in the relative intensity of the symptoms in the 
group. Common Cold and Respiratory Bronchitis are 
diseases that justify this fact. Diagnosis pruning is a 
step that identifies the diagnosis class that a disease 
belongs to. A diagnosis class is a subset of diseases 
that possess the same group of symptoms.  After 

diagnosis pruning, there is a separate disease 
detection classifier for each disease in the diagnosis 
class that computes the actual probability of presence 
of the disease based on the intensities of the 
symptoms in the group. 

 NIMD is a 2-tiered system. The first tier performs 
diagnosis pruning as described earlier. The second 
tier performs the actual disease diagnosis, making use 
of the various independent modules of classifiers. 

 The basic operation of the system is as follows. A 
universal symptom set is established for all the 
diseases that NIMD is set up to diagnose.  

  The patient is then asked to list the symptoms he 
has. We use a simple binary encoding scheme 
wherein the presence of a symptom is represented by 
a 1 in the input vector and 0 otherwise. We call this 
the symptom vector. The patient is also asked to rate 
each symptom on a scale of 1 to 10, with 1 indicating 
minimal and 10 indicating severe incidence of the 
symptom. The latter information is for the second tier 
and is called the intensity vector. The symptom 
vector is fed to the K-Nearest Neighbor Classifier, 
which performs diagnosis pruning by mapping this to 
a diagnosis class. Under the particular diagnosis class 
identified, there can be more than one disease. In the 
second tier, for each disease there is a separate 
detection unit. All units associated with a particular 
diagnosis class are activated when the diagnosis class 
is selected.  Now, the input to the second tier is the 
intensity vector. The second tier detection units map 
the relative intensity of the symptoms to a probability 
of presence of the disease. The second tier units have 
been trained previously with comprehensive data sets 
for this purpose. 

 The need for having multiple detection units 
operating simultaneously under a single diagnosis 
class is because although multiple diseases might fall 
under a single diagnosis class (similar group of 
symptoms), diseases have varying intensity levels 
associated with individual symptoms.  

 Each module is independent of the others. For 
example, we can have a Neural Network for a disease 
which involves a lot of symptoms and a decision tree 
for a disease with relatively less number of 
symptoms. The advantages are evident from our 
comparative performance analysis. 
 
Tier 1: K – Nearest Neighbor Classifier 

 
     We now look at the working of tier 1 of NIMD in 
detail. The k- Nearest Neighbor Classifier is a 
standard classifier that utilizes a form of memory 
based learning where the past experiences are 



explicitly stored in a large memory of correctly 
classified input-output examples:  

 
{(xi, di)}for   i=1 to N 

 
    where xi  denotes an input vector and di denotes the 
corresponding desired response. The input vector is 
the entire list of possible symptoms for all the 
diseases that we diagnose. The output is the correct 
classification, which in our case is the diagnosis class 
i.e. the logical grouping of related symptoms.  The k-
Nearest Neighbor Classifier proceeds by first 
identifying the k classified patterns that lie nearest to 
the test vector xtest   for some integer k. Distance here 
refers to the Euclidean distance between the vectors 
xi and xtest. The Euclidean distance between a pair of 
m-by-1 vectors xi and xj is defined by, 
              
                d(xi , xj) = || xi – xj || 

 = [� k =1 to m (xik – xjk)
 2] 1/2 

 
     where xik and xjk are the kth elements of the input 
vectors xi and xj, respectively. 
     We then assign xtest   to the class that is most 
frequently represented in the k nearest neighbors to 
xtest. The classification thus performs diagnosis 
pruning and provides us the class of symptoms that 
need to be handled. 

 
Tier 2: Disease Detection Modules 

 
     The second tier consists of an array of Neural 
Networks, Decision Trees etc, each trained with 
training sets for the disease it is supposed to detect. 
Because of the highly modular architecture of our 
system, each Neural Network can be of a different 
model. For example, we can have Back Propagation 
Networks, Kohonen Networks, Boltzmann Machines 
etc.  
     Another standard classifier that can be used is a 
Decision Tree. A Decision tree, in general takes as 
input, an object or situation described by a set of 
properties and outputs a yes/no decision. Here the 
input is the set of symptoms under the classified 
diagnosis class and the output is a yes/no decision 
indicating the presence or absence of the disease. 
     The choice of the type of module can be decided 
based on the size of the input vector, the 
characteristics of the training set and after analyzing 
the performance of the module in detecting the 
disease. The input vector to the modules is the 
intensity vector based on the diagnosis class that it 
was classified under. This input vector contains just 

the symptoms relevant to the detection of this 
particular disease with their stated intensities. Thus 
training is quicker and testing is more efficient 
because there are no unnecessary symptoms that the 
network needs to take into account during testing and 
training. 
 
Performance Analysis 

 
     NIMD as described above uses a different 
classifier for each disease. The choice of classifier 
can be made based on the size of the input vector and 
the characteristics of the training set. Because we use 
a single classifier per disease, to diagnose the 
probability of presence of a single disease, it results 
in improved accuracy, lower error rates and faster 
training as compared to using the same classifier to 
detect multiple diseases. 
     In figures 1 and 2, we present the comparison of 
the performance of our disease detection unit, which 
diagnoses a particular disease with a generic neural 
network that tries to check for the presence of more 
than 1 disease. The analysis shows that our neural 
network has a lower net error and the training 
proceeds at a faster rate. 
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Figure 1. Training curve showing the gradual reduction in error as 
weights are modified over several epochs for a system that  uses a 
single classifier for multiple diseases.  
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     In figure 3, we show how the total error in the 
classification increases as we attempt to classify 
multiple classes, i.e attempt to diagnose more than 
one disease. This happens as class boundaries are 
difficult to determine. Thus, in NIMD we use a 
different classifier unit for each disease. 
 

Concluding Remarks 
 

     With regard to the hardware, we propose the use 
of analog CMOS circuits that perform in-circuit 
learning using Gilbert multipliers as the primary 
circuit component. Such circuits already exist. 
However, instead of using capacitors for the storage 
of weights, we propose the use of Flash memory, 
which has the advantage of being a non-volatile 
element thus eliminating the need to interleave 
learning cycles with classification cycles. It is also 
comparatively less expensive than an EEPROM. 
     We are currently exploring other alternatives for 
the first tier by analyzing the performance of other 
classifiers in performing diagnosis pruning. We are 
also working on optimizing the hardware for NIMD. 
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Figure 2. Training curve showing the gradual reduction in 
error as weights are modified over several epochs for 
NIMD that uses a single classifier for a single disease.  

Figure 3.  The total error on the training set increases as the 
number of diseases classified by the classifier increases.  
 
 


